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For many equations arising in practice, the solutions are critical
points of functionals. In previous papers we have shown that
there are pairs of subsets, called sandwich pairs, that can produce
critical points even though they do not separate the functional. All
that is required is that the functional be bounded from above on
one of the sets and bounded from below on the other, with no
relationship needed between the bounds. This provides a distinct
advantage in applications. The present paper discusses the si-
tuation in which one cannot find sandwich pairs for which the
functional is bounded below on one set and bounded above on the
other. We develop a method which can deal with such situations
and apply it to problems in partial differential equations.

© 2008 Elsevier Inc. All rights reserved.

1. Introduction

Many problems arising in science and engineering call for the solving of the Euler equations or
systems of equations for functionals, i.e., equations of the form

G ′(u) = 0, (1)

where G(u) is a C1-functional arising from the given data. However, when one wishes to solve Euler
equations, one is not merely looking for extrema. One is interested in finding all critical points. In
particular, how does one search for critical points when the functional is not semibounded? Is there
anything that can be used to replace semiboundedness? There is an approach which works when one
cannot obtain linking sets which separate the functional. In this approach, one looks for suitable sets
A, B such that the functional is bounded from below on one set and bounded from above on the
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other with no requirement on the relationship between the bounds. In other words, one looks for
suitable subsets A, B of a Banach space E , which are such that

a0 := sup
A

G < ∞, b0 := inf
B

G > −∞ (2)

holding for a given C1-functional G on E implies the existence of a PS sequence

G(uk) → c, G ′(uk) → 0, (3)

where b0 � c � a0. If A, B are such that (2) always implies (3), we say that A, B form a sandwich pair.
It was shown in [7] that sandwich pairs are not rare. General criteria for sets to form sandwich pairs
were given there.

In the present paper, we discuss the situation in which

(a) we cannot find linking sets which separate the functional

and

(b) we cannot find sandwich pairs such that the functional is bounded from below on one set and
bounded from above on the other.

In some such situations, we have found sets A, B such that

a0 := sup
A

G < ∞, sup
Â

G � b0 := inf
B

G (4)

holding for a given C1-functional G on E implies the existence of constants c, C ∈ R and sequences
{νk} ⊂ R, {uk} ⊂ E such that νk → ∞ and

G(uk) → c, b0 � c � a0,
(
νk + ‖uk‖

)∥∥G ′(uk)
∥∥ � C, (5)

where Â is a subset of A. We describe this result and present applications which take advantage of
it. We call such sets custom sandwich pairs. We exhibit cases in which PS sequences will not work.

The sequence (5) is not quite a Cerami sequence, but it is just as effective in most applications.
Cerami sequences were introduced in [2]. Variations were given in [1,4,5].

Our abstract theory will be presented in Section 2, and our applications are given in Section 3. In
Section 4 we present some results concerning differential equations in Banach space which are used
in our proofs given in the last section.

The author thanks the referee for valuable suggestions.

2. Criteria

We now exhibit examples of custom sandwich pairs. We have

Theorem 1. Let G be a C1-functional on E, and let A be a continuous curve in E connecting 0 and ∞, and B
the boundary of a bounded open set in E containing 0 such that

a0 := sup G < ∞, G(0) � b0 := inf
B

G. (6)

A
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Let ψ(t) be a locally Lipschitz continuous nonincreasing positive function satisfying

∞∫
0

ψ(t)dt = ∞. (7)

Let R > 0 be such that B ⊂ BR , where

BR = {
u ∈ E: ‖u‖ � R

}
.

Take ν > 0 so large that

ν∫
R

ψ(t)dt > a0 − b0 (8)

and let Ã = A ∩ Bν . Then there are a constant c ∈ R and a sequence {uk} ⊂ E such that

G(uk) → c, b0 � c � a0,
∥∥G ′(uk)

∥∥ � ψ
(
d(uk, Ã)

)
. (9)

Theorem 2. Under the same hypotheses, there are constants c, C ∈ R and a sequence {uk} ⊂ E such that

G(uk) → c, b0 � c � a0,
(
ν + ‖uk‖

)∥∥G ′(uk)
∥∥ � C . (10)

Theorem 3. Under the same hypotheses, for each sequence νk → ∞, there are constants c, C ∈ R and a
sequence {uk} ⊂ E such that

G(uk) → c, b0 � c � a0,
(
νk + ‖uk‖

)∥∥G ′(uk)
∥∥ � C . (11)

3. Applications

In the present section we assume that Ω is a bounded domain in R
n with boundary ∂Ω suffi-

ciently regular so that the Sobolev inequalities hold. Let A be a self-adjoint operator on L2(Ω). We
assume that A � λ0 > 0 and that

C∞
0 (Ω) ⊂ D := D

(
A1/2) ⊂ Hm,2(Ω)

for some m > 0, where C∞
0 (Ω) denotes the set of test functions in Ω (i.e., infinitely differentiable

functions with compact supports in Ω) and Hm,2(Ω) denotes the Sobolev space. If m is an integer,
the norm in Hm,2(Ω) is given by

‖u‖m,2 :=
( ∑

|μ|�m

∥∥Dμu
∥∥2

)1/2

. (12)

Here Dμ represents the generic derivative of order |μ| and the norm on the right-hand side of (12)
is that of L2(Ω). We shall not assume that m is an integer.

Let q be any number satisfying

2 � q � 2n/(n − 2m), 2m < n,

2 � q < ∞, n � 2m,
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and let f (x, t) be a Carathéodory function on Ω × R. This means that f (x, t) is continuous in t for
a.e. x ∈ Ω and measurable in x for every t ∈ R. We make the following assumptions:

(A) The function f (x, t) satisfies

∣∣ f (x, t)
∣∣ � V (x)q(|t|q−1 + W (x)

)
and

f (x, t)/V (x)q = o
(|t|q−1) as |t| → ∞,

where V (x) > 0 is a function in Lq(Ω) such that

‖V u‖q � C‖u‖D , u ∈ D, (13)

and W is a function in L∞(Ω). Here

‖u‖q :=
(∫

Ω

∣∣u(x)
∣∣q

dx

)1/q

,

‖u‖D := ∥∥A1/2u
∥∥ (14)

and q′ = q/(q − 1). (If V (x) is bounded, then (13) will hold automatically by the Sobolev inequal-
ity. However, there are functions V (x) which are unbounded and such that (13) holds.) With the
norm (14), D becomes a Hilbert space. Define

F (x, t) :=
t∫

0

f (x, s)ds

and

G(u) := ‖u‖2
D − 2

∫
Ω

F (x, u)dx. (15)

It is readily shown that G is a continuously differentiable functional on the whole of D (cf., e.g., [6]).
We assume that λ0 is an isolated eigenvalue of A having a finite-dimensional eigenspace E(λ0) ⊂
L∞(Ω). (In many second-order elliptic problems, E(λ0) consists of a single eigenfunction which does
not change sign.) In addition, we assume that for one eigenfunction ϕ(x) ∈ E(λ0) we have

sup
r>0

∫
Ω

[
r2λ0ϕ

2 − 2F (x, rϕ)
]

dx < ∞. (16)

In addition,

2F (x, t) � λ0t2, |t| < δ, (17)

for some positive constant δ. Assume also that

H(x, t) = 2F (x, t) − t f (x, t) � W1(x) ∈ L1(Ω), x ∈ Ω, t ∈ R, (18)

H(x, t) → −∞ a.e. as |t| → ∞, (19)
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and

2F (x, t) � γ H(x, t) + W2(x)
(
t2 + 1

)
(20)

for some γ ∈ R and W2(x) ∈ L1(Ω) ∩ L∞(Ω).

We have

Theorem 4. Under the above hypotheses, the equation

Au = f (x, u), u ∈ D, (21)

has at least one nontrivial solution.

Remark 5. The significance of the nontrivial solution becomes important when f (x,0) ≡ 0. For then
u(x) ≡ 0 is a solution of (21). Otherwise, we can come to the same conclusion assuming only (17).

Remark 6. It should be noted that the well-known hypothesis for superlinear problems

0 < μF (x, t) � t f (x, t), |t| > R, (22)

holding for some μ > 2 implies (16), (18), (19) and (20) (i.e., all the hypotheses of Theorem 4 ex-
cept (17)). To see this, note that it implies, in particular, that there exist positive constants c3, c4 such
that

F (x, t) � c3|t|μ − c4, x ∈ Ω, t ∈ R, (23)

and, consequently,

F (x, t)/t2 → ∞ as |t| → ∞,

which implies (16). It also implies

H(x, t) � (2 − μ)F (x, t), |t| � R,

which implies both (18) and (19). If we write it as

(μ − 2)F (x, t) � −H(x, t),

we see that it implies (20) as well. Thus we have

Corollary 7. Theorem 4 holds if we assume only (17) and (22).

Remark 8. In the case that E(λ0) contains an eigenfunction which does not change sign, (16) is
implied by

F (x, t)/t2 → ∞ as t → ∞

or

F (x, t)/t2 → ∞ as t → −∞.
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Remark 9. The following example is superlinear but does not satisfy (22). However, it does satisfy the
hypotheses of Theorem 4 (if ϕ does not change sign). Let

f1(t) = λ0t − α1(sgn t)|t|α1−1 (24)

and

f2(t) = λ0t − α2(sgn t)|t|α2−1. (25)

Choose f (t) ∈ C(R) to satisfy

f (t) =
{

f1(t), −∞ < t < r,
f2(t), t > R,

(26)

where 1 < α1 < 2 < α2 and 0 < r < R . Note that f (t) is superlinear for positive t and sublinear for
negative t .

Proof of Theorem 4. We apply Theorem 3. We let N be the eigenspace E(λ0), and we take M = N⊥ .
We note that (17) implies

G(w + y) � ε′‖w‖2, w ∈ M, y ∈ E(λ0),

for ‖w + y‖ sufficiently small. To see this, let u = w + y. Note that there is a ρ > 0 such that

‖y‖D � ρ ⇒ ∣∣y(x)
∣∣ � δ/2, y ∈ E(λ0).

Now suppose u satisfies

‖u‖D � ρ and
∣∣u(x)

∣∣ � δ (27)

for some x ∈ Ω . Then for those x ∈ Ω satisfying (27) we have

δ �
∣∣u(x)

∣∣ �
∣∣w(x)

∣∣ + ∣∣y(x)
∣∣ �

∣∣w(x)
∣∣ + (δ/2).

Hence

∣∣y(x)
∣∣ � δ/2 �

∣∣w(x)
∣∣,

and consequently,

∣∣u(x)
∣∣ � 2

∣∣w(x)
∣∣ (28)

for all such x. Now we have by hypothesis (A) and (17)

G(u) � ‖u‖2
D − λ0

∫
|u|<δ

u2 dx − C

∫
|u|>δ

(|V u|q + ∣∣V qu
∣∣W )

dx

� ‖u‖2
D − λ0‖u‖2 − C ′

∫
|u|>δ

|V u|q dx

� ‖w‖2
D − λ0‖w‖2 − C ′′

∫
2|w|>δ

|V w|q dx
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�
(

1 − λ0

λ1
− C ′′′‖w‖q−2

D

)
‖w‖2

D

in view of the fact that ‖y‖2
D = λ0‖y‖2,

∣∣F (x, t)
∣∣ � C

(|V t|q + ∣∣V qt
∣∣),

and (28) holds. Here, λ1 is any number such that (λ0, λ1) is in the resolvent of A. Moreover, in such
a situation, the following alternative holds:

Either

(a) there is an infinite number of eigenfunctions y ∈ E(λ0) \ {0} such that

A y = f (x, y) = λ0 y, (29)

or

(b) for each ρ > 0 sufficiently small, there is an ε > 0 such that

G(u) � ε, ‖u‖D = ρ, u ∈ D (30)

(cf. [6]).

Since option (a) solves our problem, we may assume that option (b) holds. We let A = {rϕ: r � 0}
and B = ∂Bρ in Theorem 1. By (30) we see that (6) holds with b0 > 0. By Theorem 3 we conclude
that there are sequences νk → ∞ and {uk} ⊂ D such that

G(uk) → c, b0 � c � a0,
(
νk + ‖uk‖D

)∥∥G ′(uk)
∥∥ � C . (31)

In particular, we have

‖uk‖2
D − 2

∫
Ω

F (x, uk)dx → c (32)

and

∣∣‖uk‖2
D − (

f (·, xk), uk
)∣∣ � K . (33)

Consequently

∣∣∣∣
∫
Ω

H(x, uk)dx

∣∣∣∣ � K ′. (34)

If ρk = ‖uk‖D → ∞, let ũk = uk/ρk . Then ‖ũk‖D = 1. Since Ω is bounded, there is a renamed subse-
quence such that ũk → ũ weakly in D , strongly in L2(Ω) and a.e. in Ω . By (32) we have

1 −
∫
Ω

F (x, uk)/ρ
2
k dx → 0. (35)

If (20) holds, we have in view of (34)
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lim sup
∫
Ω

2F (x, uk)/ρ
2
k dx � lim sup

∫
Ω

W2
(
u2

k + 1
)
/ρ2

k dx

� lim sup
∫
Ω

W2
(
ũ2

k + ρ−2
k

)
dx

=
∫
Ω

W2ũ2 dx.

In view of (35) this implies that ũ �≡ 0. Let Ω0 be the subset of Ω on which ũ �= 0. Then

∣∣uk(x)
∣∣ = ρk

∣∣ũk(x)
∣∣ → ∞, x ∈ Ω0. (36)

If Ω1 = Ω \ Ω0, then we have

∫
Ω

H(x, uk)dx =
∫
Ω0

+
∫
Ω1

�
∫
Ω0

H(x, uk)dx +
∫
Ω1

W1(x)dx → −∞. (37)

This contradicts (34), and we see that ρk = ‖uk‖D is bounded. Once we know that the ρk are bounded
we can apply Theorem 3.4.1 of [6] to obtain the desired conclusion. �
Remark 10. It should be noted that the crucial element in the proof of Theorem 4 was (33). If we had
been dealing with an ordinary Palais–Smale sequence, we could only conclude that

‖uk‖2
D − (

f (·, uk), uk
) = o(ρk),

which would imply only

∫
Ω

H(x, uk)dx = o(ρk).

This would not contradict (41), and the argument would not go through.

We also have

Theorem 11. The conclusion of Theorem 4 holds if in place of (18), (19) we assume

H(x, t) � −W1(x) ∈ L1(Ω), x ∈ Ω, t ∈ R, (38)

and

H(x, t) → ∞ a.e. as |t| → ∞, (39)

and in place of (20) we assume

t f (x, t) � γ H(x, t) + W2(x)
(
t2 + 1

)
. (40)
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Proof. If (40) holds, then

lim sup
∫
Ω

uk f (x, uk)/ρ
2
k dx � lim sup

∫
Ω

W2
(
u2

k + 1
)
/ρ2

k dx

� lim sup
∫
Ω

W2
(
ũ2

k + ρ−2
k

)
dx

=
∫
Ω

W2ũ2 dx.

Now (35) implies ũ �≡ 0. We then proceed as before. We use (38) and (39) to replace (37) with

∫
Ω

H(x, uk)dx =
∫
Ω0

+
∫
Ω1

�
∫
Ω0

H(x, uk)dx −
∫
Ω1

W1(x)dx → ∞. � (41)

Remark 12. The following example is sublinear and satisfies the hypotheses of Theorem 11. Choose
f (t) ∈ C(R) to satisfy

f (t) =
{

f1(t), |t| < r,
f2(t), |t| > R,

(42)

where 1 < α1,α2 < 2 and 0 < r < R .

We also have

Theorem 13. If we replace (18) and (19) with

H(x, t) := 2F (x, t) − t f (x, t) � C
(|t|α + 1

)
(43)

and

h(x) := lim sup
|t|→∞

H(x, t)/|t|α < 0 a.e. (44)

for some positive α < q, then

Au = f (x, u), u ∈ D, (45)

has at least one nontrivial solution.

Proof. As before, we can conclude that there are sequences {νk} ⊂ R, {uk} ⊂ D such that νk → ∞ and

G(uk) → c, b0 � c < a0,
(
νk + ‖uk‖

)∥∥G ′(uk)
∥∥ � C . (46)

Let ρk = ‖uk‖D . If ρk → ∞, then

G(uk) = ρ2
k − 2

∫
F (x, uk)dx → c (47)
Ω
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and

(
G ′(uk), uk

)
/2 = ρ2

k −
∫
Ω

f (x, uk)uk dx → 0.

Hence,

∣∣∣∣
∫
Ω

H(x, uk)dx

∣∣∣∣ � C . (48)

Let ũk = uk/ρk . Then ‖ũk‖D = 1. Thus, there is a renamed subsequence such that ũk → ũ weakly in D ,
strongly in L2(Ω) ∩ Lα(Ω) and a.e. in Ω . By (43) and (44)

lim sup
∫
Ω

H(x, uk)dx/ρα
k �

∫
Ω

lim sup
[

H(x, uk)/|uk|α
]|ũk|α dx

=
∫
Ω

h(x)|ũ|α dx.

Since h(x) < 0 a.e. in Ω , the last two statements imply that ũ ≡ 0. However, we see from (47) that in
view of (32), we have

1 − 2
∫
Ω

F (x, uk)/ρ
2
k dx → 0. (49)

As before, this shows that ũ �≡ 0. This contradiction tells us that the ρk must be bounded. We can
now apply Theorem 3.4.1 of [6] to conclude that there is a u ∈ D satisfying

G(u) = c, G ′(u) = 0. (50)

The proof is complete. �
Theorem 14. The conclusion of Theorem 11 holds if we replace (18) and (19) with

H(x, t) := 2F (x, t) − t f (x, t) � −C
(|t|α + 1

)
(51)

and

h(x) := lim sup
|t|→∞

H(x, t)/|t|α > 0 a.e. (52)

for some positive α < q.

The nonquadraticity condition (44) was first introduced by Costa and Magalhães [3].
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4. Ordinary differential equations

In proving Theorem 1 we shall make use of various extensions of Picard’s theorem in a Banach
space. Some are well known.

Theorem 15. Let X be a Banach space, and let

B0 = {
x ∈ X: ‖x − x0‖ � R0

}
and

I0 = {
t ∈ R: |t − t0| � T0

}
.

Assume that g(t, x) is a continuous map of I0 × B0 into X such that

∥∥g(t, x) − g(t, y)
∥∥ � K0‖x − y‖, x, y ∈ B0, t ∈ I0, (53)

and

∥∥g(t, x)
∥∥ � M0, x ∈ B0, t ∈ I0. (54)

Let T1 be such that

T1 � min(T0, R0/M0), K0T1 < 1. (55)

Then there is a unique solution x(t) of

dx(t)

dt
= g

(
t, x(t)

)
, |t − t0| � T1, x(t0) = x0. (56)

Lemma 16. Let γ (t) and ρ(t) be continuous functions on [0,∞), with γ (t) nonnegative and ρ(t) positive.
Assume that

∞∫
u0

dτ

ρ(τ )
>

T∫
t0

γ (s)ds, (57)

where t0 < T and u0 � 0. Then there is a unique solution of

u′(t) = γ (t)ρ
(
u(t)

)
, t ∈ [t0, T ), u(t0) = u0, (58)

which is positive in (t0, T ) and depends continuously on u0 .

Proof. One can separate variables to obtain

W (u) =
u∫

u

dτ

ρ(τ )
=

t∫
t

γ (s)ds.
0 0
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The function W (u) is differentiable and increasing in R, positive in (u0,∞), depends continuously on
u0 and satisfies

W (u) → L =
∞∫

u0

dτ

ρ(τ )
>

T∫
t0

γ (s)ds as u → ∞.

Thus, for each t ∈ [t0, T ) there is a unique u ∈ [u0,∞) such that

u = W −1

( t∫
t0

γ (s)ds

)

is the unique solution of (58), and it depends continuously on u0. �
Lemma 17. Let γ (t) and ρ(t) be continuous functions on [0,∞), with γ (t) nonnegative and ρ(t) positive.
Assume that

u0∫
m

dτ

ρ(τ )
>

T∫
t0

γ (s)ds, (59)

where t0 < T and m < u0 are given positive numbers. Then there is a unique solution of

u′(t) = −γ (t)ρ
(
u(t)

)
, t ∈ [t0, T ), u(t0) = u0, (60)

which is � m in [t0, T ) and depends continuously on u0 .

Proof. One can separate variables to obtain

W (u) =
u0∫

u

dτ

ρ(τ )
=

t∫
t0

γ (s)ds.

The function W (u) is differentiable and decreasing in R, positive in [m, u0], depends continuously on
u0 and satisfies

W (u) → L =
u0∫

m

dτ

ρ(τ )
>

T∫
t0

γ (s)ds as u → m.

Thus, for each t ∈ [t0, T ) there is a unique u ∈ [m, u0] such that

u = W −1

( t∫
t0

γ (s)ds

)

is the unique solution of (60), and it depends continuously on u0. �
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Theorem 18. Assume, in addition to the hypotheses of Theorem 15, that∥∥g(t, x)
∥∥ � γ (t)ρ

(‖x − v‖), x ∈ B0, t ∈ I0, (61)

where γ (t) and ρ(t) satisfy the hypotheses of Lemma 16 with T = t0 + T1 and v is a fixed element of X . Let
u(t) be the positive solution of

u′(t) = γ (t)ρ
(
u(t)

)
, t ∈ [t0, T ), u(t0) = u0 � ‖x0 − v‖, (62)

provided by that lemma. Then the unique solution of (56) satisfies∥∥x(t) − v
∥∥ � u(t), t ∈ [t0, T ). (63)

Proof. Assume that there is a t1 ∈ [t0, T ) such that

u(t1) <
∥∥x(t1) − v

∥∥.

For ε > 0, let uε(t) be the solution of

u′(t) = [
γ (t) + ε

]
ρ
(
u(t)

)
, t ∈ [t0, T ), u(t0) = u0. (64)

By Lemma 16, a solution exists for ε > 0 sufficiently small. Let

w(t) = ∥∥x(t) − v
∥∥ − uε(t).

Then, we may take ε sufficiently small so that

w(t0) � 0, w(t1) > 0.

Let t2 be the largest number in [t0, t1) such that w(t2) = 0 and

w(t) > 0, t ∈ (t2, t1].
For h > 0 sufficiently small, we have

w(t2 + h) − w(t2)

h
> 0.

Consequently,

D+w(t2) � 0.

But

D+w(t2) = D+∥∥x(t2) − v
∥∥ − u′

ε(t2)

�
∥∥x′(t2)

∥∥ − u′
ε(t2)

= ∥∥g
(
t2, x(t2)

)∥∥ − [
γ (t2) + ε

]
ρ
(
uε(t2)

)
� γ (t2)ρ

(∥∥x(t2) − v
∥∥) − [

γ (t2) + ε
]
ρ
(
uε(t2)

)
= −ερ

(
uε(t2)

)
< 0. (65)

This contradiction proves the theorem. �
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Theorem 19. Let g(t, x) be a continuous map from R × H to H, where H is a Banach space. Assume that for
each point (t0, x0) ∈ R × H, there are constants K ,b > 0 such that

∥∥g(t, x) − g(t, y)
∥∥ � K‖x − y‖, |t − t0| < b, ‖x − x0‖ < b, ‖y − x0‖ < b. (66)

Assume also that

∥∥g(t, x)
∥∥ � γ (t)ρ

(‖x − v‖), x ∈ H, t ∈ [t0, T M), (67)

where T M � ∞, and γ (t), ρ(t) satisfy the hypotheses of Lemma 16 with ρ nondecreasing and v a fixed element
of H. Then for each x0 ∈ H there is a unique solution x(t) of the equation

dx(t)

dt
= g

(
t, x(t)

)
, t ∈ [t0, T M), x(t0) = x0. (68)

Moreover, x(t) depends continuously on x0 and satisfies

∥∥x(t) − v
∥∥ � u(t), t ∈ [t0, T M), (69)

where u(t) is the solution of (58) in that interval satisfying u(t0) = u0 � ‖x0 − v‖.

Proof. By Theorems 15 and 18 there is an interval [t0, t0 + m],m > 0, in which a unique solution of

dx(t)

dt
= g

(
t, x(t)

)
, t ∈ [t0, t0 + m], x(t0) = x0 (70)

exists and satisfies

∥∥x(t) − v
∥∥ � u(t), t ∈ [t0, t0 + m], (71)

where u(t) is the unique solution of

u′(t) = γ (t)ρ
(
u(t)

)
, t ∈ [t0, T M), u(t0) = u0 = ‖x0 − v‖. (72)

Let T � T M be the supremum of all numbers t0 + m for which this holds. If t1 < t2 < T , then the so-
lution in [t0, t2] coincides with that in [t0, t1], since such solutions are unique. Thus a unique solution
of (70) satisfying (71) exists for each t0 < t < T . Moreover, we have

x(t2) − x(t1) =
t2∫

t1

g
(
t, x(t)

)
dt.

Consequently,

∥∥x(t2) − x(t1)
∥∥ �

t2∫
t1

∥∥g
(
t, x(t)

)∥∥dt

�
t2∫

t

γ (t)ρ
(∥∥x(t) − v

∥∥)
dt
1
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�
t2∫

t1

γ (t)ρ
(
u(t)

)
dt

= u(t2) − u(t1).

Assume that T < T M . Let tk be a sequence such that t0 < tk < T and tk → T . Then

∥∥x(tk) − x(t j)
∥∥ � u(tk) − u(t j) → 0.

Thus {x(tk)} is a Cauchy sequence in H . Since H is complete, x(tk) converges to an element x1 ∈ H .
Since ‖x(tk) − v‖ � u(tk), we see that ‖x1 − v‖ � u(T ). Moreover, we note that

x(t) → x1 as t → T .

To see this, let ε > 0 be given. Then there is a k such that

∥∥x(tk) − x1
∥∥ < ε, u(T ) − u(tk) < ε.

Then for tk � t < T ,

∥∥x(t) − x1
∥∥ �

∥∥x(t) − x(tk)
∥∥ + ∥∥x(tk) − x1

∥∥
� u(t) − u(tk) + ∥∥x(tk) − x1

∥∥ < 2ε.

We define x(T ) = x1. Then, we have a solution of (70) satisfying (71) in [0, T ]. By Theorem 15, there
is a unique solution of

dy(t)

dt
= g

(
t, y(t)

)
, y(T ) = x1 (73)

satisfying ‖y(t) − v‖ � u(t) in some interval |t − T | < δ. By uniqueness, the solution of (73) coincides
with the solution of (70) in the interval (T − δ, T ]. Define

z(t) = x(t), t0 � t < T ,

z(T ) = x1,

z(t) = y(t), T < t � T + δ.

This gives a solution of (70) satisfying (71) in the interval [t0, T + δ), contradicting the definition of T .
Hence, T = T M . �
5. The remaining proofs

We can now prove Theorem 1.

Proof of Theorem 1. If the theorem were not true, there would be a δ > 0 such that

∥∥G ′(u)
∥∥ � ψ

(
d(u, Ã)

)
(74)

would hold for all u in the set

Q = {
u ∈ E: b0 − 3δ � G(u) � a0 + 3δ

}
. (75)



M. Schechter / J. Differential Equations 246 (2009) 3398–3415 3413
We can find θ < 1, T > 0 such that

a0 − b0 + 2δ < θT , T �
ν∫

R

ψ(t)dt. (76)

Let

Q 0 = {
u ∈ Q : b0 − 2δ � G(u) � a0 + 2δ

}
, (77)

Q 1 = {
u ∈ Q : b0 − δ � G(u) � a + δ

}
(78)

and

Q 2 = E \ Q 0, η(u) = d(u, Q 2)/
[
d(u, Q 1) + d(u, Q 2)

]
. (79)

It is easily checked that η(u) is locally Lipschitz continuous on E and satisfies

η(u) = 1, u ∈ Q 1; η(u) = 0, u ∈ Q 2; 0 < η(u) < 1, otherwise.

There is a locally Lipschitz continuous map Y (u) of Ê = {u ∈ E: G ′(u) �= 0} into itself such that

∥∥Y (u)
∥∥ � 1, θ

∥∥G ′(u)
∥∥ �

(
G ′(u), Y (u)

)
, u ∈ Ê (80)

(cf., e.g., [6]). Let σ(t) be the flow generated by

W (u) = −η(u)Y (u)ρ
(
d(u, Ã)

)
, (81)

where ρ(τ ) = 1/ψ(τ ). Since ‖W (u)‖ � ρ(d(u, Ã)) and W (u) is locally Lipschitz continuous, σ(t)
exists for all t ∈ [0, T ] in view of Theorem 19. For v ∈ A ∩ ∂Bν , let x(t) = σ(t)v − v . Then

∥∥x′(t)
∥∥ � ρ

(∥∥x(t)
∥∥)

, x(0) = 0.

Let u(t) be the solution of (58) satisfying u(0) = 0. By Lemma 16,

R+u(T )∫
R

ψ(t)dt �
u(T )∫
0

ψ(t)dt = T �
ν∫

R

ψ(t)dt.

Thus,

∥∥x(T )
∥∥ � u(T ) � ν − R.

Hence,

∥∥σ(t)v
∥∥ � R, t ∈ [0, T ], v ∈ A ∩ ∂Bν . (82)

We also have
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dG
(
σ(t)v

)
/dt = (

G ′(σ ),σ ′) = −η(σ )
(
G ′(σ ), Y (σ )

)
ρ
(
d(σ , Ã)

)
� −θη(σ )

∥∥G ′(σ )
∥∥ρ(

d(σ , Ã)
)

� −θη(σ )ψ
(
d(σ , Ã)

)
ρ
(
d(σ , Ã)

)
= −θη(σ ) (83)

in view of (74) and (80). Now suppose v ∈ Ea0+δ is such that there is a t1 ∈ [0, T ] for which
σ(t1)v /∈ Q 1, where

Eγ = {
v ∈ E: G(v) � γ

}
.

Then

G
(
σ(t1)v

)
< b0 − δ,

since we cannot have G(σ (t1)v) > a0 + δ for v ∈ Ea0+δ by (83). But this implies

G
(
σ(T )v

)
< b0 − δ. (84)

On the other hand, if σ(t)v ∈ Q 1 for all t ∈ [0, T ], then

G
(
σ(T )v

)
� G(v) − θ

T∫
0

dt � a0 + δ − θT < b0 − δ

by (76). Thus, (84) holds for v ∈ Ea0+δ . In particular, this holds for all v ∈ Ã. But by (83),

G
(
σ(t)0

)
� G(0) −

t∫
0

η
(
σ(s)0

)
ds, 0 � t � T .

In order for σ(τ )0 to intersect B for some τ � T , we would need G(0) = b0 and

η
(
σ(s)0

) = 0, 0 � s � τ .

This would mean that

σ(s)0 ∈ Q 2, 0 � s � τ .

This contradicts G(σ (τ )0) = b0. Hence, σ(s)0 remains in the interior of B for 0 � s � T . In view of
(82), this implies

σ(t) Ã ∩ B �= ∅, t ∈ [0, T ]. (85)

But this is impossible by (84). Hence, there is a sequence satisfying (9). This completes the proof. �
Proof of Theorem 2. For some ε > 0, take

C = γε = a0 − b0
ln(1 + ε/3)
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and

ψ(t) = γε

2ν + t
.

Then ψ(t) satisfies (7) and (8). Consequently, there is a sequence satisfying

G(uk) → c, b0 � c � a0,
(
2ν + d(uk, Ã)

)∥∥G ′(uk)
∥∥ � γε.

Since

‖uk‖ � ν + d(uk, Ã),

we have

(
ν + ‖uk‖

)∥∥G ′(uk)
∥∥ � γε.

The proof is complete. �
Proof of Theorem 3. Take γε as above and

ψk(t) = γε

2νk + t
.

Then ψk(t) satisfies (7) and (8) for each k. Then there is a sequence satisfying

G(uk) → c, b0 � c � a0,
(
2νk + d(uk, B̃k)

)∥∥G ′(uk)
∥∥ � γε.

Since

‖uk‖ � νk + d(uk, B̃k),

we have

(
νk + ‖uk‖

)∥∥G ′(uk)
∥∥ � γε.

Apply Theorem 2. �
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