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Abstract
We examine extensions to the $\pi$-calculus for representing basic elements of distributed systems. In spite of its expressiveness for encoding various programming constructs, some of the phenomena inherent in distributed systems are hard to model in the $\pi$-calculus. We consider message loss, sites, timers, site failure and persistence as extensions to the calculus and examine their descriptive power, taking the Two Phase Commit Protocol (2PCP), a basic instance of an atomic commitment protocol, as a testbed. Our extensions enable us to represent the 2PCP under various failure assumptions, as well as to reason about the essential properties of the protocol.

1 Introduction
The field of process calculi has seen major advances in the decades since the introduction of CCS [21], CSP [14] and ACP [5]. In particular, with the advent of the $\pi$-calculus [23] and other name passing process calculi [9,15,24,26], it has been found that diverse computational structures in both sequential and concurrent computing are uniformly representable as interacting processes. This enables us to apply standard syntactic reasoning methods developed for process calculi to reason about a wide variety of computational phenomena. However, in spite of its high expressive power and its interaction-based computing model, the $\pi$-calculus as presently given does not suffice for sound description of basic elements of distributed computing systems. This is because some operations and phenomena which frequently arise in distributed systems
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are difficult to decompose into name passing: they are often too “low-level,” in the sense that they represent computational mechanisms left implicit or not treated in the $\pi$-calculus. Loss of message in transit, timers, manipulation of process activities, process failure and recovery are a few such examples. Some of these extensions are such that their satisfactory (say compositional and fully abstract) encodings would not exist: for others, even if a translation into name passing would be possible in some way, the description using such translations suffers basic problems such as the lack of compositionality, the lack of extensibility and the excessive complexity of the description, making reasoning hard and cumbersome, if not impossible. Thus extensions cleanly representing these phenomena are needed at least for convenience of the description: convenience in the sense that they help us to model distributed systems in a way faithful to real computing phenomena, as well as offering useful reasoning frameworks. In this context one may observe that, as far as described phenomena are representable by known computing devices, they are in some way encodable into Turing Machines. However this does not mean Turing machines provide a convenient framework for describing general distributed computing systems!

But what kinds of extensions to the $\pi$-calculus should we consider for modelling distributed systems? We wish them to be basic and incremental, in the sense that combination of a few simple extended constructs can represent a wide range of essential phenomena in distributed systems; and that these constructs interact with each other consistently, so their incremental addition leads to feasible increase in complexity of equational frameworks. If well-chosen, such constructs should be naturally equipped with clean operational semantics, both in terms of pure dynamics (reduction) and behavioural semantics (labelled transitions). The latter is important since equational reasoning based on labelled transition offers a convenient method for reasoning about semantic properties without having to resort to quantification over all possible contexts. The constructs should be able to represent distributed algorithms and software with clarity and rigor so that the description is amenable to a rigorous analysis as well as to the intuitive understanding of the target phenomenon. A formal calculus with such capacity will help us represent and reason about various distributed algorithms and concepts on a uniform technical footing, assisting comparisons, integrations and their further development.

Against this background, the present paper studies a few candidates extensions to an asynchronous version of the $\pi$-calculus for representing distributed computation, and examines their descriptive power to the description and correctness proof of an important distributed algorithms, the Two Phase Commit Protocol (hereafter 2PCP). The extended constructs are chosen to cover, in a simplest possible way, what we regard as some of the essential phenomena of distributed systems, namely message loss, timers, process failure and savepoints. As they are omnipresent in distributed computing, these phenomena must, in some way or other, be captured when representing distributed
systems. While (as we discuss in Section 6) we are far from claiming our extensions are comprehensive enough, they together offer a coherent framework for describing and reasoning about extended processes based on the labelled transition. The description and the correctness proof of the 2PCP using the extended constructs demonstrate their expressive power and applicability. The 2PCP contains a few key elements of distributed computing systems including message loss, timers and process failures/recoveries, so that it is an ideal testbed for our purpose. A clean description of the 2PCP is obtained under various failure assumptions, and the correctness proof of its central property is obtained using the equations inherent in added constructs.

Since the present paper uses the 2PCP not only as an application but also for motivating our extended constructs, general illustration of this protocol would be due. The 2PCP is the most basic instance of an atomic commitment protocol \[\text{atomic commitment protocol} \]

\[\text{[6,11,12,20]}, \] which achieve basic properties of transaction, notably atomicity, in the presence of (partial) failures in distributed systems. By atomicity we mean that a transaction is committed if and only if all the transactions it depends on also commit. The 2PCP achieves atomic commitment under the assumption that all occurring failures are of the following two kinds.

- Messages either get delivered accurately or disappear without a trace ("no forging").
- Processes either work correctly or they fail by stopping completely. As long as a process is stopped, it does not engage in any interactions or state change ("fail-stop" [27]). Stopped processes may or may not restart later.

In particular, it assumes the absence of Byzantine behaviour [19]. Under these assumptions, the 2PCP is known to achieve atomic commitment, using timers and savepoints as countermeasures against the failures noted above. Based on the 2PCP, other atomic commitment protocols have been developed, which are more efficient with respect to certain metrics (such as the number of messages to be sent to achieve commitment, or the likelihood of blocking) [12,28,29]. While being most basic among atomic commitment protocols, the 2PCP has fairly complex behaviour, due to the possibilities of failures and the incorporation of mechanisms to cope with them. We are not aware of any previous work offering a fully formal description of this algorithm. The extensions to the \(\pi\)-calculus we introduce in the present paper are simple, but they are powerful enough to concisely and cleanly represent, as well as reason about the full 2PCP. The high-level structure of both the description of the protocol and the correctness of the proofs remain stable for all versions of the protocol under different failure assumptions (most of which are presented only in the full version of the present paper [4]). This may be seen as good evidence that our extensions coherently capture basic elements of distributed computing. In comparison with the description of the 2PCP in representative textbooks on transaction processing [6,12], the present approach differs in that it captures the whole of the interactive behaviour of the protocol in a compositional way:
all participants of the 2PCP are described as interacting processes, and their composition formally defines what the behaviour of the 2PCP is in a mathematically unambiguous way. This enables us to use a behavioural semantics for formulating and reasoning about atomicity, a fundamental property of the protocol. Another payoff of our formalisation was that we identified two subtle problems in the classic presentation of the 2PCP, see [6,12] for details.

This paper is a technical summary of [4] to which readers may refer for full proofs and further details. In the remainder, Section 2 gives an informal description of the 2PCP. Section 3 presents the base calculus, and shows how it can be used for representing the core protocol without the assumption of failures. Section 4 studies our few extensions to the base calculus, message loss, timers, process failure and savepoints, and uses them to represent the 2PCP. Section 5 outlines how the description in Section 4 enables us to establish the central property of the 2PCP, concentrating on key technical ideas and the use of algebraic laws. Section 6 is devoted to discussions, including observations on relative expressiveness of the added constructs with respect to the original calculus.

2 Behaviour of the 2PCP: an Informal Description

The 2PCP [6,11,12,20] is a distributed protocol, in the sense that it consists of multiple possibly faulty processes that interact via possibly faulty channels. It has one transaction manager, which we hereafter call coordinator, and a few participating (sub)transactions, which we call participants. The principal objective of this protocol is to ensure that, as far as outside observers goes, it looks as though all participating transactions commit together (usually writing some datum to a persistent storage, though they can include other actions) or abort together. This is the atomicity property of the protocol. Below we outline the basic behaviour of 2PCP. First we describe the central part of the protocol, which we call the core protocol, assuming the absence of failures.

(1) Each participant sends to the coordinator a message containing its vote (abort or commit). If its message is abort, the participant will itself abort immediately. If not, it waits for the votes from all the participants. The coordinator waits for these messages. The coordinator itself can decide to commit or abort.

(2) When all the participants as well as the coordinator have voted to commit, the coordinator will send all participants a message telling them to commit. A participant which has voted to commit would now commit, once it receives this message.

(3) If there is any abort vote (including the vote by the coordinator), the coordinator sends all the participating transactions a message ordering them to abort. A participant which has voted to commit would now abort on receiving this message.
Since the protocol should work in distributed environments, messages can be lost in transit. To cope with it, the 2PCP uses a timer. Using timers, the above core protocol is augmented as follows.

(T1) In (1), the coordinator sets a timer before starting to wait for votes: if the timer expires, it decides to abort.

(T2) Similarly, in (1), a participant who has voted to commit, waits for a decision after setting up its own timer: if the timer expires, it assumes the decision message is lost, and requests the coordinator to give the decision again, after setting up another timer (the request can again be lost, in which case the participant’s timer expires so the same procedure is repeated)\(^1\).

Another type of failure is process failure, i.e. the possibility a system can crash. We assume all crashed systems will eventually restart, cf. [6,12]. It is crucial that processes restart in a consistent manner after a process failure: To this end, the protocol is further augmented by savepoints [7]. Roughly, a savepoint S of a process P is a process as a persistent datum such that if P recovers from a crash, it will be reincarnated as S. We augment the protocol as follows:

(S1) The initial savepoint of the coordinator is such that, after restart, it will order participants to abort. This is because a crashed coordinator is regarded not too trustworthy.

(S2) After the transaction manager has received all the votes from the participants and all are for commit, the coordinator makes a savepoint that will order “commit” to all participants. This savepoint should be made persistent before any orders are sent out.

(S3) For participants, the initial savepoint is to abort, while, after it voted to commit, its savepoint is such that, when restarted, again to vote to commit and to wait for the decision. This savepoint should again be made persistent before the vote is sent.

The essence of the 2PCP as a distributed protocol lies in that the core protocol is capable of harnessing these additional mechanisms so that its key properties such as atomicity are maintained in the presence of failures.

3 Representing the 2PCP in the \(\pi\)-Calculus

(1) The Core Protocol

This section presents the base calculus used in our present study. We use the calculus to represent the core part of the 2PCP, and discusses a basic semantic

\(^1\) A variation of the protocol would rather have such a participant obtain this information from other participants rather than from the coordinator. Such 2PCPs are called decentralized. They are advantageous in that the coordinator is not a single point of failure in the last phase of the protocol. To keep proofs simple, we shall not deal with decentralized 2PCPs in this text even though the adaptation is simple.
property of the protocol we can state for the description.

3.1 A Basic $\pi$-Calculus

As in many distributed protocols, the 2PCP is crucially based on the asynchrony in messages. Further, information flow with respect to binary decision (abort or commit) plays a central role in its description and analysis. For describing these features, we choose the asynchronous version of the $\pi$-calculus [16] augmented with branching [30]. The role of branching in semantic arguments will become clear later. Let $a, b, c, \ldots, x, y, z, \ldots$ range over names. The syntax of processes, written $P, Q, R, \ldots$, is given by the following grammar.

$$\begin{align*}
P &::= x(y).P \mid \pi y \mid P \parallel Q \mid (\nu x)P \mid 0 \\
&\quad \mid !x(y).P \mid !\pi y \mid x[(y).P, (z).Q] \mid \text{left}(y) \mid \text{right}(y)
\end{align*}$$

The last three constructs are called branching input and (left and right) branching outputs, and perform branching at the time of interaction. This construct is easily encodable in the calculus without these constructs: however, in the presence of distributed failures, the known simple encoding does not work, see Section 6. They also play an essential role in equational reasoning. The notion of free and bound names, written fn($P$) and bn($P$), as well as $\alpha$-convertibility $\equiv_\alpha$ are standard. Throughout the paper we assume the natural sorting discipline[30]. When no name passing is used, we write $x.P$ for input, $\pi$ for output, $x[P, Q]$ for a branching input, and $\text{left}$ and $\text{right}$ for branching outputs. Leaving the standard definition of structural rules and reduction to [4], here we only record the dynamics of branching (without name passing): $x[P, Q] \mid \text{left} \rightarrow P$, and $x[P, Q] \mid \text{right} \rightarrow Q$. The corresponding labelled transitions are easily obtained, using $\left(\nu y\right)z$ and $x\left(\left(\nu y\right)z\right)$ (and the symmetrically for the right branch) as labels. The labelled transition, denoted $\rightarrow^\pi$, is standard except it involves branching, which we present in Appendix for a quick reference. The standard strong and weak bisimilarities (the latter subsequentially often referred to simply as bisimilarity) are denoted $\sim$ and $\approx$. We also use the notation $P \oplus Q$, the internal sum of $P$ and $Q$, which stands for $(\nu c)(c.P)[c.Q][c]$ with $c$ fresh. Clearly $P \oplus Q \rightarrow P' \sim P$ and $P \oplus Q \rightarrow Q' \sim Q$, which are the only one-step reduction $P \oplus Q$ owns. Please note that the expressive power of the $\pi$-calculus is not needed to model the 2PCP (assuming no failures).

3.2 Description of the 2PCP (1): the Core Protocol

If we assume the absence of failure, i.e. if we only deal with the core protocol in the sense of Section 2, then the 2PCP can be described using the basic calculus just introduced. The representation is simple and serves as a basic reference point on which further constructs would be built. For readability, we use symbols such as vote; for channels to describe the meaning of the messages
they would carry (for example vote\(_i\) is used as the channel for a vote by the \(i\)-th participant). One of the basic aspects of the representation is that it gives the behaviour of the protocol as seen by external observers. The representation is denoted 2PCP, and is given by the following configuration.

\[
2\text{PCP} = (\nu \text{vote}_{\text{self}})(\nu \text{vote})(\nu \text{dec})(C \parallel P_1 \parallel \ldots \parallel P_n).
\]

The protocol is the composition of one coordinator and \(n\) participants. Channels used for communication among a coordinator and participants are hidden. The coordinator \(C\) is again a composition of several subprocesses:

\[
C = (\nu c)(\nu c_{\text{self}})(\nu a)(C_{\text{wait}} \parallel C_{\text{end}}^{\text{true}} \parallel C_{\text{end}}^{\text{false}} \parallel C_{\text{self}})
\]

where \(C_{\text{wait}}\) is a process which waits for votes from other processes, including its own one. \(C_{\text{end}}^{\text{true}}\) is a process which, when the votes are unanimously “commit”, would send out the “commit” decision to participants. \(C_{\text{end}}^{\text{false}}\), on the other hand, would send out the “abort” decision if any one of participants (or itself) sends an abort vote. Finally \(C_{\text{self}}\) is a process which nondeterministically decides whether it wants to abort or to commit.

\[
\begin{align*}
C_{\text{wait}} &= \text{vote}_1[\bar{c}_1, \bar{a}] \parallel \ldots \parallel \text{vote}_n[\bar{c}_n, \bar{a}] \parallel \text{vote}_{\text{self}}[\bar{c}_{\text{self}}, \bar{a}] \\
C_{\text{self}} &= \text{vote}_{\text{self}}^{\text{left}} \lor \text{vote}_{\text{self}}^{\text{right}} \\
C_{\text{end}}^{\text{true}} &= c_1, \ldots, c_n, c_{\text{self}}. (\overline{\text{dec}}_1^{\text{left}} \parallel \ldots \parallel \overline{\text{dec}}_n^{\text{left}}) \\
C_{\text{end}}^{\text{false}} &= \alpha. (\overline{\text{dec}}_1^{\text{right}} \parallel \ldots \parallel \overline{\text{dec}}_n^{\text{right}})
\end{align*}
\]

Note that \(C_{\text{end}}^{\text{true}}\) needs \(n + 1\) commit votes to decide to commit, while \(C_{\text{end}}^{\text{false}}\) needs only one abort vote to decide to abort. We now give the representation of a participant, where \(P_i\) denotes the \(i\)-th participant.

\[
\begin{align*}
P_i &= P_i^{\text{true}} \parallel P_i^{\text{false}} \\
P_i^{\text{true}} &= \overline{\text{vote}}^{\text{left}}_{\text{dec}_i. ![\text{commit}]_i, ![\text{abort}]_i} \\
P_i^{\text{false}} &= \overline{\text{vote}}^{\text{right}}_{\text{dec}_i. ![\text{abort}]_i}
\end{align*}
\]

To model two possible outcomes of voting in a participant, each participant consists of two branches of an internal sum, one voting to commit (and to wait for a decision from the coordinator) and the other voting to abort. The actions of committing and aborting are represented by outputting at special ports: in practice, they would contain various behaviours including writing to databases. Replication is not necessary, but simplifies reasoning. Using the bisimilarity, we state a central property of the core protocol. It shows how a central property of atomic commitment protocols is cleanly translated into a statement on behavioural equivalence between processes. We do not prove the result here since it is subsumed by the equivalent result for the full protocol, which we discuss in Section 5.

**Proposition 3.1** Let \(\text{Abort} = \Pi_{i=1}^n ![\text{abort}]_i\) and \(\text{Commit} = \Pi_{i=1}^n ![\text{commit}]_i\). Then \(2\text{PCP}_i \approx \text{Abort} \oplus \text{Commit}\).
4 Representing the 2PCP in the π-Calculus (2)

4.1 Extending the π-Calculus (1): Message Loss

In many distributed computing environments such as the Internet, a message can be lost during transmission (for example due to overflowing router buffers). The incorporation of message loss looks simple, for example by adding the rule $\overline{x}(y) \rightarrow 0$ (and mutatis mutandis for branching outputs). However this rule itself does not capture the reality of message loss. As an example, two processes in a shared memory multiprocessor computer are more realistically modelled without the possibility of message loss. One method would be is to have two kinds of channels, lossy (or non-dependable) ones and dependable ones, cf.[1]. However, in distributed systems, the same channel would be both reliable and unreliable by whether it is receiving a local message or a remote message. As an alternative way to realistically model message loss in distributed systems, we augment the calculus with “sites”, and separate “internal message passing” (interaction within a site) from “external message passing” (interaction between two sites). The idea is that interaction within a site does not suffer from message loss, while any message travelling from its originating site to a remote site may disappear without a trace. To be able to determine whether a message is for communication within a site or for some other site, we impose a natural restriction on syntax of processes. Sites play an essential role in the subsequent development, not only for message loss but also for process failures and persistence.

The incorporation of sites is simple. Processes $P$ are as defined before. Then networks, ranged over by $N, N', \ldots$, are given by the following syntax, where $A$ is a finite set of names.

$$N ::= [P]_A \mid N_1 \parallel N_2 \mid (\nu x)N \mid 0$$

Here $[P]_A$ denotes a site which is ready to receive messages at names in $A$. We may consider $[P]_A$ as a LAN connected to the Internet, in which case $A$ may as well be the set of IP-addresses the hosts on the LAN own. Alternatively, we may consider $[P]_A$ as a host, in which case $A$ might be understood as containing all addresses of sockets that are serviced by $P$. Following networking community terminology, we call $A$ the (set of) access points of $[P]_A$. More generally, the set of access points of $N$, $\text{ap}(N)$, is given by: $\text{ap}([P]_A) = A$, $\text{ap}(N_1 \parallel N_2) = \text{ap}(N_1) \cup \text{ap}(N_2)$ and $\text{ap}(\nu x)N = \text{ap}(N) \setminus \{x\}$. The overloaded operators $\parallel$, $(\nu x)$ and 0 are understood in the same way as the corresponding operators for processes and obey the same structural rules. The idea of using input interface for a process in a similar setting already appeared in the context of the join calculus [10]. We use the following well-formation condition (here and henceforth we assume the standard variable convention for names). Given $Q = x(y).P$, we say $x$ occurs in $Q$ as an input subject and a free occurrence of $y$ in $P$ is input-bound by $(y)$. We then say $P$ is local if no input subject
is input-bound. We say \( N \) is well-formed, written \( \vdash N \), if \( \vdash N \) is derivable using the following rules: (i) \( \vdash 0 \) is always derivable; (ii) \( \vdash [P]_A \) if \( P \) is local and each free input subject in \( P \) is in \( A \); and (iii) \( \vdash N_1 | N_2 \) if \( \vdash N_1 \) and \( \vdash N_2 \) and, moreover, \( \text{ap}(N_1) \cap \text{ap}(N_2) = \emptyset \); and (iv) \( \vdash (\nu x)N \) if \( \vdash N \). The free and bound names of processes and networks are entirely standard, but note that \( \text{fn}([P]_A) = \text{fn}(P) \cup A \). From now on we assume all networks are well-formed.

The structural congruence for processes, \( P \equiv Q \), is just as in the basic calculus. The operators \( (\nu x), \| \) and \( 0 \) for networks obey the same structural rules as those for processes. In addition we set \( [(\nu x)P]_A \equiv [P]_{A \cup \{x\}} \). \(^2\) \equiv over networks is the smallest congruence containing these rules. The reduction \( \rightarrow \) over processes is unchanged, while that over networks, denoted \( N \rightarrow N' \), is given by the following rules.

\[
\begin{align*}
\text{(Intra)} & \quad \frac{P \xrightarrow{\tau} Q} {[P]_A \rightarrow [Q]_A} \\
\text{(N-Com)} & \quad [P[x(y)P']_A \mid [\overline{x}z]_B \rightarrow [P\{z/y\}]_A \mid [Q]_B \\
\text{(Loss)} & \quad [P\overline{x}z]_A \rightarrow [P]_A \quad (x \notin A)
\end{align*}
\]

as well as the obvious rule for branching corresponding to (N-Com), and the standard rules which close \( \rightarrow \) under \( \| \), \( (\nu x) \) and \( \equiv \), all assuming well-formedness. As an example of the use of (Loss) we obtain the reduction of form \( [\overline{x}z]_A \rightarrow [\emptyset]_A \) whenever \( x \notin A \).

The corresponding labelled transition is also concise. The rules for processes are identical to those in the basic calculus. For networks, we define the transition \( N \xrightarrow{\tau} N' \) by the following rules.

\[
\begin{align*}
\text{(Intra)} & \quad \frac{P \xrightarrow{\tau} Q} {[P]_A \rightarrow [Q]_A} \\
\text{(N-Out)} & \quad [P\overline{x}(\nu y)z]_A \xrightarrow{x \notin A \{y\} \cap A = \emptyset} [Q]_{A \cup \{y\}} \\
\text{(N-In)} & \quad [P\overline{x}(\nu y)z]_A \xrightarrow{x \notin A \{y\} \cap A = \emptyset} [Q]_A \\
\text{(Loss)} & \quad [P\overline{x}(\nu y)z]_A \xrightarrow{x \notin A} [(\nu y)Q]_A
\end{align*}
\]

There are also the obvious branching versions of (N-Out), (N-In) and the rules corresponding to (Par), (Com), (Com'), (Com''), their symmetric variants,

\(^2\) We do not add the rule \( [\emptyset]_A \equiv 0 \) because, if we did, \( M \equiv N \) would not imply \( \text{fn}(M) = \text{fn}(N) \) anymore \( (\text{fn}([\emptyset]_A) = \{x\} \neq \emptyset = \text{fn}(0)) \). A network \( [\emptyset]_A \) acts as a 'domain squatter' that does not perform any useful computation but prevents other networks from receiving messages to \( A \). Thus it cannot be equated with 0.
(RES) and (OPEN) of the basic calculus. We also need a version of (ALPHA) for networks. As can be seen, access points play a central role for interaction between two networks. Detailed illustration of transition rules is relegated to [4]. The weak bisimilarity \( \approx \) over networks is defined in the standard way. For well-formed networks, \( \approx \) is a congruence with respect to all operators.

4.2 Extending the \( \pi \)-Calculus (2): Timers

If we can lose messages, the core protocol loses atomicity: it is now possible that the whole configuration deadlocks by the loss of, say, a decision message. The 2PCP, as many other distributed algorithms, addresses this issue by using timers. Timers play a fundamental role in all areas of distributed software, including, for example, TCP, one of the fundamental Internet protocols. The timer we choose in the present paper reflects the basic character of timers in distributed systems in a simple form. While there have been various attempts to incorporate the notion of real-time behaviour into process calculi, cf. [13], the incorporation of a timer into the \( \pi \)-calculus has been lacking so far. The syntax of processes is extended as follows.

\[
P \quad ::= \quad \ldots \mid \text{timer}^t(R, Q)
\]

where \( R \) should be input guarded, i.e. prefixed by either a standard or a branching input. We say the subject of a timer \( \text{timer}^t(P, Q) \) for the initial input subject of \( P \). \( t \) ranges over integers greater than 0. In \( \text{timer}^t(P, Q) \), \( t \) represents the clock ticks left before timeout of the timer. \( P \) and \( Q \) are the time-out and time-in continuation of the timer. When it times out, the timer becomes \( Q \). As long as it has not timed out, interaction with \( P \) is possible: on having this input, the timer becomes the residual of \( P \). The technical development of timers hinges on the following time stepper function \( \phi \).

\[
\phi(P) = \begin{cases} 
\text{timer}^{t-1}(Q, R) & P = \text{timer}^t(Q, R), t > 1 \\
R & P = \text{timer}^t(Q, R), t \leq 1 \\
\phi(Q) | \phi(R) & P = Q | R \\
(\nu x) \phi(Q) & P = (\nu x)Q \\
P & \text{else}
\end{cases}
\]

Thus \( \phi(P) \) ticks each timer in \( P \) by one discrete degree: this can be thought of as the passing of, say, one second in a global clock. Note that this function only acts on non-guarded timers: it does not influence timers under prefixes. This indicates a timer starts only after the guarding prefix is taken off, i.e. after the process is launched into the environment. Timers guarded by prefixes are said to be inactive, otherwise they are active. Timers under a replication operator are also inactive. The free and bound names of timers are obtained by set-union from those of the timer's continuations.
Using this extended set of processes, the set of networks is defined just as in Section 3.3. This means there can be timers distributed among different sites. There can be two assumptions how these timers would relate to each other: there would be a global clock, or time would be local to each site. Here, following Lamport’s principle of local clocks [18], we take the second option. Synchronisation among local clocks in different sites can easily be incorporated, but this is not our concern in the present work. With this in mind, the dynamics of timers is given as follows.

\[(\text{TIMEIN}) \quad \text{timer}^{t+1}(\pi, \sigma, P, Q) | x[\pi(y)] \rightarrow P[y/\pi]\]

\[(\text{PAR}) \quad P \rightarrow P' \quad P|Q \rightarrow P'|\phi(Q)\]

\[(\text{IDLE}) \quad P \rightarrow \phi(P)\]

The communication rule for timers with branching input is defined accordingly. The rules (TIMEIN) and (IDLE) are naturally extended to the reduction in networks, though (PAR) is extended to networks only in the sense that \(M \rightarrow M'\) implies \(M|N \rightarrow M'|N\), because, as we noted already, our assumption is a global clock is only local to each site. The idea underlying the above reduction rules is that a timer which is not under some prefix necessarily advances whenever there is some reduction in the same configuration: and a timer may advance even if there is no such reduction. The underlying intuition is that a reduction (computation) always takes some time: we represent it here as one discrete unit. But time can advance without computation happening (which is not only natural but also is essential if we wish to model time-outs when a process waits for an expected message but which may not come due to, say, message loss). [4]. The corresponding additions to the transition relation is as follows.

\[(\text{TIMEIN}) \quad \text{timer}^{t}(\pi, \sigma, P, Q) \rightarrow_{\pi(x[\pi(y)])} P'\]

\[(\text{PAR}) \quad P \rightarrow P' \quad \text{bn}(\pi) \cap \text{fn}(Q) = \emptyset\]

\[(\text{IDLE}) \quad P \rightarrow \phi(P)\]

Using the extended set of processes, we incorporate sites and message loss, just as before. Interaction among sites can now include timers as well as ticking, which are incorporated in a natural way.

Immediately we obtain the weak bisimilarity \(\approx\) over processes and over networks, for which we have the following result.

**Proposition 4.1** (i) \(\approx\) and \(\sim\) on processes are preserved by prefix and restriction. (ii) \(\approx\) and \(\sim\) are congruences over networks.

In (i), we observe that \(\approx\) and \(\sim\) are not congruences over processes. As a simple
example, let \( P^t = \text{timer}^t(y, z, 0) \). Then \( P^1 \approx P^2 \). But \( x|P^1 \) is not bisimilar to \( x|P^2 \) (since, while the input action by the former inevitably makes it 0, that by the latter can still retain \( P^1 \)). See [3] for further discussions.

4.3 Extending the \( \pi \)-Calculus (3): Process Failure and Persistence

Message loss is not the only problem for distributed systems. Machines and processes in distributed systems can fail or crash. This is not specific to distributed systems: However, when a centralized system crashes, the whole computational process comes to an end. There is no notion of partial failure in centralized systems. On the other hand, one of the key characteristics of distributed systems is that they have a natural notion of partial failures and are supposed to tolerate this type of failure.

This section introduces partial failure at the level of sites. For a process to fail or crash (henceforth we shall use these two terms interchangeably) means that it cannot participate in interactions, and that it cannot itself reduce, until it restarts (which it might or might not do). We may conceive of crashed but not restarted processes as processes that, before restarting, act like the 0 process. We allow processes to fail and restart at any point in time. Failures and restarts of sites are completely non-deterministic events from the point of view of processes. There is nothing a process can do to influence failure or restart.

In order to cope with the possibility of site failures and restarts, distributed systems allow processes to specify how they restart, if they ever do so. This can be achieved in many ways that often boil down to the existence of persistent memory that is unaffected by failures, together with mechanism that allows restarting processes to read relevant parts off that persistent store to find out as what kind of process it should reemerge. There are diverse ways to save state: operating systems often save entire processes for scheduling purposes at run time. A weaker mechanism would allow ‘passive data’ to be made persistent, for example indications that a process has passed a certain program point. Data that is made persistent to aid later restart is called a savepoint. We observe that the process persistence and savepointing have received much attention [7] from the distributed systems community, but to the best of our knowledge there are no process theoretic accounts of related phenomena. While the mechanisms we present below only skims the surface of this complex topic, we hope it nevertheless offers a valuable starting point for further study.

The extensions with failure and restart mechanisms we use in the 2PCP are straightforward and can be built on top of the basic \( \pi \)-calculus or the calculus extended with message loss and timers. For convenience we opt for

\footnote{To be precise, we are assuming a failure cannot take place during an interaction, that is we assume the action of a process receiving a message is atomic. This gives a fairly accurate abstraction of the real world under the assumption that no Byzantine failure is possible.}
the latter. At the level of processes, we introduce a new prefix for making
savepoints. As the \( \pi \)-calculus does not distinguish state, data and processes,
we allow processes to be savepoints.

\[
P ::= \ldots \mid \text{save}(P).Q
\]

Clearly, \text{save}(P) is a higher-order operation, having a process as its parameter.

The notion of process crash is incorporated at the level of sites. Each site
records the latest savepoint in a superscript, with new savepoints overwriting
previous ones. Additionally, we need to represent a crashed process that has
not yet restarted. We denote such a process by \([\star]_A^P\). Networks are now given
by the following grammar.

\[
N ::= \ldots \mid [P_1]_A^{P_2} \mid [\star]_A^P
\]

A process \([P_1]_A^{P_2}\) should be understood as a a site containing a process \(P_1\) with
the latest savepoint being \(P_2\). Should it crash and later restart, it will restart as
\(P_2\) (to be precise, it will remerge as \([P_2]_A^{P_2}\)). We do not require \(P_2\) to have any
resemblance to \(P_1\). The well-formedness conditions are extended as follows.

\[\vdash [P_1]_A^{P_2}\] if \(P_1\) as well as \(P_2\) are local and have all their free input subjects in \(A\).
\[\vdash [\star]_A^P\] if \(P\) is local and all its free input subjects are in \(A\). Finally, \text{save}(P).Q
is local if \(P\) and \(Q\) are and the free input subjects of \text{save}(P).Q are the free
input subjects of \(P\) and \(Q\).

A site \([\star]_A^P\) represents a crashed process that will become \([P]_A^P\) should it
ever restart. As before, we overload the operators \(\|\), \((\nu x)\) and \(0\), which obey
the same algebraic laws as those for processes. Other definitions including the
free and bound names are standard. We set \(\text{fn}([P_1]_A^{P_2}) = \text{fn}(P_1) \cup \text{fn}(P_2)\) and
\(\text{fn}([\star]_A^P) = \text{fn}(P)\), and similarly for bound names. The structural congruence
adds the following rules:

\[
[(\nu x)P_1]_A^{P_2} \equiv (\nu x)[P_1]_A^{P_2} \quad \text{if } x \notin \text{fn}(P_2)
\]

For reduction, we add:

\begin{align*}
(\text{SAVE}) \quad [P]\text{save}(Q).R]_A^S & \rightarrow [P]R]_A^Q \\
(\text{STOP}) \quad [P]_A^Q & \rightarrow [\star]_A^Q \\
(\text{RESTART}) \quad [\star]_A^P & \rightarrow [P]_A^P \\
(\text{INTRA}) \quad P & \rightarrow Q \\
& \quad [P]_A^K & \rightarrow [Q]_A^K
\end{align*}

The (STOP) rule turns a process into a crash state while leaving its persistent
storage. The saved state is used when restarting a process by Restart rule.
The (STOP) and (RESTART) rules allow network failure and recovery to happen
asynchronously. We also note that the above dynamics assumes that crashed
processes can always restart: we consider only this case since standard treatment of 2PCP is based on this idea. It is possible to have a variant in which some of crashed processes cannot restart.

For the labelled semantics of the extended calculus we add labels of the from $\text{save}(P)$ (where $P$ is any process) to the core calculus. The free and bound names of the action $\text{save}(P)$ are defined to be the free and bound names of $P$. The transition system is then defined inductively by the following rules, in addition to those of the core calculus.

$$(\text{S-OUT}) \quad \text{save}(Q).P \xrightarrow{\text{save}(Q)} P$$

$$(\text{RESTART}) \quad [\star]_A^Q \xrightarrow{\pi} [Q]_A^Q$$

$$(\text{SAVE}) \quad \frac{P \xrightarrow{\text{save}(R)} Q}{[P]_A^S \xrightarrow{\pi} [Q]_A^S}$$

$$(\text{STOP}) \quad \frac{[P]_A^Q \xrightarrow{\pi} [\star]_A^Q}{[P]_A^Q \xrightarrow{\pi} [Q]_A^Q}$$

$$(\text{PROC}) \quad \frac{P \xrightarrow{\pi} Q \pi \neq \text{save}(S)}{[P]_A^R \xrightarrow{\pi} [Q]_A^R}$$

The (S-OUT) rule introduces a form of process passing. It is weaker than process passing in higher order $\pi$-calculi [26], because no process can interact with an emission of $\text{save}(P)$. Interaction with such an emission is exclusive to the persistence mechanism integrated into sites.

**Definition 4.2** A symmetric binary relation of processes is a bisimulation if $P \mathcal{R} Q$ implies:

- whenever $P \xrightarrow{\pi} P'$, $\pi \neq \text{save}(R)$, $\text{bn}(\pi) \cap \text{fn}(Q) = \emptyset$ then we can find a transition $Q \xrightarrow{\pi} Q'$ such that $P' \mathcal{R} Q'$.

- whenever $P \xrightarrow{\text{save}(R)} P'$, $\text{bn}(\text{save}(R)) \cap \text{fn}(Q) = \emptyset$ then we can find a transition $Q \xrightarrow{R} Q'$ such that $P' \mathcal{R} Q'$ and $(R, R') \in \mathcal{R}$.

*Bisimilarity* on processes, denoted $\approx$ as usual, is the greatest bisimulation. Similarly, one defines strong bisimilarity on processes. Extensions of notions bisimulation and strong bisimulation to networks are straightforward, as saving induced process passing is not observable in networks.

**Proposition 4.3** Bisimulation $\approx$ and strong bisimulation $\sim$ are congruences on networks but not on processes.

### 4.4 Description of 2PCP (2): the Full Protocol

Using the extended $\pi$-calculus, we can now rigorously describe the behaviour of the 2PCP incorporating all failure assumptions. As discussed there, there are two stages where messages can be lost in the protocol: one is when votes
are cast by sending them to from participants to the coordinator, the other is when the decision is communicated from the coordinator to the participants. Thus timers need be incorporated on both of these occasions to deal with message loss. Processes can fail at any point during the computation. This possibility is dealt with by adding savepoints before state changing decisions are externalized.

The whole configuration is given as follows. Each of the coordinator and participant is located in a separate site.

\[
2PCP = (v^e(v^\text{vote})(v^\text{dec}))([C(t_0)]^S_{false} \parallel [P_1(t'_0)]^P_{false} \parallel \cdots \parallel [P_n(t'_0)]^P_{false}).
\]

where \(C(t)\) and \(P_i(t)\) are as given below. The variable \(t\) denotes the timeout periods of the timers in the respective processes. A suitable choice for \(t'_0\) would be any number exceeding \(1\) while for \(t_0\) one can choose any number greater than \(n + 1\). The access points are defined as in the previous section: \(A = \{\text{vote}, \bar{c}\}\) and \(A_i = \{\text{dec}_i\}\). First we present the coordinator. Below and henceforth we use recursive equations of form \(P = C[P]\) where \(P\) should always be under prefix, assuming the standard encoding [22] using replication. Now we consider the coordinator.

\[
C(t) = (v^e(v^\text{vote})(v^\text{dec}))((C\text{\_wait}(t))(\text{\_end}(t)))C\text{\_end}_{false} C\text{\_end}_{true}.
\]

\[
C\text{\_wait}(t) = C\text{\_wait}(t) \cdots [C\text{\_wait}_{n}(t)]C\text{\_self}_{true}C\text{\_self}_{false}.
\]

\[
C\text{\_self} = \bar{\text{vote}_{self\_left}} \oplus \text{vote}_{self\_right}.
\]

\[
C\text{\_wait}_{i}(t) = \text{timer}\left(C^i_{\text{time\_in}}, \bar{a}\right).
\]

\[
C^i_{\text{time\_in}} = \text{vote}_{i}\left(c^i, \bar{a}\right).
\]

\[
C\text{\_end} = c_1 \cdots c_n, c_{\text{self\_save}}(S_{true}), S_{true}.
\]

\[
C\text{\_false} = a, S_{false}.
\]

\[
S_{true} = S_{true,1} \cdots S_{true,n}.
\]

\[
S_{false} = S_{false,1} \cdots S_{false,n}.
\]

\[
S_{true, i} = \text{dec}_{i\_left}(e_{i}, S_{true, i}.
\]

\[
S_{false, i} = \text{dec}_{i\_right}(e_{i}, S_{false, i}.
\]

We focus on four sub-behaviours, \(C\text{\_wait}, S_{true, i}, C_{\text{\_end\_true}}\) and \(S_{false, i}\). \(C\text{\_wait}\) waits for a vote from the \(i\)-th participant using a time-out, because the vote can be lost during transmission. This is crucial for the whole protocol not to deadlock. \(S_{true, i}\) is the subbehaviour in charge of sending the commit decision to the \(i\)-th participant. Since this decision message can also be lost, we let a participant request for a decision using time-out. Thus, for example, \(S_{true, i}\) first sends a commit decision then waits at \(e_i\) for the above mentioned request to arrive from the \(i\)-th participant. If the request comes, it resends the same decision, and again waits at \(e_i\) again. \(C_{\text{\_end\_true}}\) checks if there all cast votes are for committing. If they are, before externalising the command to participants to commit \((S_{true})\), it savepoints the result of the vote. Once this has been done,
no further message loss or process failure can prevent the overall outcome of the protocol to be that all participants eventually commit. If the coordinator crashes before this savepoint has been taken, it can only restart as the aborting coordinator. This behaviour is achieved by the initial savepoint being \$S_{true}$.

Now the participants become:

\[
P_i(t) = P_i^{true}(t) \oplus P_i^{false}
\]

\[
P_{i}^{true}(t) = \text{save}(P_{i}^{t}(t)), P_{i}^{t}(t)
\]

\[
P_{i}^{false}(t) = \overline{\text{vote}_{i}\text{right} | \text{abort}_{i}}
\]

\[
P_{i}^{t}(t) = \overline{\text{vote}_{i}\text{left} | P_{i}^{t}(t)}
\]

\[
P_{i}^{t}(t) = \text{timer}^t(\text{dec}_{i} | \text{save}(\text{commit}_{i}^{t}), \text{commit}_{i}^{t}, \text{save}(\text{abort}_{i}^{t}), \text{abort}_{i}^{t}, r_i | P_{i}^{t}(t_0))
\]

Each participant starts by non-deterministically deciding how to vote. With the initial savepoint being the aborting i\textsuperscript{th}-participant, only if the decision is to commit, this decision needs to be made persistent before it is communicated to the coordinator, otherwise, when waiting for the decision, it uses a timeout to cope with message loss: if a timeout takes place, it requests the decision again. Since a message loss (of either this request itself or the repeated vote) can take place again, the behaviour is given recursively, possibly asking for the decision unboundedly many times. If the message from the coordinator has successfully been communicated, an appropriate savepoint is taken, ensuring that subsequent crashed do not lead to additional interactions with the coordinator. This ensures the atomicity in the face of message loss and process failure because, essentially speaking, the decision of the coordinator is constant once it is determined: thus we may expect the same decision to be eventually communicated to each participant. The framework of reasoning about the resulting behaviour is presented in the next section, where we show how the central property of the 2PCP, atomicity, can be cleanly formulated and established for the above configuration.

5 Proving Atomicity

5.1 Atomicity in Processes

The process representation of protocols in particular and of computational structures in general would have two purposes: to precisely describe their operational behaviour and to analyse their behavioural properties based on the description. This section discusses how the process description of the 2PCP in the preceding section can be used for reasoning about atomicity, a key property of the 2PCP. As we noted in Section 3, the atomicity property can be cleanly represented using bisimilarity, although the formulation of the property for the full protocol needs care due to the existence of sites and the possibility of site failures. The proof is done based on algebraic laws associated with the calculus extension. Many of these equations capture the significant interplay among timers, persistence and message loss in general forms.
Theorem 5.1 Let $\text{Commit} = \Pi_{i=1}^n \text{Commit}_i$, and $\text{Abort} = \Pi_{i=1}^n \text{Abort}_i$, $P_c = \text{save}(\text{Commit})$, $P_a = \text{save}(\text{Abort})$.

(i) Assume that $P_i \in \{P_i^\text{true}, P_i^\text{false}\}$ for all $i \in \{1, \ldots, n, \text{self}\}$ and $P_i = P_i^{a^\text{true}}$ for some $a_i \in \mathcal{A}$. Then $C_0[\Pi_{i=1}^n P_i^\text{true}] \ldots \Pi_{i=1}^n P_i^\text{false}] \Pi_{i=1}^n P_i^{a^\text{true}} \approx \text{Abort}_0$.

(ii) $C_0[\Pi_{i=1}^n P_i^\text{true}] \ldots \Pi_{i=1}^n P_i^\text{false}] \Pi_{i=1}^n P_i^{a^\text{true}} \approx \Pi_{i=1}^n P_i^{a^\text{true}} \otimes P_a$.

(iii) $2\text{PCP} \approx \Pi_{i=1}^n P_i^{a^\text{true}} \otimes P_a$.

The theorem asserts that the full 2PCP behaves, as far as external observers can tell, in one of the two ways: as the committing process or as the aborting process. Furthermore, if one or more of the participants or the coordinator decide to abort, then all participants will abort.

5.2 Correctness Proof (1): Two Basic Equations

The essential feature of our proof of Theorem 5.1 is that it is equational: a succession of smaller equations leads to the desired bisimilarity. Among them, we single out two because in addition to being basic for our present proof, they capture a fundamental relationship between message loss, timers and persistence. Their proofs, via appropriate closures, can be found in [4].

Message loss induces a certain type of non-determinism: a message may arrive or may be lost during transmission. Thus a natural idea is to simplify the equation by taking off lossy messages and reduce them to a non-deterministic choice at the receiver's side. This is indeed possible when combined with a suitable form of timers, as the following lemma demonstrates. The formulation needs care due to the interaction between timers and persistence. Below by process reduction context we mean a context whose hole is not under prefix and which does not contain networks. A process or a context is timer-free (save-free) if it does not contain timers (subexpressions of the form save(P), P).

Lemma 5.2 Let $C$ be a reduction context, $C'$ be a timer-free process reduction context, the set $I$ be partitioned by $I_l, I_r$, and $x_i \notin \text{fn}(P_j, R, C, C') \cup A_j \cup B \cup \{z\}$ for all $i, j \in I$. Then, with $S_i = \Pi_{i \in I} \text{timer}_0(x_i, [\pi_i, z), z)$, we have:

$$(\nu \overline{x})C[\Pi_{i \in I_l} \overline{x}_i \text{left } | P_{i \mid A_i}^{\overline{x}_i \text{left } | P_{i \mid A_i}} \mid \Pi_{i \in I_r} \overline{x}_i \text{right } | P_{i \mid A_i}^{\overline{x}_i \text{right } | P_{i \mid A_i}} \mid C' \mid S_i \mid A_i] \approx (\nu \overline{x})C[\Pi_{i \in I_l} \overline{x}_i \text{left } | P_{i \mid A_i}^{\overline{x}_i \text{left } | P_{i \mid A_i}} \mid \Pi_{i \in I_r} \overline{x}_i \text{right } | P_{i \mid A_i}^{\overline{x}_i \text{right } | P_{i \mid A_i}} \mid C' \mid S_i \mid A_i].$$

Note how the branching works effectively. Below, in Lemmas 5.4 and 5.5 this equation is used to reduce the possible loss of message of votes to nondeterminism on the part of the coordinator.

The next equation concerns the use of recursive timers. A recursive timer is another form of the use of timers in distributed algorithms. The objective is to cancel the effect of partial failures such as message loss and site crash by repeated actions based on time-outs. As such, there should be a general equation which precisely captures this effect. The following lemma gives one,
indicates how the effect of a message loss can be ignored by a certain forms of use of recursive timers.

**Lemma 5.3** Assume $C$ is a reduction context without containing network. Also let $S_i(t)$ be such that $S_i(t) = \text{timer}^t(x_i|P_i, Q_i, S_i(t_0), Q_i = \text{save}(R_i), \bar{T}_i = \bar{T}_i \text{right} | \bar{e}_i \bar{T}_i$ with, in each case, $t$ is such that $0 < t \leq t_0$. Assume further $\{\bar{x}_i, \bar{e}_i\} \cap fn(C) = \emptyset$ and $I \subseteq J$. Then $C [ \Pi_{i \in I}[S_i(t)]_{\bar{A}_i}^{S_i(t_0)} | [\Pi_{i \in J} T_i]_{\bar{B}}^{\Pi_{i \in J} T_i}] \approx C \Pi_{i \in I}[R_i]_{\bar{A}_i} | [\Pi_{i \in J} T_i]_{\bar{B}}^{\Pi_{i \in J} T_i}]$. There is a symmetric version with $\bar{T}_i \text{left}$ instead of $\bar{T}_i \text{right}$.

The equation has a natural counterpart for non-branching prefix. The equation is used below for eliminating each pair of a recursive timer in a participant waiting for the coordinator’s decision.

### 5.3 Correctness Proof (2): the main part

We are now ready to embark on the outline of the proof of Theorem 5.1. Its proof is split in three parts: Lemmas 5.4 and 5.5 establish the content of Theorem 5.1 assuming that all decisions have already been made. These results are then combined using Lemma 5.6 (iv). The proofs of Lemmas 5.4 and 5.5 proceed by algebraic reasoning using equations established in Lemmas 5.2, 5.3 and 5.6. To aid legibility we highlight those parts of a given network that are changed in each step. We offer the algebraic reasoning to establish these results in some detail. The equations in Lemma 5.6 are mostly tailor made to meet the needs of the proofs of Lemmas 5.4 and 5.5 and are placed at the end.

**Lemma 5.4** Assume that for all $i \in \{1, \ldots, n\}$ $N_i = [P_i]_{\bar{A}_i}$ and for all $i \in \{1, \ldots, n, \text{self}\}$ it is the case that $P_i \in \{P_i^{\text{true}}, P_i^{\text{false}}\}$, but for at least one appropriate $i_0, P_{i_0} = P_{i_0}^{\text{false}}$. Then $C_0[N_1 | \ldots | N_n][P_{\text{self}}] \approx [\text{Abort}]_{\bar{A}}^{\text{Abort}}$.

**Proof.** We shall assume that $P_{\text{self}} = \text{vote}_{\text{self}}^{\text{left}}$. The case that $P_{\text{self}} = \text{vote}_{\text{self}}^{\text{right}}$ is dealt with similarly. Now, $C_0[N_1 | \ldots | N_n][P_{\text{self}}]$ is structurally equivalent to

$$C [ \Pi_{i \in I_a} \text{vote}_{\text{left}} | P_i(t_0) ]_{\bar{A}_i}^{\text{vote}_{\text{left}} | P_i(t_0)}$$

$$| \Pi_{i \in I_a} \text{vote}_{\text{right}} | \text{abort} |_{\bar{A}_i}^{\text{vote}_{\text{right}} | \text{abort}}$$

$$| [C'] [ \text{vote}_{\text{self}}^{\text{left}} | \Pi_{i=1}^{n} Q_i | \text{vote}_{\text{self}} | c_{1 \ldots c_n, c_{\text{self}, S_{\text{true}}} | a, S_{\text{false}}}]_{A}^{\text{false}}]$$

where $Q_i = \text{timer}^{t_i}(\text{vote}_{i}(\bar{e}_i, \bar{a}, \bar{t}))$. Applying Lemma 5.2 and Lemma 5.6 (viii) and (v), gives

$$\approx C [ \Pi_{i \in I_a} P_i(t_0) |_{\bar{A}_i}^{P_i(t_0)} ]$$

$$| \Pi_{i \in I_a} \text{abort}_{i} |_{\bar{A}_i}^{\text{abort}_{i}}$$

$$| [C'] [ \Pi_{i \in I_a} e_i \oplus \bar{t} | \text{c}_{\text{self}} | \Pi_{i \in I_a} \bar{a} | c_{1 \ldots c_n, c_{\text{self}, S_{\text{true}}} | a, S_{\text{false}}}]_{A}^{\text{false}}]$$
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Next, we use Lemma 5.6 (vii) and (v).

\[
\approx C[ \Pi_{i \in I_c} \langle P_i(t'_0) \rangle_{A_i} | \Pi_{i \in I_a} \langle \text{abort}_i \rangle_{A_i} | C' | \Pi_{i \in I_c} \langle c_{i} \rangle_{A_i} | c_1 \ldots c_n, c_{self}, S_{true} | S_{false} ]_{A}^{S_{false}}
\]

As \( I_a \neq \emptyset \), we can find some \( i_0 \in \{1, \ldots, n, \text{self}\} \) such that \( i_0 \notin I_c \), so \( c_{i_0} \notin \text{fn}(C') \cup \text{fn}(S_{false}) \cup A \). Hence we can apply Lemma 5.6 (v) and (viii) to obtain

\[
\approx C[ \Pi_{i \in I_c} \langle P_i(t'_0) \rangle_{A_i} | \Pi_{i \in I_a} \langle \text{abort}_i \rangle_{A_i} | C' | \Pi_{i \in I_c} \langle c_{i} \rangle_{A_i} | a \Rightarrow S_{false} ]_{A}^{S_{false}}
\]

\[
\equiv C[ \Pi_{i \in I_c} \langle P_i(t'_0) \rangle_{A_i} | \Pi_{i \in I_a} \langle \text{abort}_i \rangle_{A_i} | | S_{false} ]_{A}^{S_{false}}
\]

Now we use Lemma 5.3 and Proposition 4.3

\[
\approx C[ \Pi_{i \in I_c} \langle \text{abort}_i \rangle_{A_i} | \Pi_{i \in I_a} \langle \text{abort}_i \rangle_{A_i} | | S_{false} ]_{A}^{S_{false}}
\]

Next apply Lemma 5.6 (iii)

\[
\approx C[ \Pi_{i=1}^{n} \langle \text{abort}_i \rangle_{0} | | S_{false} ]_{A}^{S_{false}}
\]

We then use Lemma 5.6 (ii) to get

\[
\approx C[ \Pi_{i=1}^{n} \langle \text{abort}_i \rangle_{0} | | S_{false} ]_{A}^{S_{false}}
\]

By Lemma 5.6 (i) this gives

\[
\approx [\Pi_{i=1}^{n} \langle \text{abort}_i \rangle_{0}]_{0}^{\text{abort}}
\]

\[
= \langle \text{Abort} \rangle_{0}^{\text{abort}}
\]

as required. \( \square \)

**Lemma 5.5** Let \( n > 0 \), and \( N_i = P_i^{\text{true}} \) then \( C_0[N_1] \ldots [N_n][P_i^{\text{true}}] \approx P_a \oplus P_{c_i}^{P_i^{\text{true}}} \).

**Proof.** \( C_0[N_1] \ldots [N_n][P_i^{\text{true}}] \) is structurally equivalent to

\[
C[ \Pi_{i=1}^{n} \langle \text{vote}_i \rangle_{0} | P_i(t'_0) | \text{vote}_i \Rightarrow P_i(t'_0) | C' | \Pi_{i=1}^{n} Q_i | \text{vote}_i \Rightarrow Q_i | \text{vote}_i \Rightarrow c_{i} \ldots c_n, c_{self}, S_{true} | a \Rightarrow S_{false} ]_{A}^{S_{false}}
\]
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where $Q_i = \text{timer}'(v, i, \overrightarrow{t}, \pi)$. We apply Lemma 5.2 and Lemma 5.6 (v) to obtain

$$
\approx C[\prod_{i=1}^n |P_i(t_i')|_{A_i}'^{P_i(t_i')} \ | \ [C' \prod_{i=1}^n \overrightarrow{c} \oplus \overrightarrow{t} \ | \ c_1 \ldots c_n, c_{self}\cdot S_{true} \ | \ a. S_{false}]^{S_{false}}_A]
$$

Next we apply Lemma 5.6 (ix) and (v).

$$
\approx C[\prod_{i=1}^n |P_i(t_i')|_{A_i}'^{P_i(t_i')} \ | \ [C' \prod_{i=1}^n \overrightarrow{c} \prod \overrightarrow{s} \ | \ S_{true}, S_{false} \oplus S_{false}]^{S_{false}}_A]
\equiv C[\prod_{i=1}^n |P_i(t_i')|_{A_i}'^{P_i(t_i')} \ | \ \text{save}(S_{true}), S_{true} \oplus S_{false}]^{S_{false}}_A
$$

To finish the proof, we will show that

$$
C[\prod_{i=1}^n |P_i(t_i')|_{A_i}'^{P_i(t_i')} \ | \ \text{save}(S_{true}), S_{true}]^{S_{false}}_A \approx [P_{e'} \oplus P_{a_0}]^{P_{e'} \oplus P_{a_0}}
$$

(1)

$$
C[\prod_{i=1}^n |P_i(t_i')|_{A_i}'^{P_i(t_i')} \ | \ S_{false}]^{S_{false}}_A \approx [\prod_{i=1}^n \overrightarrow{commit}_i |_{\overrightarrow{commit}_i} \prod_{i=1}^n \overrightarrow{commit}_i]
$$

(2)

and then apply Lemma 5.6 (x). To establish Equation (2) we proceed as in the latter parts of the proof of Lemma 5.4, taking $I_n = \emptyset$. For (1) we observe that Lemma 5.6 (xi) guarantees that

$$
C[\prod_{i=1}^n |P_i(t_i')|_{A_i}'^{P_i(t_i')} \ | \ S_{true}]^{S_{true}}_A \approx [\prod_{i=1}^n \overrightarrow{commit}_i |_{\overrightarrow{commit}_i} \prod_{i=1}^n \overrightarrow{commit}_i]
$$

(3)

$$
C[\prod_{i=1}^n |P_i(t_i')|_{A_i}'^{P_i(t_i')} \ | \ S_{false}]^{S_{false}}_A \approx [\prod_{i=1}^n \overrightarrow{commit}_i |_{\overrightarrow{commit}_i} \prod_{i=1}^n \overrightarrow{commit}_i]
$$

(4)

together imply Equation (3). To establish (3) we proceed as follows.

$$
C[\prod_{i=1}^n |P_i(t_i')|_{A_i}'^{P_i(t_i')} \ | \ \text{true}]^{S_{true}}_A
$$

This network is bisimilar to the following, according to Lemma 5.3 together with Proposition 4.3.

$$
\equiv C[\prod_{i=1}^n |\overrightarrow{commit}_i |_{\overrightarrow{commit}_i} \prod_{i=1}^n \overrightarrow{commit}_i \ | \ S_{true}]^{S_{true}}_A
$$

Now we apply Lemma 5.6 (iii).

$$
\approx C[\prod_{i=1}^n |\overrightarrow{commit}_i |_{\overrightarrow{commit}_i} \prod_{i=1}^n \overrightarrow{commit}_i]
$$

We can now use Lemma 5.6 (ii) to obtain

$$
\approx C[\prod_{i=1}^n |\overrightarrow{commit}_i |_{\overrightarrow{commit}_i} \prod_{i=1}^n \overrightarrow{commit}_i] \equiv C[\prod_{i=1}^n |\overrightarrow{commit}_i |_{\overrightarrow{commit}_i} \prod_{i=1}^n \overrightarrow{commit}_i] \equiv \prod_{i=1}^n |\overrightarrow{commit}_i |_{\overrightarrow{commit}_i}
$$

Finally, Lemma 5.6 (i) allows to conclude

$$
\approx \prod_{i=1}^n |\overrightarrow{commit}_i |_{\overrightarrow{commit}_i} \prod_{i=1}^n \overrightarrow{commit}_i
\equiv \prod_{i=1}^n |\overrightarrow{commit}_i |_{\overrightarrow{commit}_i}
$$
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The proof of (4), is similar. □

Finally we present the remaining algebraic laws used above.

Lemma 5.6 (i) Let $I \neq \emptyset$. Then $\Pi_{i \in I}!x_i^{\tau_i}_{i=0} \approx [\Pi_{i \in I}!x_i^{\tau_i}_{i=0}]_{i=1}^{I}$.

(ii) If $x_i \notin A$ for all $i \in I$, then $C[ [\Pi_{i \in I}!x_i^{\tau_i}_{i=0}]_{i=1}^{I}] \approx C[ [\Pi_{i \in I}!x_i^{\tau_i}_{i=0}]_{i=1}^{I}]$.

(iii) If $\{x\} = \text{fn}(P | A)$ and $\{x\} \cap \text{fn}(C, N) = \emptyset$ then $(\nu x)C[ N | P | A] \approx C[ N ]$.

(iv) Let $C[ ] \ldots [ ]$ be an $n+1$-ary reduction context taking $n$ networks and (as rightmost argument) a process. Let $P_i, R_i$ be processes for $i = 1, \ldots, n+1$ ($n > 0$) and $j = 1, 2$ such that

\[ C[ [P_i | A_i]_{i=1}^{n+1} ] \approx [P_1 | A_1]_{i=1}^{n+1} \]

Then $\forall i \in I \Pi_{i \in I} \setminus x_i \approx \Pi_{i \in I} \setminus x_i$.

(v) If $P \approx Q$ then $[P]^{R}_{A} \approx [Q]^{R}_{A}$.

(vi) Let $\text{fn}(Q) = \{x\}$, $\{x\} \cap \text{fn}(C, P, R) = \emptyset$, and assume that $P$ and $Q$ are save-free. Then $(\nu x)C[ P | Q ] \approx C[ P | Q ]$.

(vii) Let $I \neq \emptyset$, $Q$ be timer-free and $C$ be a timer-free process reduction context such that $x \notin \text{fn}(C, P, Q)$. Then $(\nu x)C[ P | Q ] \approx C[P | Q]$.

(viii) Let $C$ be a timer-free process reduction context such that $\{x_1, \ldots, x_n, y\} \cap \text{fn}(C, P, Q) = \emptyset$. Furthermore, assume that $I \subset \{1, \ldots, n\}$ and $n > 0$. Then

\[ (\nu y)(\nu x_1) \ldots (\nu x_n)C[ \Pi_{i \in I} \setminus x_i \oplus y | x_1 \ldots x_n, P | Q ] \approx C[ Q ].

(ix) Assume that $\{x, y\} \cap \text{fn}(C, P, Q) = \emptyset$, $C$ is a timer-free process reduction context and $n > 0$, then $(\nu x)(\nu y)C[ \Pi_{i \in I} \setminus x_i \oplus y | x_1 \ldots x_n, P | y, Q ] \approx C[ P \oplus Q ]$

(x) Assume that $C$ is a reduction context such that

$C[ \text{save}(P), P | A ] \approx [\text{save}(R), R \oplus \text{save}(S), S ]^\text{save}(R), R \oplus \text{save}(S), S

C[ [Q]^{R}_{A} ] \approx [R]^{S}_{B}$.

Then $C[ \text{save}(P), P \oplus Q | A ] \approx [\text{save}(R), R \oplus \text{save}(S), S ]^\text{save}(R), R \oplus \text{save}(S), S$

(xi) Assume that $C$ is a reduction context such that $C[ P | A ] \approx [R]^{B}_{C}$. Then $C[ [Q]^{R}_{A} ] \approx [S]^{S}_{B}$

Then $C[ \text{save}(P), P | A ] \approx [\text{save}(R), R \oplus \text{save}(S), S ]^\text{save}(R), R \oplus \text{save}(S), S

6 Discussion

The extensions to the $\pi$-calculus we have introduced in the present paper, message loss, timers and process failure/recovery mechanisms, enable us to concisely represent and reason about the 2PCP, a realistic distributed algorithm. The simplicity of the description and the equational reasoning using
the extensions suggest their possible applicability for other distributed algorithms. Below we offer further remarks on these constructs, first regarding their translatability into name passing and, secondly, regarding related works and further issues.

6.1 Translation into the π-Calculus

Given the expressive power of name passing interaction, a natural question is whether added constructs can be represented in the original π-calculus. A few essential points are involved in this question. First, the representability of a certain construct does not mean it is representable when combined with other added constructs: the interplay among diverse syntactic constructs is crucial. As a simple example, we take the known encoding (cf. [15,23]) of branching into the π-calculus:

\[
\left[ \text{left}(\vec{\nu}) \right] \overset{\text{def}}{=} (\nu e) (\overline{x} (c) | c (z_1 z_2), \overline{\pi} (\vec{\nu}))
\]

(symmetrically for the right selection, and dually for the branching input). This encoding is sound and compositional in the base calculus without branching; however its natural encoding into the full calculus (or the calculus with message loss and timers) is much more involving than the above, since we need to consider the case when this message is sent remotely: we want either this message is lost completely, or it is sent safely. For this purpose we need to use recursive timers just as we did for the two-phrase commitment protocol. Thus it is possible to encode this branching construct into the present calculus, but its representation becomes quite complex. This example suggests that individual representability of extensions may not lead to the representatbility of their combination so that the study of expressiveness for these constructs should be performed with care.

With this in mind, we are currently studying the relative expressiveness of the extended constructs. For message loss, we can operationally encode the mechanism by translating a site as a collection of forwarders of a certain kind [10,15]. Essentially a site is translated into a system which takes care of all messaging from and to a site. Thus the construction is not compositional at the level of processes. On the other hand, timers are provably not encodable fully abstractly. We doubt that there is even sound compositional encoding (there is a compelling evidence such an encoding is hard to obtain, even though there is indeed a certain way to represent global timing using specific messages representing signals); and even if we have, we may not be able to obtain the equations on timers as used in Section 5. For the crash-recovery mechanism, a crucial point is that processes in a site should crash together, rather than partially. For this purpose, again a site should have an elaborate operational structure, which is polled by processes inside for the state of crash each time it takes any action. The resulting construction is already quite complex: it remains to be seen how the structure can be combined with that of messaging.
and other constructs, and what equational properties this encoding owns. As far as the constructions we have studied goes, the translations first of all often do not enjoy satisfactory equational properties (such as compositionality and fully abstractness) and, second, they hardly assist our reasoning on these constructs and the concerned phenomena, especially when timers are involved. We believe further study on (im)possibility of satisfactory encodings would help us understand the status and nature of added constructs. Some aspects of this topic will be further discussed in the forthcoming [3].

6.2 Related Work and Further Issues

Process algebras have been used as syntactic tools for representing various computational phenomena involving concurrency and communication, and, as such, there have been many studies on the incorporation of “non-standard” features into process calculi. For example, the incorporation of the notion of (real-)time into process algebra has been studied extensively (see [13] for a survey). There are also recent studies on extensions of the π-calculus to describe various aspects of distributed systems, cf. [2,9,25]. In comparison with these works, our work differs in that it demonstrates how these constructs can be coherently combined semantically to offer a unified reasoning principle. As we saw in Section 5, the clear articulation of related phenomena and their combination in the form of timers, their localisation via sites, process crash and persistence, are crucial for reasoning about distributed algorithms, which would be, to our knowledge, first demonstrated in the present work. We also note that the use of the π-calculus as our base calculus is not arbitrary: distributed software consists of not only protocols but also programming languages (indeed protocols are implemented by programming languages). By using the π-calculus as our base language, a resulting formalism would be able to capture not only the part of protocols but also the whole of such software on a uniform basis.

An interesting further topic is the deeper study of the semantic properties of the extended calculus. In particular, timers drastically change the semantic theory. Not only is bisimulation no longer preserved by parallel composition (as noted in Section 3), but also strong and weak reduction-based congruence [8,17] coincide [3]. This is a consequence of the implicit synchronisation that timing engenders (see also [13] for discussion in a different setting). We conjecture that all reasonable congruences for the π-calculus with timers will exhibit similar properties. This suggests that conventional definitions of process equivalences are inappropriate in a timed setting. In [3], we present techniques to finely control the sensitivity of equivalences to timing. Nevertheless, much work in this area needs to be done, especially with regards to the combination of timers, message loss and process failure.

An important topic is how additional syntactic constructs, as introduced in the present paper, can be systematically explored and developed, both at the
syntactic and semantic level. What general concepts underly various notions which arise in distributed systems and which defy straightforward representation in the bare $\pi$-calculus? We wish to address this and related problems in our future study. Relatedly, ramification of the introduced primitives is an interesting subject of study. As an example, the proposed process failure and recovery may be given a more general formulation. The presented constructs are sufficiently powerful to describe 2PCP; however they would be too simple for modeling diverse realistic process recovery mechanisms, cf. [7]. These possible generalisations are also left to a future study.

Finally an important remaining work is to take the present study further in representing other distributed algorithms and models. In particular, we are currently working on the representation of the more sophisticated atomic commitment protocols, such as Three Phase Commitment Protocols [6], using the present extended calculus. Such study may also contribute to the clarification of basic building blocks and structures of this and other classes of distributed algorithms.
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