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Abstract A rotor CFD solver is developed for simulating the aerodynamic interaction phe-

nomenon among rotor, wing and fuselage of a tilt rotor aircraft in its helicopter mode. The

unsteady Navier–Stokes equations are discretized in inertial frame and embedded grid system is

adopted for describing the relative motion among blades and nacelle/wing/fuselage. A combination

of multi-layer embedded grid and ‘‘extended hole fringe” technique is complemented in original grid

system to tackle grid assembly difficulties arising from the narrow space among different aerody-

namic components, and to improve the interpolation precision by decreasing the cell volume dis-

crepancy among different grid blocks. An overall donor cell searching and automatic hole

cutting technique is used for grid assembly, and the solution processes are speeded up by introduc-

tion of OpenMP parallel method. Based on this solver, flow fields and aerodynamics of a tilt rotor

aircraft in hover are simulated with several rotor collective angles, and the corresponding states of

an isolated rotor and rotor/wing/fuselage model are also computed to obtain reference solution.

Aerodynamic interference influences among the rotor and wing/fuselage/nacelle are analyzed,

and some meaningful conclusions are drawn.
� 2016 Chinese Society of Aeronautics and Astronautics. Production and hosting by Elsevier Ltd. This is an

open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Tilt rotor aircraft is a promising flight vehicle with the adapt-
ability to operate in landing and taking off vertically like a
helicopter as well as convert to propeller mode to achieve rel-

atively high speed forward flight. Compared with conventional
helicopter and fixed-wing turboprop aircraft, the flow fields
and aerodynamic environments around the tilt rotor are more

complicated, which partly due to the unique structure and
movement features of the vehicle.

When a tilt rotor aircraft works in helicopter mode, the
aerodynamic interactions among the rotor and wing/fuselage
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are of major concern. The rotor is only about one wing chord
above the wing, so the flow induced by the wing and rotor is
closely coupled. Impingement of the rotor downwash on the

wing causes a download on the wing, which reduces the pay-
load carrying capability. The impact of rotor downwash on
the wing aerodynamics was studied by Smith et al.1 with Euler

equations and Kjellgren et al.2 with large eddy simulation
(LES) model. The air load of a quad tilt rotor was computed
by Lee-Rausch and Biedron3 and Gupta and Baeder4 using

Fun3D and Overflow solver respectively and that was also cal-
culated by Sitataman and Baeder5 using the free wake/Navier–
Stokes hybrid method. The governing equations in rotational
frame were resolved by Potsdam and Strawn6 in order to give

the flow fields and aerodynamics of a tilt rotor with a fixed
rotor blade azimuth. In recent years, tilt rotor flow fields
research based on CFD method has also been conducted in

China, and progress has been made (see Refs.7–9).
When previous research works are reviewed, we find that

the contents and numerical methods used commonly are

restricted by the technique itself and computer resource limita-
tion at that time. The viscosity influence cannot be considered
when the Euler equations are used.1 Parts of components are

used for simulation. For example,2 only the wing section is
considered, but actual action of the rotor is not modeled.
The actuator model,4,5,8 with which impaction of rotor down-
wash on the wing can be modeled, or the method by discretiz-

ing governing equations in rotation frame,6 simplifies the flow
to a quasi-steady one, and unsteady effects, important in gen-
eral, are ignored during simulations. The unsteady simulation,

with the rotor blade modeled with its actual configuration, is a
more accurate method for tilt rotor aerodynamic interaction.
Interference among rotors and wing in different blade azi-

muthal positions were discussed only with certain rotor collec-
tive angle in literature6,7, and some aerodynamic components
were not counted. For example, only wing and rotor were sim-

ulated excluding the influence of fuselage and nacelle.7

The viscosity, unsteady flow, and the interaction among
components (wing, fuselage, and nacelle) may exert a critical
impact on the overall performance estimation. The numerical

methods, which take most parts of the tilt rotor aircraft aero-
dynamic components into account and treat the flow as
unsteady, are meaningful for the flow mechanism comprehen-

sion and future aircraft design work. The research can also be
improved by more detailed CFD simulation with multi-status
input considered.

The embedded grid system is generally used in rotor aircraft
flow fields due to the existence of large amplitude relative
motion among different aerodynamic components. Previous
developed domain connectivity methods, which include donor

cell searching and hole cutting methods, have been widely
studied. Various methods are developed, such as implicit hole
cutting methods,10 object ray method,11 top view map,12

neighbor-to-neighbor (N2N)13 and alternating digital tree
(ADT) method.14,15 However, new difficulties arise when most
parts of important aerodynamic components of a tilt rotor air-

craft are taken into account, including rotor, wing, nacelle,
fuselage, and the flow fields around it need to be simulated
time-accurately. One aspect of difficulties is from the embed-

ded grid assembly and data transfer. Domain connectivity
might fail when the grid partitions of overlap region among
different blocks are not sufficient. The other is from
computational resource consumption and efficiency decrease.
In order to describe the flow details around these components
and maintain the interpolation precision, numerous grid cell

numbers are needed, which overburden the computational
task. For an embedded grid system generated to describe a tilt
rotor aircraft, the cells used for data transfer (donor or recip-

ient) among different grid blocks usually have large cell vol-
ume discrepancy, especially for those cells belonging to
different grid blocks which describe components with different

spatial scale. Numerical precision descends rapidly when the
data exchanges among these grid block cells. At the same time,
the outer boundary range of minor grids is limited by the nar-
row space between the rotors and wing/fuselage, and there

may be only few background cells in the space region where
the minor grid blocks traverse, which makes the grid assembly
fail. Grid refinement in large space region is resource consum-

ing, and the background grid refinement beforehand is almost
impossible for more complicated rotor movement states due to
the reason that the position for background grid refinement

cannot be predicted.
Mainly focusing on the tilt rotor working in its helicopter

mode, a tilt rotor aircraft model, which is composed of rotor,

nacelle, wing and fuselage configurations, is used for numerical
simulation. Flow fields and aerodynamics of isolated rotor and
the vehicle with different component combination are
computed and compared with each other in several rotor blade

collective angles. Unsteady Navier–Stokes equations in
conservation-law form are solved in inertial frame. The tempo-
ral discretization algorithm is an implicit dual-time stepping

method with lower–upper symmetric Gauss–Seidel (LU-SGS)
sub-iteration and 2nd-order accuracy in spatial discretization
is obtained by reconstruction. Parallel computing technique is

used to cut the time consumption and improve the efficiency.
A multi-level embedded grid and ‘‘extended hole fringe” tech-
nique is put forward in this paper to alleviate volume discrep-

ancy among the cells for data transfer and to decrease the
requirement of background refinement. The previously devel-
oped automatic hole cutting technique which is based on overall
N2N donor searching, is also used in grid assembly process in

those regions where the extended hole is not used. The domain
connectivity duty is resolved and the interpolation precision is
ameliorated when the data-exchanges happen among cells with

approximate scale and belonging to different grid blocks.
Numerical results show that intense unsteady aerodynamic

characteristics exist for tilt rotor aircraft in helicopter mode.

The interaction among the wing/fuselage and the rotor, which
changes the aerodynamic environment of the total aircraft,
brings out unsteady aerodynamic load variation for the vehi-
cle. The variation process of the rotor blade thrust contains

the decreasing and recovering parts in one revolution. The
thrust of the blade tip sections dramatically drops when the
blade traverses through the fountain flow region, and it cannot

be counteracted by the benefit gained from the ‘ground effect’,
which makes the rotor overall performance hard to evaluate.
The aerodynamics differences occur when different combina-

tions of aerodynamic components are considered. The interac-
tion among the components is discussed at different working
status. Details of flow fields, including vorticity evolution,

fountain flow phenomenon and separated flow beneath the
wing/fuselage, can be described, which indicates that the
present numerical methods based on multi-level embedded
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grids and extended hole fringe can work well when coupled
with overall donor searching/automatic hole cutting method,
and are effective for flow fields simulation of tilt rotor in heli-

copter mode.
2. Methodology

2.1. Grid system

When several aerodynamic components of a tilt rotor aircraft
are simulated, the ratios of cell volume among different grid
blocks are usually large, especially for those grid blocks which

describe components with different spatial scale. Loss of preci-
sion occurs when the data is exchanged among cells which
respectively belong to blade body-fitted grid blocks and back-

ground grid blocks due to the worse cell volume matching.
On the other hand, the outer-boundary range of minor grid

(blade body-fitted grid) blocks cannot be too large as it is lim-
ited by the narrow space among the rotors and wing/fuselage

beneath it. Data exchange region construction difficulty arises
when a relatively sparse background grid is used, as there
might be only few background cells in the space region where

the minor grid blocks traverse through. This phenomenon hap-
pens more frequently when the rotor works with an axial tilt
angle, and the refinement of background grid cannot be fore-

casted. The quantity requirement of background cells increases
rapidly for grid assembly, which overburdens the simulation
tasks.

For these reasons, a multi-level embedded grid system and
‘‘extended hole fringe” method are proposed in this paper to
alleviate the background grid refinements which are almost
compulsory for successful grid assembly formerly and to lessen

the volume scale ratio discrepancy among data-exchange cells.
The previously developed automatic hole cutting technique
which is based on overall N2N donor searching is also used

in grid assembly process in those regions where the extended
hole is not used.
Fig. 1 Schematic of computational domain of a 2D aerofoil

multi-layer embedded grid with extended hole fringe.
2.1.1. Multi-level embedded grid

The grid system is composed of three parts which can be
described as follows:

(1) Minor grid blocks (blade body-fitted grid blocks), which
describe the configuration of blades and move with the
blades (rotation, pith, etc.).

(2) Mediator grid blocks (nacelle body-fitted grid blocks),
which surround all minor grid blocks, describe the
nacelle configuration, and transfer data among the
minor grid blocks and background block as a mediator.

(3) Background grid, which contains all the other grid
blocks and describes the wing/fuselage configuration.

2.1.2. Donor cell identification and automated ‘‘hole cutting’’

The method used for domain connectivity is described briefly
as follows, and the details can be retrieved in Ref.16.

(1) Layer number construction: for each grid block, cells are
marked with layer number according to its adjacency to

the body surface.
(2) Donor and hole cell identification: For each cell in every

grid block, the donor cells are searched in all the other
grid blocks with N2N method, and hole cutting results
are obtained as a byproduct of the donor searching.

The process is automatic and the hole range is adjustable
by setting the control parameters (layer numbers of
donor cells).

(3) Interpolated boundary identification: we loop over all

the grid cells, and the cell which is adjacent to ‘‘hole cell”
is defined as ‘‘interpolated cell”.

The efficiency of algorithm is critical since donor searching
is performed many times in flow simulation process. To
achieve the maximum efficiency, the donor identification

results obtained in last physical time are used as an initial guess
for the next step searching.

2.1.3. ‘‘Extended hole fringe’’ and data transfer

With the multi-level grid system, ‘‘extended hole fringe” con-
cept can be brought forward, and the hole in background grid
which is cut by the blade configuration can be extended to the

range outside the minor grid outer boundary. The domain con-
nectivity conditions are still satisfied only with the assumption
that the extended hole fringe does not exceed the nacelle grid
outer boundary, and the data exchange process can be carried

out properly. Fig. 1 is the schematic of computational domain
of a 2D aerofoil multi-layer embedded grid after extended hole
cutting.

There is no straightforward data exchange among the back-
ground and minor grid blocks when the nacelle grid block is
used as the mediator. The interpolation process is only carried

out between the nacelle block and the minor grid blocks or the
background grid block, and volume ratio among the cells
which are used for data exchange is decreased, especially in

the high gradient region where the aerodynamic components
are close to each other, which improves the accuracy for flow
field simulation.

An overall view of the embedded grid for tilt rotor aircraft

configuration (3 grid systems: background, nacelle, and blades)
is shown in Fig. 2, and a close-up view of the grid assembly
and hole cutting is shown in Fig. 3.



Fig. 2 Schematic of embedded grid system for tilt rotor aircraft

configuration.

Fig. 3 Close-up view of grid assembly and hole cutting.
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2.2. Numerical method

2.2.1. Governing equations

The Navier–Stokes equations, written in time-dependent inte-

gral form for a moving control volume X with a surface ele-
ment dS, are as follows:

@

@t

Z Z Z
X
QdXþ

Z Z
dX

FM
c � FV

� �
dS ¼ 0 ð1Þ

The vector of the conservative variables Q ¼
½ q; qu; qv; qw; qE �T, the vector of the convective fluxes

FM
c ¼ qVr; quVrþnxp; qvVrþnyp; qwVrþnzp; qHVrþVtp½ �T

where q denotes the density, ðu;v;wÞ the flow velocity,

ðnx;ny;nzÞ the unit normal vector, E the total energy, H the

total enthalpy per unit mass and p the pressure. Vt is the

contravariant velocity of the face of the control volume, Vr

represents the contravariant velocity relative to the motion
of the grid, and Vr¼V�Vt. Fv is the vector of the viscous

fluxes.
For a cell-centered scheme, the flow variables are stored at
the center of the grid cells. Only hexahedron elements are used
for grids quality consideration, although there is no topology

restriction as the discretization methodologies applied to the
convective and viscous fluxes of the governing equations are
designed for unstructured/mixed grids in essential.

2.2.2. Discretization of convective fluxes

The flux-difference splitting scheme of Roe17 is a widely
employed approach in convective fluxes computation:

ðFÞROE
iþ1=2 ¼

1

2
Fi þ Fiþ1 � ðQi þQiþ1ÞVt � jA� VtIj�iþ1=2DQ
h i

ð2Þ
where F is the convective fluxes, j � j� the Jacobian matrix of

Roe’s scheme; subscript i, iþ 1 and iþ 1=2 represent left, right
cell and the interface respectively. I is identity matrix.

Second-order accuracy of numerical scheme can be derived

by using some interpolation algorithm (solution reconstruc-
tion), which provides a mapping from the conservative vari-
ables stored at cell center to fluxes at the cell faces. Gradient

of dependent variables stored in the cell center can be calcu-
lated with the Gauss–Green law. The limiter functions pre-
sented by Venkatakrishnan18 are adopted to prevent the
generation of oscillations and spurious solutions in regions

of high gradients for its superior convergence properties.

2.2.3. Turbulence model and wall distance computation

The viscous terms are calculated using a second-order central

difference discretization. The Spalart–Allmaras (S–A) one-
equation turbulence model19 is used for eddy viscosity
evaluation:Z Z Z

X

@~t
@t

¼
Z Z Z

X
V � r~t

þ
Z Z Z

X

1þ c2
r

r½ðtþ ~tÞr~t�f g � c2
r
ðtþ ~tÞr2~t

þ
Z Z Z

X
c1ð1� f12Þ ~S~t

� CW1fW � c1

k2
ft2

� �
~t
d

� �2

¼ 0 ð3Þ

where t is the laminar kinematic viscosity, et denotes the
modified eddy viscosity, V is the velocity, c1, c2, CW1, j, r

are constants, d the distance to the closest wall, eS is the

modified magnitude of the rotation rate. fW and ft2 stand for
procedure variable.

The wall distance computation must be carried out in every

physical time step as the relative location changes among aero-
dynamic components. Recursive box method20 with less adap-
tion is used in application for its high efficiency in multi-block
grid system.

2.2.4. Boundary conditions

Three kinds of boundary conditions are used in our work.

Nosilp boundary conditions are adopted at solid wall sur-
faces and the contravariant velocity relative to the motion
of the grid is zero; non-reflecting boundary conditions are
applied at the outer boundary of the computational domain,
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and symmetric boundary conditions are used at symmetric
surfaces as only one-half of the tilt rotor aircraft model is
simulated.

2.2.5. Dual time-stepping

A dual time-stepping approach is introduced for unsteady
flows. Define that n is the physical time level and m is the

pseudo-time level, and the equations can be replaced by

Vi

Ds
þ 3Vi

2Dt
þ @R

@Q�

� �n� 	
DQ� ¼ �3Q� � 4Qm þQm�1

2Dt
Vi �RnðQ�Þ

ð4Þ
where Vi is the volume of control unit Dt Ds are physical time

and pseudo time step Rn, and is the residual after the nth
iteration in physical time domain, m, m� 1 is sub-iteration
in pseudo time. The solution is marched forward in

pseudo-time domain to the steady state through a matrix-
free LU-SGS iteration algorithm.21 The Courant–Friedrichs–
Lewy (CFL) numbers that we used in our computations are

up to 20, although there is no limitation for an implicit sub-
iteration, and physical time step is equal to 1/360 rotating
period.

2.2.6. Parallel computing

Parallelization is the process of restructuring of the sequential
codes to run on multiprocessor systems by distributing the

workload among the threads. OpenMP22 is a set of compiler
directives along with library routines to make an application
program interface for supporting share-memory parallel
programming. The code modification effort is relatively small

for an OpenMP Parallelization, as all data is stored in a
common memory and all threads have access to this place to
store and retrieve variables and the grid partitions are not

needed.
For multiprocessing to work properly, the variables in one

loop must stand alone and the results must be unrelated to

the order of execution. Three kinds of grid reordering are pro-
posed. The first one we proposed here is used for LU-SGS time-
stepping. After this reordering, every cell from one group has

no connections with other cells from the same group. Ref.23

was adapted (the vertex was substituted by the cell as the solver
we used is cell-centered and Sharov’s is cell-vertex) for vector-
ization of the code and balance of the lower and upper matrices.

The second one is that every vertex from one group has no con-
nections with other vertex from the same group, as primitive
variables of the flow fields will be interpolated to the vertex

for gradient reconstruction. The last one is that every face from
one group cannot share any left/right neighbor cell with the
others, as the conservative variables must be updated in every

sub-iteration at the same time, which will lead to memory
dispute if this condition is not satisfied. The reordering is
performed only once before iterations are started.

Most sections of the code are parallelized except the input

and output module with the nature of data dependency. Grid
assembly module is executed with master thread only, as the
grids are not partitioned physically. Speeding up achieves

4.8 for 8 threads with approximate 18 million hexahedron
grid cells for computing, and the performance results may
attribute to the structure of the code where many small

subroutines are called for the ‘‘folk-join” processes24 in
OpenMP Parallelization.
3. Results and discussion

3.1. Flow fields and aerodynamics calculation on ‘‘GT rotor”
geometry

The ‘‘GT rotor” geometry, which has been widely used for

rotor-fuselage interaction calculation research by several
researchers, is adopted as validation case. It has a 2-bladed
rotor and a cylinder fuselage. The blades have no geometric

twist and taper with rectangular plane form and NACA0015
airfoil sections. The advanced ratio is 0.1. Flap angle variation
is taken from Ref.25. Fig. 4 shows flow fields and aerodynamics
for this geometry. The agreements among calculation and

experimental data are good no matter for the time average
or time accurate (blade azimuth w ¼ 0�; 174�) pressure coeffi-
cient Cp along the fuselage crown line.

3.2. Tilt rotor aircraft in helicopter mode

A simplified tilt rotor configuration which is similar to V-22 is
used for numerical simulation. Due to the assumed symmetry
of the flow field in hover, only one-half of the configuration is

considered. The fuselage length is 17.6 m and the wing semi-
span is 6.2 m. The rotor has 3 blades with 5.8 m radius; the
blades consist of 3 different airfoil sections and have a non-

constant geometric twist (about �30� from root to tip). Sym-
metry boundary condition is used for cutting down the total
grid cells requirements. Each of the rotor blade body-fitted

grid blocks used in embedded grid system presented here con-
tains almost 0.8 million cells; the background grid consists of
approximately 12 million cells; nacelle grid block 3.5 million,

resulting in a total of approximately 18 million grid cells for
the overall analysis of the half tilt rotor aircraft.

Fig. 5 is the schematic of coordinate system used in this
paper, in which Z axis is along the longitudinal direction of

fuselage and positive downstream, Y axis is parallel to the
rotor rotational axis and positive up, and X axis is along wing
spanwise direction and positive out the right side. The rota-

tional direction is counterclockwise top view and zero azimuth
of blade is downstream, as shown in this figure. The operating
conditions are as follows: blade tip Mach number Matip is 0.7

and collective angles U7 are 7:5
�, 10:0�, 12:5�, 15:0� and 17:5�.

Flow fields of the isolated rotor and rotor/wing/fuselage model
(without nacelle) in the same operating conditions are also
computed for obtaining reference solutions.

In Fig. 6, the sectional lift of isolated rotor is plotted over
blade span (r/R is the proportional position of the span direc-
tion), which shows that the lift becomes larger and the lift coef-

ficient CL peak of blade sections moves towards the inboard
direction and far from the blade tip with the rotor collective
angle increasing.

Fig. 7 is the streamline and vorticity contour distribution
on a vertical plane through rotor rotation center at different
rotor collective angles for isolated rotor, rotor/wing/fuselage

and rotor/wing/fuselage/nacelle combination model. It can
be seen from these figures that a recirculating flow pattern
called ‘‘fountain flow” is visible above the wing adjacent to
the plane of symmetry when the rotor/wing/fuselage and

rotor/wing/fuselage/nacelle are modeled, and the tip vortex
development is clearly captured for all combinations. More
complicated flow phenomenon is observed where downwash



Fig. 4 Flow field and aerodynamics for ‘‘GT rotor” geometry.

Fig. 5 Schematic of coordinate system. Fig. 6 Blade spanwise lift coefficient of isolated rotor.

848 L. Ye et al.
of the rotor is impinged with the wing; when the nacelle is
taken into account, the wing spanwise (outboard direction)
flow is blocked by nacelle, and a new strengthened vortex is

generated at the cylinder region with the radius approximate
to the root cut length and below the rotor. The range of rotor
downwash action changes with the rotor collective angle vari-

ation. Large region of flow separation and enrollment under
the fuselage is found at U7 ¼ 7:5� since the rotor lift and the
induced downwash is relatively small for this work state. The

enrollment region shrinks with the collective angle and the
rotor lift increasing. The structure of vortex shedding from
the rotor is destroyed when it interacts with the wing/fuselage,
and the tip vortex is strengthened with the collective angle

increasing. The region of ‘‘fountain flow” changing with collec-
tive angle variation can also be observed in this figure.

Fig. 8 gives comparisons of wing/blade airfoil sectional CL

(with and without nacelle interaction) (‘‘F” represents for
rotor/wing/fuselage, and ‘‘FN” represents for rotor/wing/
fuselage/nacelle model), and ‘‘rrc” is the abbreviation for rotor

rotation center. It can be seen from this figure that the down-
ward lift of the wing section in near wing tip region is smaller
with the nacelle countered model, and this tendency reverses
withX position increasing (far from rotor rotation center). This

phenomenon happens maybe mainly due to the vortex



Fig. 7 Streamlines and vorticity contour on flow field section at different rotor collective angles.

Fig. 8 Comparisons of airfoil sectional lift coefficient (with and without nacelle interaction).
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inducement. The strengthened vortex is generated below the

rotor and nearby to the wing tip when rotor/wing/fuselage/
nacelle model is simulated (see Fig. 7). The sectional lift of the
blade with the rotor/wing/fuselage model is a little larger at

the near tip region when compared with the rotor/wing/fuse-
lage/nacelle one in most blade collective status. The difference
is not apparent at the blade root region with andwithout nacelle

existence.
Fig. 9 is the wing/fuselage surface restricted streamline for

different rotor collective angles at blade azimuth w ¼ 0� (for
rotor/wing/fuselage/nacelle model). The flow stagnation on

the wing upper surface moves towards inboard spanwise direc-
tion with the collective increasing. This can be explained as
with the collective angle increasing, downwash speeds up with

relatively less swirl velocity (induced by the rotor, tangential to
circumferential direction) variation, which shifts the stagna-
tion point and makes it approach more closely to the blade

tip. Similar characteristics are also observed at other blade azi-
muth angles and not given here.

The separated flow region beneath the wing is represented

in Fig. 10. The cutting plane is at (X � Xrrc)/R= 0.5. It can
be seen from this figure that the unsteady separated flow phe-
nomenon is captured with presented unsteady unsteady Rey-
nolds averaged Navier-Stoke methods and turbulence model.

Maybe other more suitable turbulence model or DES/LES
method will be tried for better demonstration. Despite this



Fig. 10 Streamline in cutting plane ((X � Xrrc)/R = 0.5, w ¼ 0�).

Fig. 9 Wing/fuselage surface restricted streamline (w ¼ 0�).
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limitation, the method, in its current state of development, can
provide a useful tool for the study of separation induced by

rotor and wing/fuselage interaction.
Figs. 11 and 12 show sectional CL distribution over blade

sections with rotor collective angle U7 ¼ 10:0�; 15:0� and dif-

ferent azimuth angles. The unsteady aerodynamic phe-
nomenon is obvious for rotor/wing/fuselage interaction.
Load of the blade changes intensely with the azimuth angle

w varying from 0� to 360�. It is worthwhile to pay attention
that the CL decreases dramatically at blade tip sections when
the blade moves via the azimuth 270� and 300�, where the
blade is just above the wing. CL loss of the blade tip sections

may be attributed to the ‘‘fountain flow” effect. We can also
observe that time-accurate CL at these two azimuth angles is
larger than time-averaged results in one rotational revolution

for those blade sections which are far from the tip region
(r < 0.75R), and this benefit may be obtained from the
‘‘ground effect” which is provided by the wing/fuselage. In
general, the blade CL benefit obtained from ground effect can-
not counteract the loss at the blade tip sections in most work

status (can also be seen in the following rotor thrust compar-
ison). The similar characteristics are also observed at other
rotor collective angles and not given here.

Fig. 13 shows the comparisons of trust coefficient CT vari-
ations of a blade interacted by wing/fuselage/nacelle with the
isolated rotor cases in one revolution, where ‘‘W” represents

‘‘with wing/fuselage and nacelle”, and ‘‘I” represents ‘‘isolated
rotor”. Fig. 14 is sectional Cp comparison of the blade at dif-

ferent azimuth angles with wing/fuselage/nacelle interaction
(U7 ¼ 10�). It can be seen from Fig. 13 that CT in interaction
cases is smaller when compared with the corresponding

isolated rotor blade results from azimuth approximately
180�–330�. This phenomenon is mainly attributed to the lift
loss in blade tip region. The tendency reverses at other blade

azimuth angles, and the conversion point shows little differ-
ence with rotor collective angle variation. Fig. 14 gives the



Fig. 12 Comparison of spanwise lift coefficient over blade sections at different blade azimuth (U7 ¼ 15:0�).

Fig. 13 CT comparison of one blade with/without wing/fuse-

lage/nacelle interference in a rotor revolution.

Fig. 14 Sectional pressure coefficient comparison of blade at

different azimuth angles with wing/fuselage interaction

(U7 ¼ 10:0�).

Fig. 11 Comparison of spanwise lift coefficient over blade sections at different blade azimuth (U7 ¼ 10:0�).
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pressure difference between upper and lower aerofoil surface

of blade tip sections at different blade azimuth, and the azi-
muth 270� case is smaller compared with azimuth 0�. The pres-
sure coefficient is the pressure divided by the local section
dynamic pressure. Besides, it can be found out from the figure

that the rotor experienced lift loss (near the wing/fuselage) and
recovery (far from the wing/fuselage) process in per revolution.

Fig.15 is pressure contour of fuselage at different blade azi-

muth with U7 ¼ 15:0� (for rotor/fuselage/nacelle model). The
static pressure of the wing surface is larger at the blade azi-
muth 30� and 60�, which is due to the reason that the 3rd blade
is close to the wing (azimuth 270�/300�) at this time, and the

downwash induced by the blade leads to the increase of the
wing surface Cp.

Fig. 16 presents the calculated rotor lift coefficient, torque
coefficient and figure of merit (FM). From Fig. 16(a), we find
that the lift data point is entangled when the rotor is with or

without wing/fuselage interaction. The rotor lift (with wing/



Fig. 15 Wing/fuselage surface pressure contour comparisons at different blade azimuth (U7 ¼ 15:0�).

Fig. 16 Performance comparisons of rotor with/without interaction.

Fig. 17 Download of wing/fuselage.
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fuselage/nacelle interaction) is 1.5% larger in magnitude than

isolated rotor results in U7 ¼ 17:5� and 1.3% smaller in
U7 ¼ 15:0�, and the regular pattern is hard to find. Rotor tor-
que solutions obtained from interaction status are consistently
higher than the isolated rotor results (Fig. 16(b)), which is

mainly attributed to the stagnation effect of the wing/fuselage
on the swirl of the rotor wake. The maximum amplitude is
3.3% increasing when compared with isolated rotor results

for U7 ¼ 7:5�. Accordingly, figure of merit (FM, Fig. 16(c))
decreases in most cases when the rotor interacts with other
components. The FM peak value is approximately 0.84 for
isolated rotor in U7 ¼ 10:0�. When the other components are

taken into account, the induced drag increasing rapidly with
inconspicuous lift variation follows the collective augmenta-
tion and brings out over 2.5% FM loss for optimum rotor
design point (decreased by about 1.6 percent from the isolated

rotor performance in Felker and Light’s experiments26), and
the calculated figure of merit with nacelle interaction is little
larger than that without at smaller rotor collective angle.

Fig. 17 is download of the wing/fuselage. The lift coefficient
of the wing/fuselage CLW increases with the rotor collective
angle augmentation. It is also found that the ratio of
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wing/fuselage download to rotor thrust CL/CT increases with
the rotor collective augmentation in our computation, which
indicates more severe aerodynamic loss in those work status

with large rotor collective angles. The smaller ratio of wing/
fuselage download to rotor thrust is obtained when the nacelle
is taken into account (can also be seen from Fig. 8 and corre-

sponding analysis). The rotor download on the wing/fuselage
of a tilt rotor can be as large as 14%–19% of the rotor thrust,
which is similar to Felker and Light’s experimental data27

(approximately 15%).
4. Conclusions

(1) The aerodynamic interaction phenomenon of a tilt rotor

in helicopter mode is simulated at different rotor collec-
tive angles. The aerodynamic differences are compared
with each other when the different component combina-

tions are taken into account and the actuation mecha-
nism is discussed.

(2) Thrust of the blade oscillates intensely in one rotor rev-

olution when the rotor interacts with wing/fuselage/
nacelle. The blade sectional thrust at the near tip region
decreases and is lower than the isolated rotor results in
magnitude when the blade traverses through the region

(azimuth angle) upon the wing/fuselage, where the inci-
dence angle of blade sections may be decreased by the
induced effect of ‘‘fountain flow” which marks the tilt

rotor aircraft flow phenomenon in helicopter mode,
and thrust recovers at other azimuth angles where the
blade is far from the wing/fuselage and is larger than iso-

lated rotor results (which are mainly influenced by the
‘‘ground effect” provided by the wing/fuselage).

(3) The rotor torques obtained in interaction status are lar-

ger in magnitude when compared with the isolated rotor
results at all collective angles we have computed. The reg-
ular pattern is hard to be found when the rotor lift results
in different work status with and without interactions are

compared. The thrust loss of blade tip sections is severe
and cannot be counteracted by the advantages obtained
from the ‘‘ground effect” by our computations. The rotor

figure of merit, for most cases, decreases with aerody-
namic interaction. Wing/fuselage download lower the
total thrust level for a tilt rotor aircraft. The ratio of

wing/fuselage download to rotor thrust increases from
approximately 14% to 19% with the rotor collective
angle augmentation for our computational operations.

(4) The nacelle has an important influence on the aerody-

namic interaction. A strengthened vortex in the region
near wing tip and below the rotor is generated, which
provides a proximate attraction actuation among the

blades and the wing, and notably affects the wing lift
and rotor figure of merit.

(5) The multi-level embedded grids and extended hole fringe

method can work well when coupled with overall ‘‘donor
searching”/automatic ‘‘hole cutting” technique, making
the complicated grid assembly with multi-component

successful and less laborious. The major flow feature of
rotor/wing/fuselage interaction for the tilt rotor aircraft
configuration, which includes the vorticity evolution,
‘‘fountain flow” phenomenon and the separated turbu-

lence flow beneath the wing/fuselage, can be described
with limited grid cell numbers, which indicates that the

present numerical methods are effective for flow field
simulation of tilt rotor in helicopter mode.
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