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This study examines causal relationships between tourism spending and economic growth in 10 transition
countries for the period 1988–2011. Panel causality analysis, which accounts for dependency and heteroge-
neity across countries, is used herein. Our empirical results support the evidence on the direction of causality,
and are consistent with the neutrality hypothesis for 3 of these 10 transition countries (i.e. Bulgaria, Romania
and Slovenia). The growth hypothesis holds for Cyprus, Latvia and Slovakia while reverse relationships were
found for the Czech Republic and Poland. The feedback hypothesis also holds for Estonia and Hungary. Our
empirical findings provide important policy implications for the 10 transition countries being studied.

© 2013 The Author. Published by Elsevier B.V. All rights reserved.
2 International tourism is recognized as having a positive effect on the increase of long-
1. Introduction

Over the past several decades, the relationship between tourism
spending and economic growth for both developing and developed
countries has been extensively researched.1 Knowledge of the causal
relationship between tourism spending and economic growth is of
particular importance to policy makers, as tourism policies are be-
coming major concerns for these countries. The World Travel and
Tourism Council (WTTC) (2011) argues that Travel & Tourism con-
tinues to be one of the world's largest industries. The total impact of
the industry is impressive. In 2011, it contributed to 9% of global
GDP, a value of over US$6 trillion, and accounted for 255 million
jobs. Over the next ten years, this industry is expected to grow by
an average of 4% annually. This will bring it to 10% of global GDP, or
about US$10 trillion. By 2022, it is anticipated that it will account
for 328 million jobs, 1 in every 10 jobs on the planet.

It has long been recognized that tourism can have an impact on
economic activity (Dwyer et al., 2004). Tourism is seen as increasing
overall economic activity, and this increase in activity is normally
seen as desirable. Often, the positive impacts on economic activity
are inaccurately described as the “benefits” of tourism, as explained
below (Dwyer and Forsyth, 1993). Increasing attention has been
erms of the Creative Commons
tribution, and reproduction in
re credited.

g and economic growth nexus
chubert et al. (2011).
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focused on international tourism as an important potential growth sec-
tor for many countries (Brohman, 1996). The speedy growth of tourism
causes an increase in household income and government revenues
through multiplier effects, improvements in the balance of payments
and growth in the number of tourism-promoted government policies.
As such, the development of tourism has usually been considered a
positive contribution to economic growth (e.g. Khan et al., 1995; Lee
and Kwon, 1995; Lim, 1987; Oh, 2005).2

Chao et al. (2006) indicate that an expansion of tourism increases
the relative price of nontraded goods, improves the tertiary terms of
trade and yields a gain in revenue. However, if this increase in the rela-
tive price of nontraded goods results in a lowering of demand for the
capital used in the traded sector, subsequent de-industrialization in the
traded goods sector may lower resident welfare. Chao et al. (2009) fur-
ther point out that if the output effect is dominant, expansion of tourism
raises employment and welfare; however, under realistic conditions
tourism may lower both labor employment and welfare due to rising
costs. Holzner (2011) empirically analyzes the danger of a Dutch Disease
Effect in tourism-dependent countries over the long run. Data on 134
run economic growth through different channels. First, tourism is a significant foreign
exchange earner which allows for payment of imported capital goods or the basic inputs
used in the production process. Second, tourism plays an important role in spurring
investment in new infrastructure and competition between local firms and firms in other
tourist countries. Third, tourism stimulates other economic industries by direct, indirect
and induced effects. Fourth, tourism contributes to generating employment and increas-
ing income. Fifth, tourism can cause positive exploitation of economies of scale in national
firms (seeAndriotis, 2002; Fagance, 1999; Lin and Liu, 2000; Schubert et al., 2011). Finally,
tourism is an important factor in the diffusion of technical knowledge, stimulation of re-
search and development and the accumulation of human capital. Tourism has become a
common development focus for many countries.
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4 Tang and Jang (2009) point out that in previous empirical studies based upon different
countries, inconsistent results may be a reflection of the country effect. Countries could dif-
fer in terms of the weight of tourism on their overall economies (Oh, 2005), the size and
openness of the economy (Kim et al., 2006) and production capacity constraints (Dwyer
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countries of the world over the period 1970–2007 were used. He first
works on the long-run relationship between tourism and economic
growth in a cross-country setting. Empirical results are then checked in
a panel data framework on GDP per capita levels that allows control for
reverse causality, non-linearity and interactive effects. He finds that
there is no danger of a Beach Disease Effect. On the contrary, not only
do tourism-dependent countries not face real exchange rate distortion
and de-industrialization, they also experience higher than average eco-
nomic growth rates. Investment in physical capital, such as transport
infrastructure, is complementary to investment in tourism.

While the vast majority of empirical research already performed
has focused on both developing and developed countries, there have
been a few studies that address the causal relationship between tourism
spending and economic growth in transition countries. This paper re-
investigates the relationship between tourism spending and economic
growth using a sample of 10 transition countries (i.e. Bulgaria, Cyprus,
Czech Republic, Estonia, Hungary, Latvia, Poland, Romania, Slovakia
and Slovenia) over the period 1988–2011, and focusing on country-
specific analysis.3 These 10 transition countries started their liberaliza-
tion programs in the late 1980s and early 1990s. Outward-oriented
growth strategy is quite common in these 10 transition countries. This
paper targets the transition countries. At the same time, both developed
and developing countries are included to gainmore insight into relevant
tourism policies in different nations.

One major motivation of our study article is to complement prior
studies via advanced econometric methodologies which can account
for situations in the real world. Lee and Chang (2008) and Holzner
(2011) find that different countries show different causality direc-
tions between tourism spending and economic growth. This suggests
that tourism spending–growth relationships may be country-specific;
therefore, it is necessary to recognize the heterogeneous nature of the
countries under investigation. In cross-country investigations, heteroge-
neity across countries is present because of differences in economic
conditions or social-cultural backgrounds. Dependence among countries
is unavoidable due to cooperation or competition, particularly with the
current prevalence towards globalization. Failing to account for these
concerns jointly has constrained deeper analysis in extant studies.

In recognition of this situation, this study employs country-specific
causality tests developed by Kónya (2006) to discover the dynamic and
causal relationships between tourism sector growth andoverall economic
growth. These tests will allow for country-specific effects to be more
readily uncovered. We test whether any causal relationship between
tourism sector growth and economic growth exists, by using a bootstrap
panel Granger causality test on a sample of 10 transition countries over
the period 1988–2011. To the best of our knowledge, this is the first
study to use a bootstrap panel Granger causality test to study the relation-
ship between tourism spending and economic growth in the 10 transition
countries. We hope that this study can bridge the gap in the current liter-
ature between tourism sector growth and economic growth.

In detecting causal linkage between tourism spending and economic
growth, we utilize the panel causality approach instead of the time
series method, since panel data sets include information not only from
the time series dimension but also the cross-section dimension. Based
on this advantage of panel data analysis, non-stationary panel tests
(unit root, cointegration and causality) have become a more powerful
econometric methodology in recent years. Our recent experience with
economic dynamics shows that turbulence in a country may easily
be transmitted to other countries through international trade and eco-
nomic and financial integration, which are basic features among these
transition countries. This demonstrates the importance of taking into
account cross-section dependency in empirical analysis. Even though
3 To date, studies that have analyzed the causal relationship between tourism develop-
ment and economic growth have been limited, especially in the case of transition coun-
tries, and results have been mixed. Oh (2005) argues that it is necessary to investigate
the hypothesis in numerous destination countries for the purpose of generalization.
there is strong dependence across countries, it is well known that
each country sustains its own dynamics in the development process.
This fact calls attention to the need to control for cross-country hetero-
geneity when initiating an empirical modeling strategy.4 In light of
these thoughts, the panel causality method we utilize is capable of
controlling for dependency and country-specific characteristics across
countries. This paper aims to follow a systematic modeling strategy. In
examining causal linkages between the variables under concern, we
separately test for both cross-section dependence and cross-country
heterogeneity by using recently developed and statistically powerful
tests instead of assuming the existence of these dynamics in our panel
data set. We contribute to the existing literature by jointly addressing
the two concerns.

One advantage of the econometric methodology proposed by Kónya
(2006) is that it allows for contemporaneous correlation across countries.
We utilize a more meaningful and effective analysis methodology than
cross-sectional analysis or time series analysis on a country-by-country
basis because interaction between tourism sectors across countries usual-
ly exists. For instance, many tourism companies around the world have
branches outside their home countries, and we can reasonably expect
that market structures or government policies in foreign countries will
exert an indirect impact on business firms. If many tourism firms expand
their business in themarkets of foreign countries, the tourism companies
will have a significant business impact in connectionwith policies outside
their home countries. Competition with foreign tourism firms will also
affect domestic tourismmarkets, possibly through the introduction of in-
novative products. Therefore, a country's tourism sector development
may likely be correlated with other countries over time.

Empirical results show that the growth hypothesis holds for Cyprus,
Latvia and Slovakia, shows a reverse relationship for the Czech Republic
and Poland, and a feedback hypothesis for Estonia and Hungary.
Although the tourism–growth relationship is significant in most of the
sampled countries, there is still no significant relationship between
the two variables in some countries, including Bulgaria, Romania and
Slovenia.

This paper is organized as follows. Section 2 briefly reviews some
of the previous literature, and Section 3 describes the data used in this
study. Section 4 outlines the econometric methodology employed.
Section 5 discusses the empirical findings and their policy implica-
tions. Section 6 is devoted to concluding remarks.
2. Review of the literature

Because of the potential economic benefits of tourism, such as in-
creases in foreign exchange earnings, income, employment and taxes
(Archer, 1995; Balaguer and Cantavella-Jorda, 2002; Dritsakis, 2004;
Durbarry, 2002), many governments have engaged in tourism develop-
ment for the purpose of promoting economic growth (Sahli andNowak,
2007). Analyzing the relationship between tourism development and
economic growth has been a popular topic in recent tourism literature
(Arslanturk et al., 2011; Kim et al., 2006). However, researchers have
reached mixed and sometimes conflicting results despite the common
choice of time series techniques as a research methodology.

Empirical studies have shown inconsistent or even contradictory
results in terms of a tourism-led economic growth hypothesis.5

Examples of country specific studies include; Dritsakis (2004), who
et al., 2000). The tourism–economy relationship could also differ from one country to
another.

5 Earlier studies on the relationships between tourism development and economic
growth are currently “unfortunately blurry” due to different results for different coun-
tries in the same subject or region, different time periods within the same country and
different methodologies in different regions.



Table 1
Summary statistics of real GDP per capita.

Country Mean Max. Min. Std. dev. Skew. Kurt. J.–B.

Bulgaria 3291.86 4781.04 2427.07 838.79 0.68 1.93 2.98
Cyprus 15248.58 17973.67 11683.01 1920.37 −0.22 1.73 1.79
Czech Republic 10848.19 14285.71 8611.80 1934.48 0.66 1.97 2.81
Estonia 7779.12 12480.64 4549.72 2603.20 0.42 1.77 2.22
Hungary 8928.19 11258.23 6748.30 1648.31 0.11 1.44 2.46
Latvia 5430.43 8762.10 3163.08 1727.35 0.33 2.00 1.44
Poland 6730.72 10356.95 4347.71 1919.03 0.43 1.93 1.86
Romania 4045.59 5615.67 3101.51 787.54 0.60 1.99 2.46
Slovakia 10864.66 15734.29 7332.38 2636.01 0.57 2.05 2.22
Slovenia 14944.03 20822.61 10301.35 3483.30 0.26 1.66 2.07

Note: The sample period is from 1988 to 2011.
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finds a bi-directional causal relationship in Greece; Kim et al. (2006)
and Lee and Chien (2008), who report on a bi-directional causality
in Taiwan, and Oh (2005), who discovers an economy-driven tourism
growth in Korea. Considering that Taiwan and Korea are similar in
terms of economic development and the role of tourism in their econo-
mies, such conflicting results are unexpected. Kim et al. (2006) explain
that differences may arise from the size of the economies. Taiwan is
more sensitive to tourismdemand, given its relatively smaller economy.
Balaguer and Cantavella-Jorda (2002) examine the role of tourism
in the long-term economic development in Spain. Tourism in Spain
accounts for approximately 5.9% of GDP, which makes the country the
second largest recipient of international tourist earnings after the
United States. The tourism-led growth hypothesis is confirmed through
cointegration and causality testing in Spain. As for Turkey, while
Gunduz and Hatemi-J (2005) find a unidirectional causality from tour-
ism to economic growth using leveraged bootstrap causality tests for
the period 1963–2002, Ongan and Demiroz (2005) suggest bidirection-
al causality between international tourism and economic growth in
Turkey for the period of 1980Q1–2004Q2 using Granger causality test
results. Considering that these empirical studies are based on different
countries, the inconsistent results may be a reflection of the country
effect (Tang and Jang, 2009). Because countries can be different in
terms of the weight of tourism on their overall economies (Oh, 2005),
the size and openness of the economy (Kim et al., 2006) and production
capacity constraints (Dwyer et al., 2000), the tourism–economy rela-
tionship can also differ from one country to another.

In a multi-country study, Chen and Chiou-Wei (2009) show that
the tourism-led economic growth hypothesis was supported for
Taiwan with a reciprocal causal relationship found for South Korea.
Lee and Chang (2008) investigate the casual relation between tour-
ism development and economic growth for OECD and non-OECD
countries (including those in Asia, Latin America and Sub-Sahara
Africa) over the 1990–2002 period. Evidence obtained in their study
indicates that there is a unidirectional causality relationship between
tourism development and economic growth in OECD countries, a
bidirectional relationship in non-OECD countries and only a weak
relationship in Asia. Holzner (2011) empirically analyzes the danger of
a Dutch Disease Effect in tourism dependent countries over the long
run. Data on 134 countries of the world over the period 1970–2007
are used. The long-run relationships between tourism and economic
growth are analyzed in a cross-country setting. The results are then
checked in a panel data framework on GDP per capita levels, that allows
control for reverse causality, non-linearity and interactive effects. It is
found that there is no danger of a Beach Disease Effect. On the contrary,
tourism dependent countries do not face real exchange rate distortion
and de-industrialization, but do have higher than average economic
growth rates. Investment in physical capital such as transport infra-
structure is complementary to investment in tourism.

3. Data

This empirical study uses annual data on 10 transition countries
(i.e. Bulgaria, Cyprus, the Czech Republic, Estonia, Hungary, Latvia,
Poland, Romania, Slovakia and Slovenia) over the period 1988–2011.
The variables in this study include domestic tourism spending (DS) and
per capita real GDP (PRGDP). Domestic tourism spending is expressed
in terms of billions of U.S. dollars. Per capita real GDP is measured in
constant 2005 U.S. dollars. The source of data is the World Economic
Outlook Database. Summary statistics are provided in Tables 1 and 2.
The per capita real GDP datasets indicate that Cyprus and Bulgaria had
the highest and lowest average per capita incomes of $15,248.58 and
$3291.86 dollars, respectively. The Jarque–Bera (J–B) normality test re-
sults indicate that per capita real GDP datasets for these 10 transition
countries are approximately normal.

Table 2 summarizes the descriptive statistics for domestic tourism
spending. It appears that the highest and lowest mean domestic
tourism spending observed is in Poland and Cyprus, respectively.
The Jarque–Bera (J–B) normality test results indicate that domestic
tourism spending datasets for these 10 transition countries have
approximately normal distribution with the exception of the Czech
Republic.

4. Methodology

4.1. Testing cross-section dependence

One important issue in a panel causality analysis is to take into
account possible cross-section dependence across countries. A high de-
gree of globalization, international trade and financial integrationmake
a country sensitive to economic shocks in other countries. It is worth-
while noting here that ignoring cross-section dependency leads to sub-
stantial bias and size distortions (Pesaran, 2006), suggesting that testing
for cross-section dependence is a crucial step in panel data analysis.

To test for cross-sectional dependency, the Lagrange multiplier
(LM) test of Breusch and Pagan (1980), which has been extensively
used in empirical studies, was used. The procedure for computing
the LM test requires an estimation of the following panel data model:

PRGDPit ¼ αi þ β′
iDSit þ uit for i ¼ 1;2;…;N; t ¼ 1;2;…; T ; ð1Þ

where PRGDP (DS) represents per capita real GDP (domestic tourism
spending), i is the cross section dimension, t is the time dimension
and αi and βi are respectively the individual intercepts and slope coeffi-
cients allowed to vary across states. In the LM test, the null hypothesis of
no-cross section dependence is: H0 : Cov(uit,ujt) = 0 for all t, and i ≠ j
is tested against the alternative hypothesis of cross-section dependence
H1 : Cov(uit,ujt) ≠ 0 for at least one pair of i ≠ j. In order to test the null
hypothesis, Breusch and Pagan (1980) developed the LM test as:

LM ¼ T
XN−1

i¼1

XN
j¼iþ1

ρ̂2
ij; ð2Þ

where ρ̂ ij is the sample estimate of the pair-wise correlation of the
residuals from the Ordinary Least Squares (OLS) estimation of Eq. (1)
for each i. Under the null hypothesis, the LM statistic has an asymptotic
chi-square with N(N − 1)/2 degrees of freedom. It is important to note
that the LM test is valid for N being relatively small and T sufficiently
large.

Pesaran (2004) proposes a cross-section dependency test (CD test)
for panel data models where T → ∞ and N → ∞ in any order. However,
the CD test is subject to decreasing power when the population average
pair-wise correlations are zero, even if the underlying individual popu-
lation pair-wise correlations are non-zero (Pesaran et al., 2008). In



6 In order to save space, we refer to Pesaran and Yamagata (2008) for the details of
estimators and to Swamy's test.

7 Since country-specific bootstrap critical values are used, the variables in the system
do not need to be stationary, suggesting that the variables are used in level form
irrespectively of their unit root and cointegration properties. Therefore, the bootstrap
panel causality approach does not require any pre-testing for panel unit root and
cointegration analyses. By imposing country specific restrictions, we can also identify
which and how many countries exist in Granger causal relationships.

Table 2
Summary statistic of travel expense (unit: billion).

Country Mean Max. Min. Std. dev. Skew. Kurt. J.–B.

Bulgaria 2.66 4.37 1.21 1.05 0.27 1.80 1.73
Cyprus 0.28 0.41 0.13 0.07 −0.37 2.15 1.26
Czech Republic 5.35 9.92 3.29 1.28 1.52 7.93 33.68⁎⁎⁎

Estonia 0.31 0.53 0.11 0.14 0.21 1.59 2.16
Hungary 3.89 5.14 2.97 0.74 0.46 1.88 2.12
Latvia 0.44 0.79 0.20 0.18 0.58 1.92 2.52
Poland 4.06 5.93 2.11 1.21 0.05 1.60 1.95
Romania 2.74 4.57 1.41 0.77 0.35 2.56 0.67
Slovakia 1.60 2.71 0.37 0.75 0.04 1.65 1.82
Slovenia 1.35 1.71 0.92 0.29 −0.20 1.36 2.84

Note: 1. The sample period is from 1988 to 2011.
⁎⁎⁎ Indicates significance at the 0.01 level.
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stationary dynamic panel datamodels, the CD test fails to reject the null
hypothesis when the factor loadings have a zero mean in the
cross-sectional dimension (Sarafidis et al., 2009). In order to deal with
these problems, Pesaran et al. (2008) propose a bias-adjusted test, a
modified version of the LM test using the exact mean and variance of
the LM statistic. The bias-adjusted LM test is:

LMadj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2T
N N−1ð Þ
� �s XN−1

i¼1

XN
j¼iþ1

ρ̂ij

T−kð Þ⌢ρ2
ij−μTijffiffiffiffiffiffiffi

ν2
Tij

q ; ð3Þ

where μTij and νTij2 are respectively the exact mean and variance of

T−kð Þ⌢ρ2
ij provided in Pesaran et al. (2008). Under the null hypothesis,

with first T → ∞ and then N → ∞, the LMadj test is asymptotically dis-
tributed as standard normal.

4.2. Testing slope homogeneity

The second issue in a panel data analysis is to decide whether or
not the slope coefficients are homogenous. The causality from one
variable to another, by imposing the joint restriction for the whole
panel, is the strong null hypothesis (Granger, 2003). Moreover, the
homogeneity assumption for the parameters is unable to capture het-
erogeneity due to country specific characteristics (Breitung, 2005).

The most familiar way to test the null hypothesis of slope homo-
geneity H0 : βi = β for all i- against the hypothesis of heterogeneity
H1 : βi ≠ βj for a non-zero fraction of pair-wise slopes for i ≠ j, is
to apply the standard F test. The F test is valid for cases where the
cross section dimension (N) is relatively small, the time dimension (T)
of the panel is large, the explanatory variables are strictly exogenous
and the error variances are homoscedastic. By relaxing the homosce-
dasticity assumption in the F test, Swamy (1970) developed the slope
homogeneity test on the dispersion of individual slope estimates from
a suitable pooled estimator. However, both the F and Swamy test re-
quire panel data models where N is small relative to T (Pesaran and
Yamagata, 2008). Pesaran and Yamagata (2008) proposed a standard-
ized version of Swamy's test (the ~Δ test) for testing slope homogeneity
in large panels. The ~Δ test is valid as (N,T) → ∞without any restrictions
on the relative expansion rates ofN and Twhen the error terms are nor-
mally distributed. In the ~Δ test approach, the first step is to compute the
following modified version of Swamy's test:

~S ¼
XN
i¼1

⌢
β i−~βWFE

� �′ x′iMτxi
~σ

2

i

⌢
β i−~βWFE

� �
; ð4Þ
where ⌢β i is the pooled OLS estimator, ~βWFE is the weighted fixed effect
pooled estimator, Mτ is an identity matrix, and ~σ 2

i is the estimator of
σi
2.6 The standardized dispersion statistic is developed as:

~Δ ¼
ffiffiffiffi
N

p N−1~S−kffiffiffiffiffiffi
2k

p
 !

: ð5Þ

Under a null hypothesis with the condition of (N,T) → ∞ as long asffiffiffiffi
N

p
=T→∞ and the error terms normally distributed, the ~Δ test has an

asymptotic standard normal distribution. The small sample proper-
ties of the ~Δ test can be improved under normally distributed errors
by using the following bias adjusted version:

~Δadj ¼
ffiffiffiffi
N

p N−1~S−E ~zitð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var ~zitð Þ

p
 !

; ð6Þ

where the mean is E ~zitð Þ ¼ k and the variance var ~zitð Þ ¼ 2k T−k−1ð Þ=
T þ 1.

4.3. Panel causality analysis

The existence of both cross-section dependency and heterogeneity
across 10 transition countries requires a panel causality method that
will account for those dynamics. The bootstrap panel causality approach
proposed by Kónya (2006) is able to account for both cross-section de-
pendence and country-specific heterogeneity. This approach is based
on a Seemingly Unrelated Regression (SUR) estimation of the set of
equations and theWald testswith individual country-specific bootstrap
critical values.7

The system to be estimated in the bootstrap panel causality approach
can be written as:

y1;t ¼ α1;1 þ
Xly1
i¼1

β1;1;iy1;t−i þ
Xlx1
i¼1

δ1;1;ix1;t−i þ ε1;1;t

y2;t ¼ α1;2 þ
Xly1
i¼1

β1;2;iy2;t−i þ
Xlx1
i¼1

δ1;2;ix2;t−i þ ε1;2;t

⋮

yN;t ¼ α1;N þ
Xly1
i¼1

β1;N;iyN;t−i þ
Xlx1
i¼1

δ1;N;ix1;N;t−i þ ε1;N;t

ð7Þ

and

x1;t ¼ α2;1 þ
Xly2
i¼1

β2;1;iy1;t−i þ
Xlx2
i¼1

δ2;1;ix1;t−i þ ε2;1;t

x2;t ¼ α2;2 þ
Xly2
i¼1

β2;2;iy2;t−i þ
Xlx2
i¼1

δ2;2;ix2;t−i þ ε2;2;t

⋮

xN;t ¼ α2;N þ
Xly2
i¼1

β2;N;iyN;t−i þ
Xlx2
i¼1

δ2;N;ixN;t−i þ ε2;N;t

; ð8Þ

where y denotes PRGDP (per capita real GDP), x refers to DS (Domestic
tourism spending), and l is the lag length. Since each equation in this sys-
tem has different predetermined variables, and the error termsmight be
contemporaneously correlated (i.e. cross-sectional dependency), these
sets of equations are the SUR system.



Table 3
Cross-sectional dependence and homogeneous tests.

CDBP 290.073⁎⁎⁎

CDLM 25.833⁎⁎⁎

CD 15.981⁎⁎⁎

LMadj 36.501⁎⁎⁎
~Δ 55.225⁎⁎⁎
~Δadj 2.571⁎⁎⁎

Swamy Shat 256.973⁎⁎⁎

⁎⁎⁎ Indicates significance at the 0.01 level.
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In the bootstrap panel causality approach, there are alternative
causal linkages for a country in the system where: (i) there is one-
way Granger causality from x to y if not all δ1,i are zero, but all β2,i

are zero, (ii) there is one-way Granger causality running from y to x
if all δ1,i are zero, but not all β2,i are zero, (iii) there is two-way Granger
causality between x and y if neither δ1,i nor β2,i are zero and (iv) there is
no Granger causality between x and y if all δ1,i and β2,i are zero.8

5. Findings and implications

5.1. Empirical results

As outlined earlier, testing for cross-sectional dependency and slope
homogeneity in a panel causality study is crucial for selecting an appro-
priate estimator. Taking into account cross-sectional dependency and
country-specific heterogeneity in empirical analysis is crucial since
countries are highly integrated and have a high degree of globalization
in economic relations. Therefore, our empirical study starts by examin-
ing the existence of cross-sectional dependency and heterogeneity
across the countries in concern. To investigate the existence of cross-
section dependence, we carried out four different tests (LM, CDlm, CD
and LMadj) and illustrate the results in Table 3. It is clear that the null
of no cross-sectional dependency across the countries was strongly
rejected at the conventional levels of significance, implying that the
SUR method is more appropriate than a country-by-country OLS esti-
mation.9 This finding indicates that a shock occurring in one of the tran-
sition countries seems to be transmitted to other countries. Table 3 also
reports the results from the two slope homogeneity tests (~Δ and ~Δadj).
Both tests reject the null hypothesis of the slope homogeneity hypoth-
esis, supporting country-specific heterogeneity. The rejection of slope
homogeneity implies that the panel causality analysis, by imposing a
homogeneity restriction on the variable of interest, results in mislead-
ing inferences. In this respect, the panel causality analysis based on
estimating a panel vector autoregression and/or panel vector error cor-
rection model by means of generalized method of moments and of
pooled ordinary least square estimators, is not an appropriate approach
for detecting causal linkages between tourism spending and economic
growth in these 10 transition countries.

The existence of cross-sectional dependency and heterogeneity
across transition countries supports evidence of the suitability of the
bootstrap panel causality approach. The results from the bootstrap
panel Granger causality analysis10 are reported in Tables 4 and 5.
Results show a one-way Granger causality from domestic tourism
spending to economic growth in Cyprus, Latvia and Slovakia at the
10% significant level. A reverse relationship from economic growth
8 It is important to note here that since results from the causality testmay be sensitive to
the lag structure. Determining optimal lag length(s) is crucial for robustness of findings. As
indicated by Kónya (2006), the selection of optimal lag structure is important because the
causality test resultsmay depend critically on the lag structure. In general, both too few and
toomany lagsmay cause problems. Too few lagsmean that some important variables have
been omitted from the model, and this specification error will usually cause bias in the
retained regression coefficients, leading to incorrect conclusions. On the other hand, too
many lagswaste observations, and these specification errors will usually increase the stan-
dard errors of the estimated coefficients, making the results less precise. For a relatively
large panel, equations and variableswith varying lag structureswill lead to a substantial in-
crease in the computational burden. In determining lag structure we follow Kónya's ap-
proach in that maximal lags are allowed to differ across variables and equations. We
estimate the system for each possible pair of ly1, lx1, ly2 and lx2, respectively, by assuming
1 to 4 lags and then choosing the combinations which minimize the Schwarz Bayesian
Criterion.

9 Cross-sectional dependency implies that examining causal linkages between tour-
ism spending and economic growth in the transition countries requires taking into ac-
count information through estimations of causality regressions. In the presence of
cross-sectional dependency, the SUR approach is more efficient than the country-by-
country ordinary least-squares (OLS) method (Zellner, 1962). Therefore, the causality
results obtained from the SUR estimator developed by Zellner (1962) will be more re-
liable than those obtained from the country-specific OLS estimations.
10 We refer to Kónya (2006) for the bootstrap procedure that demonstrates how the
country specific critical values are generated.
to tourism spending was found for both the Czech Republic and
Poland,11 and a feedback hypothesis was found for both Estonia and
Hungary. However, we find that neutral relationships exist for Bulgaria,
Romania and Slovenia. If we look at Tables 4 and 5, the signs of the
coefficients for most of the countries are positive, with the exception
of the Czech Republic, Estonia, Hungary and Poland. For both Estonia
and Hungary, we find that tourism spending exerts a significant and
negative impact on economic growth. These results are consistent
with those of Chao et al. (2006, 2009), that an increase in the relative
price of nontraded goods results in a lowering of the demand for the
capital used in the traded sector. Subsequent de-industrialization in
the traded goods sector may lower resident welfare. If the output effect
is dominant, expansion in tourism raises employment and welfare;
however, under realistic conditions tourism may lower both labor
employment and welfare due to rising costs.

The mixed results found in our study indicate that the direction of
causality between tourism development and economic growth in
these 10 transition countries may be determined by various factors
(Kim et al., 2006). We speculate on the effects of the size of the
national economy, the level of openness of the country and the level
of travel restrictions as feasible factors in the differences among
these 10 transition countries. In addition to these factors, the degree
of dependence on tourism, tourism destination life cycles, and levels
of economic development may be considered as some of the other
determinants.
5.2. Economic and policy implications

Our empirical findings have four major policy implications. First, if
domestic tourism spending brings about economic growth, the implica-
tion is that travel expenses stimulate economic growth; therefore, eco-
nomic growth is dependent on domestic tourism spending, suggesting
that negative travel shocks and travel conservation policies may de-
press economic growth. Our results show a one-way Granger causality
from domestic tourism spending to economic growth in Cyprus, Latvia
and Slovakia, implying that tourismdevelopment is of great importance
to economic growth in these countries.

Second, a Granger causality running from economic growth to
domestic tourism spending demonstrates that travel conservation pol-
icies have little adverse or no effect on economic growth. A relationship
between economic growth and tourism spending was found for both
the Czech Republic and Poland, indicating that economic growth can in-
crease the demand for tourism and lead to the development of tourism
sectors in these two countries.

Third, a feedback relationship between travel expense and economic
growth implies that excessive travel protection and reduced travel con-
sumption may lead to pressure on economic activity. We found a feed-
back hypothesis for both Estonia and Hungary. This result suggests that
11 Oh's (2005) argument is that when tourism is only a small portion of the GDP, the
relationship is more likely to be an economy-driven tourism growth. However, if we
look at Table 2, both the Czech Republic and Poland have the highest and second
highest tourism spending, respectively, when compared to the rest of the countries.
Our results from both the Czech Republic and Poland are not consistent with this
expectation.



Table 4
Travel expense does not Granger cause GDP.

Country Coefficient Wald statistics Bootstrap critical value

10% 5% 1%

Bulgaria 0.861 7.653 9.468 13.437 23.778
Cyprus 1.080 10.204⁎ 8.880 12.792 21.295
Czech Republic −0.950 5.374 9.209 13.125 24.035
Estonia −1.413 10.613⁎ 9.553 13.637 23.858
Hungary −5.036 12.277⁎⁎ 7.350 12.188 20.862
Latvia 4.586 30.718⁎⁎ 10.408 14.791 30.876
Poland −0.914 3.928 8.868 12.784 27.583
Romania 1.523 4.478 9.501 12.456 27.048
Slovakia 2.406 24.267⁎⁎⁎ 14.088 21.963 45.060
Slovenia 0.782 0.433 9.885 15.784 28.112

Note: 1. ⁎⁎, and ⁎ indicate significance at the 0.05 and 0.1 levels, respectively.
2. Bootstrap critical values are obtained from 10,000 replications.
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for both Estonia and Hungary, tourism development and economic
growth are endogenous, indicating that the two factors mutually influ-
ence each other, and that this reinforcementmay have important impli-
cations for the conduct of economic or tourism development policies
in these two countries. This result also implies that excessive travel
protection and reduced travel consumption may lead to pressure on
economic activity in these two countries.

Fourth, if the neutrality between domestic tourism spending and
economic growth holds, this will allow policy makers to develop trav-
el policies that are not dependent on economic activity. Our empirical
results support the neutrality hypothesis for Bulgaria, Romania and
Slovenia, indicating that neither tourism development nor economic
growth is sensitive to each other in these 3 countries. One can attri-
bute the neutrality between tourism spending and economic growth
to a relatively small contribution of domestic tourism spending to
overall output. Thus, tourism spending may have little or no impact
on economic growth in these 3 countries.

The time series approaches overlook cross-sectional dependency
across countries in the causality test; therefore, they may result in mis-
leading inferences regarding the nature of causality between domestic
tourism spending and economic growth. We find strong evidence for
the existence of cross-section dependence among transition countries.
It might be concluded that policy implications driven from the causality
approach account for cross-sectional dependency and seem to be more
appropriate. Furthermore, we also detected cross-country heterogene-
ity in the panels of transition countries, implying that each country de-
velops its tourism policies.

6. Conclusions

This study applies the bootstrap panel Granger causality approach to
test whether domestic tourism spending promotes economic growth.
Table 5
GDP does not Granger cause travel expense.

Country Coefficient Wald statistics Bootstrap critical value

10% 5% 1%

Bulgaria 0.017 2.101 5.413 7.534 13.812
Cyprus 0.017 1.211 5.346 7.942 14.805
Czech Republic 0.016 11.417⁎⁎ 5.611 7.765 13.580
Estonia 0.025 19.516⁎⁎⁎ 6.678 9.281 17.438
Hungary 0.034 24.550⁎⁎⁎ 6.430 8.890 15.049
Latvia 0.004 0.494 5.625 7.952 13.889
Poland 0.031 28.678⁎⁎⁎ 5.657 8.418 13.791
Romania 0.001 0.012 5.365 8.492 14.725
Slovakia 0.001 0.024 5.447 7.736 12.398
Slovenia 0.003 0.292 5.140 6.769 14.092

Note: 1. ⁎⁎⁎ and ⁎⁎ indicate significance at the 0.01 and 0.05 levels, respectively.
2. Bootstrap critical values are obtained from 10,000 replications.
We used data from 10 transition countries over the period of
1988–2011. Our empirical results indicate that for 3 of these 10 countries
(Bulgaria, Romania and Slovenia), the neutrality hypothesis is in the na-
ture of a causal direction between tourism spending and economic
growth. Our results also support evidence on the growth hypothesis for
Cyprus, Latvia and Slovakia. A reverse relationship was found for the
Czech Republic and Poland, while a feedback hypothesis held for Estonia
and Hungary. Our empirical findings provide important policy implica-
tion for the 10 transition countries under study.
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