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Abstract

In this paper we establish analytic equivalence theorems of Poincaré and Poincaré–Dulac type for analytic
non-autonomous differential systems based on the dichotomy spectrum of their linear part. As applications
of the theorem, normal forms linearize for two illustrative examples.
© 2008 Elsevier Inc. All rights reserved.

Keywords: Normal form; Non-autonomous differential system; Poincaré theorem

1. Introduction

In 1892 Poincaré initiated a technique for simplifying a nonlinear system in the neighborhood
of a reference solution by a smooth change of coordinates, today called theory of normal form.
Naturally, the reference solution is almost exclusively assumed to be a fixed point (sometimes a
periodic solution) and fruitful results for autonomous systems have been obtained such as theo-
rem of Poincaré, Seigel, Chen, Takens, etc. [1]. As we all know that the importance of normal
forms goes without saying, it also lays foundations for further study of integrality, stability, bi-
furcation and so on. The main purpose of our work is to extend formal and analytic normal forms
from autonomous systems to non-autonomous ones.
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Here we state two well-known theorems in detail. First of all let us recall the classical Poincaré
type normal form theorems. Consider the autonomous system

ẋ = Ax + f (x), (1)

where A is a constant matrix and f (x) = O(‖x‖2) as x → 0. Set λ(A) = {λi}ni=1 be the set of
eigenvalues of the matrix A. Expanding f (x) in the formal power series, i.e. f (x) =∑∞

i=2 fix
i ,

then we can obtain Poincaré’s formal normal forms.

Assume the matrix A is in the complex Jordan form, then by a formal coordinate transformation
x = y +∑∞

i=2 hiy
i , system (1) can be changed into system

ẏ = Ay +
∞∑
i=1

giy
i,

where gi = (g1
i , . . . , g

n
i ) and g

j
i = 0 if

∑n
i=1 piλi − λj �= 0 for j = 1, . . . , n. Here, p =

(p1, . . . , pn) ∈ Z
n+ and

∑n
i=1 pi � 2.

In addition, if f (x) is analytic in the origin instead, then we have Poincaré–Dulac’s analytic
normal forms.

Assume real parts of eigenvalues of A ∈ Rn×n are all positive or negative, then system (1) can
be changed into a polynomial system

ẏ = Ay + P(y),

by an analytic coordinate transformation x = y + h(y) in some neighborhood of the origin.

The proofs of above theorems can be found in many textbooks such as [1,2]. Furthermore,
inspirited by Floquet’s beautiful lemma for linear periodic systems, mathematicians have made
great efforts to construct theoretic frames of normal forms for more general non-autonomous
systems, cf. in [3–5]. In this paper, we mainly deal with normal forms for the following general
type non-autonomous differential systems

ẋ = F(x, t) = A(t)x + f (x, t), x ∈ R
n, (2)

where F is analytic in Oρ × R, A : R → Rn×n is continuous and uniformly bounded on R and
f = O(‖x‖2) as ‖x‖ → 0. As usual Oρ denotes the closed ball centering the origin with the
radius ρ. Our goal is to generalize above two theorems from (1) to the non-autonomous systems
of the form (2) by studying normal forms in the neighborhood of the zero solution.

As the first step to study normal forms, following the traditional way we shall seek the conve-
nient invariants for the linear part

ẋ = A(t)x, x ∈ R
n. (3)
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In general it turns out not to be the right thing to study the eigenvalues of A(t) as they have little
or nothing to do with the asymptotic properties of solutions. Thus we need to find a dynamical
formulation to describe spectral objects in terms of the long-term behavior of solutions instead.

Here we choose the dichotomy spectrum (sometimes called continuous spectrum, or S.S. spec-
trum [6]) which can be defined as follows. We say that system (3) has an exponential dichotomy
(for short, E.D.) on R, if there exists a projection P : Rn → R

n and positive constants K , α and
β such that

∥∥Φ(t)PΦ−1(s)
∥∥� Ke−α(t−s), t � s,∥∥Φ(t)(I − P)Φ−1(s)
∥∥� Ke−β(s−t), s � t,

where Φ(t) is the fundamental matrix of system (3) with Φ(0) = I . To see what an E.D. means in
the general case it is convenient to consider two basic aspects. One is that it means a subspace of
solutions tending to zero uniformly and exponentially as t → ∞ and a complement subspace of
solutions tending to infinity uniformly and exponentially as t → ∞; the other is that the ‘angle’
between these two subspaces remains bounded away from zero, which nearly leads to the block
diagonalization of the fundamental matrix.

In brief, the dichotomy spectrum of system (3) is the set

ΣA = {
γ ∈ R: ẋ = (

A(t) − γ I
)
x admits no E.D.

}
and the resolvent set ρA = R \ ΣA is its complement. Furthermore, by works of [5–7], namely
Theorems 2 and 3 in next section, the dichotomy spectrum can be represented by the disjoint
union of closed intervals

⋃p

i=1[ai, bi] and the corresponding block diagonal theorem is also
valid especially when A is continuous and bounded on R. Then by extending L. Arnold’s work
in [3] of formal normal forms for random dynamic systems, we manage to solve each linear
non-homogeneous differential equations generated by Poincaré–Dulac-schemes. Thus following
the nature way to eliminate some nonlinear terms degree by degree, we obtain the formal normal
forms of system (2). Finally, by applying homotopy method we get the analytic normal forms
in the generalized Poincaré domain. Here we specially mention that in fact our partial work of
formal normal forms covers Siegmund’s results in [5] in a new way.

In detail, a linear time-varying change of variables x = P(t)y is said to be a Lyapunov–Perron
transformation (for short, LP transformation) if P(t) is nonsingular for all t ∈ R and P , P −1

and Ṗ = dP/dt are uniform bounded in t ∈ R. Then the non-autonomous system ẋ = F(x, t) is
called to be locally analytically equivalent to the equation ẏ = G(y, t) if there exists a coordinate
substitution x = H(y, t) = P(t)y + h(y, t) which transforms one equation to the other, where
F , G and H is analytic in Oρ × R for some ρ > 0, F(0, t) = G(0, t) = H(0, t) = 0, P(t) is an
LP transformation and h(·, t) = O(‖ · ‖2) as ‖ · ‖ → 0. At last, let A(t) = diag{A1(t), . . . ,Ap(t)}
be in the block diagonal form and each block Ai : R → R

ni×ni corresponds to a spectral interval
[ai, bi] for i = 1, . . . , p. Then set s = (s0, s1, . . . , sp), where s0 = 1, sp = n and sj =∑j

i=1 ni

for j = 1, . . . , p. Thus a multi-valued index map Θ can be defined as follows

Θ : Nn
k → N

p
k ,

ν �→ τ,
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where N
p
k = {τ = (τ1, . . . , τp) ∈ Z

p
+: |τ | = k}, |τ | = |ν| = k and τi = ∑si

j=si−1
νj for i =

1, . . . , p. Set ej be the unit vector with the j th component 1. The vector-valued monomial xνej

is called resonant monomial if τ and l satisfy the condition 0 ∈ [al −∑p

i=1 τibi, bl −∑p

i=1 τiai],
where el = Θ(ej ), τ = Θ(ν). This definition accords with Siegmund’s for non-autonomous sys-
tems in [5] and will be well illustrated in next section.

Our main results may be summarized as follows.

Theorem 1. Assume the dichotomy spectrum of system (3) to be ΣA = [a1, b1] ∪ · · · ∪ [ap, bp],
where a1 � b1 < · · · < ap � bp .

(i) Equivalence in the jet class. If system (3) is in the Poincaré domain, i.e. a1bp > 0, then any
non-autonomous system ẋ = F̃ (x, t) is locally analytically equivalent to system (2), where
F̃ is analytic in Oρ × R and F̃ − F = O(‖x‖d) as x → 0 with d > max{a1/bp, bp/a1}.

(ii) Poincaré type. If the dichotomy spectrum satisfies a1bp > 0 and is non-resonant, i.e.

0 /∈
[

p∑
i=1

aimi − aj ,

p∑
i=1

bimi − bj

]
, |m| =

p∑
i=1

mi � 2,

then system (2) is locally analytically equivalent to its linear part equation with respect to
(for short, w.r.t.) x.

(iii) Poincaré–Dulac type. If a1bp > 0 and A(t) is block diagonal w.r.t. the spectral interval
[ai, bi], then system (2) is locally analytically equivalent to system ẋ = A(t)x + g(x, t),
where g is a polynomial w.r.t. x with the degree d not greater than max{a1/bp, bp/a1},
which consists resonant monomials only.

(iv) Equivalence in the almost periodic case. In addition if F is almost periodic in the variable
t in system (2), then so are the transformation and the changed system in (i), (ii) and (iii).

Remark. If system (2) is only continuous but analytic in the variable x for the fixed t ∈ R, then
so are the corresponding equivalence transformation and the changed system in Theorem 1.

In Section 2, we introduce some basic notations and definitions on normal forms. Useful
theorems, propositions and lemmas on the spectrum theory for non-autonomous systems, special
operators in the tensor space and the Gronwall type inequality are also illustrated. In Sections 3
and 4 we study finite order and analytic normal forms, respectively. In Section 5 the main theorem
is proved and in addition we provide two well studied examples as applications.

2. Preliminaries

All useful notations, definitions and technique lemmas are listed in this part. In detail, The-
orems 2 and 3 from [5–7] are the foundations of the whole paper. They thoroughly describe
properties of dichotomy spectrum for linear non-autonomous systems, by which the basic as-
sumption in Theorem 1 on the spectrum of system (3) is valid and then it is possible to construct
normal forms for system (2). Propositions 4, 5 and 6 are preparations for Proposition 9 in next
section, which study the special operators generated by Poincaré–Dulac-schemes. Lemma 7 is
a Gronwall type inequality and Lemma 8 states the connection between an E.D. and the unique
bounded solution.
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A nonempty set M ⊂ R
n × R is said to be an integral manifold of the non-autonomous

system (2), if for any point (x, y) ∈ M, the solution ϕ(t) of the system through (x, y) (namely
ϕ(y) = x), is such that (ϕ(t;x, y), t) is in M for all t in the domain of the definition of the
solution ϕ(t;x, y). In addition, if for every y ∈ R, the fiber M(y) = {x ∈ R

n, (x, y) ∈ M} is a
linear subspace of R

n, the integral manifold M is called linear integral manifold. Naturally, if
M1 and M2 are linear integral manifolds, then so are the intersection and the sum

M1 ∩ M2 = {
(x, y) ∈ R

n × R: x ∈ M1(y) ∩ M2(y)
}
,

M1 + M2 = {
(x, y) ∈ R

n × R: x ∈ M1(y) + M2(y)
}
.

Denote two linear integral manifolds of system (3) by

Jγ =
{
(x, y) ∈ R

n × R: sup
t�0

e−γ t
∥∥ϕ(t;x, y)

∥∥< ∞
}
,

Uγ =
{
(x, y) ∈ R

n × R: sup
t�0

e−γ t
∥∥ϕ(t;x, y)

∥∥< ∞
}
,

then the dichotomy spectrum can be characterized as follows. The proof is in [5,6].

Theorem 2. Assume A(t) is continuous and bounded on R, then the dichotomy spectrum ΣA of
system (3) is the disjoint union of p closed intervals (called spectrum intervals) where 0 < p � n,
i.e.

ΣA = [a1, b1] ∪ [a2, b2] ∪ · · · ∪ [ap, bp],
where a1 � b1 < a2 � b2 < · · · < ap � bp. Let b0 = −∞ and ap+1 = ∞, choose γi ∈ ρ(A) with
bi < γi < ai+1 for i = 0,1, . . . , p. Then for every i = 1, . . . , p the intersection Mi = Uγi−1 ∩ Jγi

is a linear integral manifold with dim Mi > 1. The linear integral manifolds Mi , i = 1, . . . , p,
are called spectral manifolds and they are independent of the choice of γi . Moreover,

M1 ⊕ · · · ⊕ Mp = R
n × R (Whitney sum),

i.e., Mi ∩ Mj = {0} × R for i �= j and M1 + · · · + Mp = R
n × R.

Similar to the block diagonalization of a constant matrix, system (3) can also be changed
into the block diagonal form w.r.t. the spectral intervals by an LP transformation. The following
theorem is stated and proved in [5,7].

Theorem 3. Assume A(t) is continuous and bounded on R, then there exists an LP transforma-
tion x = S(t)y which turns system (3) into

ẏ = B(t)y,

where B: R → R
n×n is in block diagonal form

B(t) = diag
{
B1(t), . . . ,Bp(t)

}
(4)

and each block Bi : R → R
ni×ni corresponds to a spectral interval [ai, bi] for i = 1, . . . , p.
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Indeed, spectral intervals lead to the block diagonalization of the corresponding linear homo-
geneous equation, but the inverse is not true because the dichotomy spectrum of each block may
contain more than one spectral interval and the intervals of blocks may overlap each other. So
we say that p intervals

⋃p

i=1[ai, bi], which may overlap, are the spectrum estimation of system
(3) if there exists an LP transformation which turns it into a block diagonal system and [ai, bi]
just contains the dichotomy spectrum of the ith block. Here, the word ‘just’ means that if J is
the spectrum dichotomy of the ith block then J ⊂ [ai, bi], J �⊂ [ai + ε, bi] and J �⊂ [ai, bi − ε]
for 0 < ε 
 1.

Denote by V1, . . . , Vk the finite-dimensional real vector spaces of dimensions dimVi = ni

for i = 1, . . . , k. Then let V = V1 ⊗ · · · ⊗ Vk be their tensor product, a vector space of dimen-
sion n = n1n2 . . . nk , which is defined to be the vector space L(V ∗

1 × · · · × V ∗
k ,R) of k-linear

forms on V ∗
1 × · · · × V ∗

k . When we restrict our attention to the case k = 2, the matrix version of
Φ1(t)⊗Φ2(t) in R

n1 ⊗ R
n2 ∼= R

n1n2 is called Kronecker product. However, since the Kronecker
product cannot maintain block diagonal structures, then we need to find another way to obtain the
spectrum estimation of the operator Φ1(t) ⊗ Φ2(t) and the following proposition is an extension
of Theorem 5.4.2 in [3].

Proposition 4. Assume Ai(t) : R → R
ni×ni is continuous and bounded on R. Let Φi(t) be the

fundamental matrix of system ẋ = Ai(t)x with the corresponding spectrum estimation ΣAi
=⋃pi

j=1[a(i)
j , b

(i)
j ] for i = 1,2. Then

(i) the fundamental matrix Φ1(t) ⊗ Φ2(t) is generated by the non-autonomous linear system

ẋ = (
A1(t) ⊗ I2 + I1 ⊗ A2(t)

)
x, x ∈ R

n1 ⊗ R
n2, (5)

(ii) the spectrum estimation of system (5) is

Σ =
⋃
i,j

[
a

(1)
i + a

(2)
j , b

(1)
i + b

(2)
j

]
.

Proof. (i) Since Φ̇i(t) = Ai(t)Φi(t), then

d

dt

(
Φ1(t) ⊗ Φ2(t)

)= A1(t)Φ1(t) ⊗ Φ2(t) + Φ1(t) ⊗ A2(t)Φ2(t)

= (
A1(t) ⊗ I2 + I1 ⊗ A2(t)

)(
Φ1(t) ⊗ Φ2(t)

)
.

(ii) Without loss of generality, we can assume Φi(t) = diag{Φi,1, . . . ,Φi,pi
} is in the block

diagonal form, because LP transformations cannot affect spectrum estimations. Consequently, it
naturally implies the Φi(t) invariant splitting of space R

ni , i.e.

R
ni = V i

1 ⊗ · · · ⊗ V i
pi

.

Let P i
j be the projection from R

ni to V i
j for j = 1, . . . , pi and i = 1,2, then we have that

P i
j Φi(t)P

i
k =

{
0, j �= k,
Φi,j , j = k.
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Therefore, it is trivial that

(
P 1

j1
⊗ P 2

j2

)(
Φ1(t) ⊗ Φ2(t)

)(
P 1

k1
⊗ P 2

k2

)
= (

P 1
j1

Φ1(t)P
1
k1

)⊗ (
P 2

j2
Φ2(t)P

2
k2

)
=
{

Φ1,j1 ⊗ Φ2,j2 , j1 = k1, j2 = k2,

0, other cases.

That is to say, the corresponding matrix representation of operator Φ1(t) ⊗ Φ2(t) is in block
diagonal form.

Next we give the spectrum estimation of the operator Φ1 ⊗ Φ2 on each invariant linear sub-
space V 1

j ⊗ V 2
l . When t � s, for j = 1, . . . , p1, l = 1, . . . , p2 we have

∥∥(Φ1(t) ⊗ Φ2(t)
)(

Φ1(s) ⊗ Φ2(s)
)−1

(μ ⊗ ν)
∥∥

= ∥∥Φ1(t)Φ
−1
1 (s)μ

∥∥
1 · ∥∥Φ2(t)Φ

−1
2 (s)ν

∥∥
2

� K1e
α

(1)
j (t−s)‖μ‖1 · K2e

α
(2)
l (t−s)‖ν‖2

= K1K2e
(α

(1)
j +α

(2)
l )(t−s)‖μ ⊗ ν‖,

where μ ∈ V 1
j , ν ∈ V 2

l and a
(i)
j < α

(i)
j < a

(i)
j + ε for i = 1,2. Similar inequality can be got when

t < s. Let ε → 0, that completes the proof. �
Let xτ = x

τ1
1 x

τ2
2 . . . x

τn
n be the scalar monomial in n variables of degree |τ | = k, then

Hk,n(R
n) = {f = ∑

|τ |=k xτ fτ : fτ ∈ R
n} is the vector space of homogeneous polynomials of

degree k in n variables with values in R
n. Clearly, we have that

d = dimHk,n

(
R

1)= (k + n − 1)!
k!(n − 1)! , D = dimHk,n

(
R

n
)= nd.

A basis F = {u1, . . . , un} in Rn and the basis {xτ }|τ |=k of Hk,n(R
1) ∼= Rd give a basis xτF =

{xτui}i=1,...,n
|τ |=k in Hk,n(R

n), while

Hk,n

(
R

n
) � f =

∑
|τ |=k

n∑
i=1

fi,τ x
τ ui

∼= KF (f ) = KF (fτ )|τ |=k = fi,τ ∈ R
D

(column vectors, ordered lexicographically) identifies Hk,n(R
n) with R

D , where KF is the map-
ping which assigns F coordinates to an element of R

D . Thus, we can define an inner product in
Hk,n(R

n) which reduces Hk,n(R
n) = Hk,n(R

1) ⊗ R
n ∼= R

d ⊗ R
n. Define a d × d matrix N(A)k

by

N(A)k = (
N(k)

τς (A)
)
, (Ax)τ =

∑
σ =k

N(k)
ςτ (A)xς .
ς
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In particular, the blocks of N(A)k depend nonlinearly on the entries of blocks in A. Here Proposi-
tion 5, whose result (ii) can provide the sharp norm estimation, is a strong version of Lemma 8.1.2
in [3].

Proposition 5. Let A(t) : R → R
n×n and k � 2, then the following statements hold:

(i) N(I2)k = I1, N(AB)k = N(B)kN(A)k , hence N(A−1)k = N(A)−1
k .

(ii) If A(t) is bounded on R and in a block diagonal form with blocks Ai : R → R
ni×ni for

i = 1, . . . , p, then there exists a permutation matrix P independent of t in R
d×d which makes

N(A)k : R → R
d×d similar to a matrix in the block diagonal form with blocks Λτ : R →

Rqτ ×qτ , where τ = (τ1, . . . , τp) runs though the set

N
p
k = {

τ = (τ1, . . . , τp) ∈ Z
p
+: |τ | = k

}
and qτ =∏p

i=1
(τi+ni−1)!
τi !(ni−1)! . Furthermore, we have

∥∥Λτ (t)
∥∥� C

p∏
i=1

‖Ai‖τi , τ ∈ N
p
k .

Here ‖ · ‖ denotes the corresponding matrix norm reduced by the vector norm and the con-
stant C only depends on n, k and ‖ · ‖.

Proof. (i) By the definition of N(AB)k ,

(
(AB)x

)τ =
∑
|ς |=k

Nςτ (AB)xς =
∑
|ρ|=k

∑
|μ|=k

Nρτ (A)Nμρ(B)xμ.

Equating coefficients gives

Nτς (AB) =
∑
|ρ|=k

Nτρ(B)Nρς (A).

(ii) The whole proof consists of three parts.
First of all, we define a partial order of N

n
k , which corresponds to the diagonal form of A(t).

Notice that (n1, . . . , np) ∈ Z
p
+, then set s = (s0, s1, . . . , sp), where s0 = 1, sp = n and sj =∑j

i=1 ni for j = 1, . . . , p. Thus a multi-valued index map Θ can be defined as follows

Θ: N
n
k → N

p
k ,

ν �→ τ, (6)

where |τ | = |ν| = k and τi =∑si
j=si−1

νj for i = 1, . . . , p. Consequently, the map Θ naturally

reduces a total order of N
p
k to the partial order of N

n
k such that ν ≺ ν̃ if τ = Θ(ν) ≺ τ̃ = Θ(ν̃).

And we fix the set N
p
k a total order (lexicographical order), defined as if τl > τ̃l then τ � τ̃ , where

l = min{i: |τi − τ̃i | �= 0}.
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Second, we prove that N(A)k is of the block diagonal form under the above partial order of
{xν}|ν|=k .

Regard N(A)k as an operator depending on t on the space Hk,n(R
1). For a fixed τ =

(τ1, . . . , τp) ∈ N
p
k , define the index set Ω(τ) = {ν ∈ N

n
k : Θ(ν) = τ }, then �Ω(τ) = qτ and

Eτ = span{xν}ν∈Ω(τ) is a linear subspace of Hk,n(R
1). Moreover, for any fixed ν ∈ Ω(τ) we

have that (Ax)ν =∏p

i=1(Ai x̂i)
ν̂i , where x̂i = (xsi−1, . . . , xsi−1), ν̂i = (νsi−1 , . . . , νsi−1) ∈ Z

ni+ for
i = 1, . . . , p, and τ = (|ν̂1|, . . . , |ν̂p|). Note that (Ai x̂i)

ν̂i is a homogeneous polynomial of the
degree τi = |ν̂i | in variables x̂i . So (Ax)ν can be represented by vectors in Eτ . Namely, Eτ is
N(A)k invariant, i.e. N(A)k is in the block diagonal form.

At last, we estimate the norm of each block of N(A)k .
Since any matrix norms deduced by the vector norm are equivalent, it is convenient to choose

the matrix norm as ‖A‖ = max |ai,j |. For any ν and μ ∈ Eτ , next we estimate the coefficient

qμ,ν of the monomial xμ of the polynomial (Ax)ν =∏p

i=1(Ai x̂i)
ν̂i . Obviously, the factor x̂

μ̂i

i is
only generated by the polynomial (Ai x̂i)

ν̂i such that its coefficient |qi
μ̂i ,ν̂i

| � (ni)
τi ‖Ai‖τi . Thus,

it follows

|qμ,ν | =
p∏

i=1

∣∣qi
μ̂i ,ν̂i

∣∣� nk

p∏
i=1

‖Ai‖τi ,

which means

∥∥Λτ (t)
∥∥= max

Θ(ν)=Θ(μ)=τ
|qμ,ν | � nk

p∏
i=1

‖Ai‖τi .

This completes the proof. �
Remark. Set ej be the unit vector with the j th component 1. If A(t) is in the block diagonal
form w.r.t. the spectral intervals in system (2), then the vector-valued monomial xνej is called
resonant monomial if τ and l satisfy the condition 0 ∈ [al −∑p

i=1 τibi, bl −∑p

i=1 τiai], where
el = Θ(ej ), τ = Θ(ν) and the definition of Θ is given by (6). This definition accords with
Siegmund’s for non-autonomous systems in [5].

Let T (A)k be the matrix describing the linear mapping on Hk,n(R
1) given by

h =
∑
|τ |=k

hτ x
τ �→

∑
|τ |=k

n∑
j,l=1

hτ

∂(xτ )

∂xj

ajlxl =: T (A)k(h),

and denote by Φ−T (A)k the principle matrix solution of linear equation ẋ = −T (A)k(t)x. In
particular, there is a close connection between operators N(·)k and T (·)k . In Proposition 8.3.4
of [3], Arnold discovered it for random dynamic systems. Here we modify that proposition for
the case of ordinary differential equations.

Proposition 6. Let A(t) : R → R
n×n and k � 2, then we have that

N
(
ΦA(t)

)−1
k

= Φ−T (A)k (t).
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Proof. We have that

d

dt
h
(
ΦA(t)x

)= Dh
(
ΦA(t)x

) d

dt

(
ΦA(t)x

)
= Dh

(
ΦA(t)x

)(
A(t)ΦA(t)x

)
= Dh(y)A(t)y|y=ΦA(t)x .

The matrix version of this states that

d

dt
N
(
ΦA(t)

)
k
= N

(
ΦA(t)

)
k
T (A)k(t),

which is equivalent to

d

dt

(
N
(
ΦA(t)

)−1
k

)= −T (A)k(t)
(
N
(
ΦA(t)

)−1
k

)
,

i.e., N(ΦA(t))−1
k = Φ−T (A)k (t). �

The following is a strong version Gronwall type integral inequality, which is from a result of
Sardarly (1965) and the proof can be found in [8].

Lemma 7. Let u(t), a(t), b(t) and q(t) be continuous functions in J = [α,β], let c(t, s) be a
continuous function for a � s � t � β , let b(t) and q(t) be nonnegative in J and suppose

u(t) � a(t) +
t∫

α

(
q(t)b(s)u(s) + c(t, s)

)
ds, t ∈ J.

Then for t ∈ J

u(t) � a(t) +
t∫

α

c(t, s) ds + q(t)

t∫
α

b(s)

(
a(s) +

s∫
α

c(s, τ ) dτ

)
e(
∫ t
s b(τ )q(τ) dτ) ds.

Let f (x, t) ∈ C(D × R,R
n), where D is an open set in R

n (more generally, a separable
Banach space). f (x, t) is said to be almost periodic (a.p.) in t uniformly for x ∈ D, if for any
ε > 0 and any compact set S in D, there exists a positive number l(ε, S), such that any interval
of length l(ε, S) contains a τ for which∥∥f (x, t + τ) − f (x, t)

∥∥� ε

for all t ∈ R and all x ∈ S. The following lemma illustrates the connection between an E.D. and
the unique bounded solution. See [9] for more details.

Lemma 8. Consider the following inhomogeneous system

ẋ = A(t)x + f (t), (7)
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where A(t) and f (t) are continuous and uniformly bounded on R. Assume that the correspond-
ing homogeneous system ẋ = A(t)x has an E.D. on R, then Eq. (7) has a unique bounded
solution ψ . In addition, if A(t) and f (t) are almost periodic on R, so is the unique solution
ψ and m(ψ) ⊂ m(A,f ).

3. Finite order normal forms

In this part we mainly deal with the formal normal forms of system (2) w.r.t. its dichotomy
spectrum. The main result is Proposition 9, whose proof greatly relies on Lemma 10.

As usual Jetkx=0F(x, t) denotes the Taylor expansion of the function F w.r.t. the variable x at
x = 0 of order k.

Proposition 9. Assume the dichotomy spectrum of system (3) to be ΣA = [a1, b1]∪ · · ·∪[ap, bp],
where a1 � b1 < · · · < ap � bp .

(i) Non-resonant case. If the dichotomy spectrum is kth non-resonant, i.e.,

0 /∈
[

p∑
i=1

aimi − aj ,

p∑
i=1

bimi − bj

]
, k =

p∑
i=1

mi � 2,

then system (2) is locally analytically equivalent to the system

ẋ = Jetk−1
x=0 F(x, t) + O

(‖x‖k+1).
(ii) Resonant case. If A(t) is block diagonal w.r.t. the spectral interval [ai, bi] for i = 1, . . . , p,

i.e. A(t) = diag{A1(t), . . . ,Ap(t)}, where each block Ai : R → R
ni×ni corresponds to a

spectral interval [ai, bi] for i = 1, . . . , p, then system (2) is locally analytically equivalent
to the system

ẋ = Jetk−1
x=0 F(x, t) + gk(x, t) + O

(‖x‖k+1), (8)

where gk is a polynomial w.r.t. x of the degree k, which consists resonant monomials only.
(iii) Almost periodic case. In addition if F is almost periodic in the variable t in Eq. (2), then so

are the transformation and the changed system in results (i) and (ii).

Lemma 10. Assume non-autonomous linear system ẋ = A(t)x with A(t) continuous and
bounded on R has a dichotomy spectrum

⋃p

i=1[ai, bi], where a1 � b1 < · · · < ap � bp , let
Hk,n(R

n) be the space of n-dimensional vector-valued homogeneous polynomials of n variables
of degree k � 2 as before, and define a t-depending linear operator LA

k (t) on Hk,n(R
n) as fol-

lows

LA
k :h(x) �→ A(t)h(x) − ∂h(x)

A(t)x, (9)

∂x
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then the non-autonomous linear system ẋ = LA
k (t)x has the spectrum estimation

⋃
τ∈N

p
k

⋃
j=1,...,p

[
aj −

p∑
i=1

τibi, bj −
p∑

i=1

τiai

]
.

Proof. Together with the space decomposition Hk,n(R
n) = Hk,n(R

1)⊗R
n, the matrix represen-

tation of LA
k is

LA
k (t) = I1 ⊗ A − T (A)k ⊗ I2,

where I1 and I2 are identity matrices in Hk,n(R
1) and R

n. See [2,3] for more details. By Proposi-
tions 6 and 4 we have that ΦLA

k
= Φ−T (A)k ⊗ΦA = N(ΦA)−1

k ⊗ΦA. Consequently, by Theorem 3
we can rewrite ΦLA

k
in another form

ΦLA
k

= N(ΦA)−1
k ⊗ ΦA = N(SΨ )−1

k ⊗ (SΨ ) = (
N(S)−1

k ⊗ S
) · (N(Ψ )−1

k ⊗ Ψ
)
,

where x = S(t)y is the LP transformation, Ψ is in the block diagonal form with blocks Ψi for
i = 1, . . . , p and for each block it admits

∥∥Ψi(t)Ψ
−1
i (s)

∥∥� Keβi(t−s), t � s,∥∥Ψi(t)Ψ
−1
i (s)

∥∥� Keαi(t−s), t � s.

Here ε, a positive number, can be chosen arbitrary small and bi < βi < bi + ε, ai − ε < αi < ai

for i = 1, . . . , p. However, notice that the fact

(
N
(
Ψ (t)

)−1
k

) · (N(Ψ (s)
)−1
k

)−1 = N
(
Ψ (s)Ψ −1(t)

)
k
,

and, by Proposition 5, N(Ψ (s)Ψ −1(t))k is similar to a block diagonal matrix, whose block
{Λτ }τ∈N

p
k

has a norm control as follows

‖Λτ‖ � K ′e−∑ τiαi (t−s), t � s,

‖Λτ‖ � K ′e−∑ τiβi (t−s), t � s.

Therefore, let ε → 0 and the spectrum estimation of N(Ψ )−1
k is

⋃
τ∈N

p
k

[
−

p∑
i=1

τiβi,−
p∑

i=1

τiαi

]
,

which completes the proof because of Proposition 4. �
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Proof of Proposition 9. If the system ẋ = A(t)x + f (x, t) can be changed into the system
ẏ = A(t)y + g(y, t), then the coordinate substitution x = y + h(y, t) satisfies equation

∂h

∂t
= A(t)h(y, t) − ∂h

∂y
A(t)y + f (y + h, t) − g(y, t) − ∂h

∂y
g. (10)

Expanding h, f and g in the form of Taylor series w.r.t. the variable y, we have that

h(y, t) =
∞∑

|ν|�2

hν(t)y
ν, g(y, t) =

∞∑
|ν|�2

gν(t)y
ν, f (x, t) =

∞∑
|ν|�2

fν(t)x
ν,

where hν , gν and fν are all bounded vector-valued functions from R to R
n by the Cauchy esti-

mation for ρ′ < ρ.
By comparing the monomials of degree k with respect to the variable y in the equality (10),

we can obtain

dhk(t)

dt
= LA

k (t)hk(t) + Tk(t) − gk(t), (11)

where LA
k (t) is given by (9), hk and gk are both vector-valued functions from R to Hk,n(R

n) and
Tk is the vector coefficient of Taylor expansion of the function

f

(
y +

k−1∑
|ν|=2

hν(t)y
ν

)

w.r.t. the variable y of degree k, which is known already.
Now we seek bounded solutions hk of system (11) for the convenient function gk . If the

dichotomy spectrum is kth non-resonant, then by Lemma 10 the linear part system

dhk(t)

dt
= LA

k (t)hk(t)

admits an exponential dichotomy. By Lemma 8 for any bounded function gk Eq. (11) has a
unique bounded solution. It is convenient to choose gk = 0. That completes the proof of (i).

If A(t) is block diagonal w.r.t. the spectral interval [ai, bi] for i = 1, . . . , p, then by Propo-
sitions 5, 4 and Lemma 10 the vector-valued function (Tν − gν)ej corresponds to the diagonal
block of LA

k (t) with dichotomy spectrum estimation [al − ∑p

i=1 τibi, bl − ∑p

i=1 τiai], where
el = Θ(ej ), τ = Θ(ν). Moreover, still by Lemma 10 we know that LA

k (t) is similar to the matrix
as follows ⎛

⎝M+(t)

M−(t)

M0(t)

⎞
⎠ ,

where M+(t) consists of blocks with dichotomy spectrum estimation al −∑
τibi > 0, M−(t)

consists of blocks with spectrum estimation bl −∑
τiai < 0 and the others are in M0(t). Now

let hk(t) = (h+, h−, h0), Tk(t) = (T+, T−, T0), gk(t) = (g+, g−, g0) and the principle matrix
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solution Φ(t) = (Φ+,Φ−,Φ0) corresponding to the decomposition of the operator LA
k (t). For

the first two parts, let g+ = g− = 0, we have the unique bounded solutions

h+ = −Φ+(t)

∞∫
t

Φ−1+ (s)T+(s) ds

and

h− = Φ−(t)

t∫
−∞

Φ−1− (s)T−(s) ds.

And for the third one, we can simply set h0 = 0, which follows g0 = T0. Therefore the solution
hk = (h+, h−, h0) is bounded on R. That completes the proof of statement (ii).

At last we note that if F is almost periodic in t uniformly w.r.t. the variable x, so are the
functions Tk , gk and by Lemma 8 the unique bounded solution hk . That completes the proof of
statement (iii). �
Remark. Set F be the set of formal Taylor expansions with bounded functional coefficients,
namely,

F =
{

f : f =
∞∑

|ν|=2

fν(t)x
ν,
∣∣fν(t)

∣∣� Mν < ∞, ν ∈ Z
n+

}
.

Then the non-autonomous system ẋ = A(t)x + f (x, t) is said to be formally equivalent to
the system ẏ = B(t)y + g(y, t) if there exists a coordinate substitution x = P(t)y + h(x, t)

which transforms one system to the other, where P(t) is an LP transformation and f , g, h ∈ F .
Therefore, Proposition 9 is also valid provided we use ‘formally equivalent’ instead of ‘locally
analytically equivalent,’ which covers the work of [5] using a new method. In addition, we briefly
introduce the result of Siegmund on normalization of jets in [5] as follows.

Normal Form Theorem (Siegmund). Assume that A(t) has bounded growth and F(x, t) is
a Ck Carathéodory function for some k � 2 in system (2). Therefore the dichotomy spectrum
consists of p, 1 � p � n, compact intervals ΣA = [a1, b1] ∪ · · · ∪ [ap, bp], where a1 � b1 <

· · · < ap � bp . Then system (2) is locally Ck equivalent to a differential equation

ẋ = G(x, t) = Ã(t)x + f̃ (x, t),

where G(x, t) is a Ck Carathéodory function and f̃ = O(‖x‖2) as x → 0 contains resonant
monomials only for the order from 2 to k w.r.t. x.

4. Analytic normal forms

The main technique in the proof of Theorem 1 is the so-called homotopy method, which
reduces the problem of equivalence of families of autonomous vector fields to that of solubility
of a system of first-order linear partial differential equations. In general this method is frequently
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applied to prove the smooth conjugacy of autonomous systems. Now we modify it for our case.
One can refer to [10] for more details.

Lemma 11. Let φs(x, y) = L(x, y) + sR(x, y) be analytic in Oρ × R and s ∈ [0,1]. If there
exists a function r(x, y, s) such that

(i) r(x, y, s) is analytic in Oρ′ × R × [0,1] for some ρ′ < ρ and satisfies ‖r(x, y, s)‖ =
O(‖x‖2) as x → 0,

(ii) r(x, y, s) satisfies the following equation

∂φs

∂x
r − ∂r

∂x
φs − ∂r

∂y
= −R, (12)

then system dx
dy

= φ1(x, y) is locally analytically equivalent to system dx
dy

= φ0(x, y).

Proof. We introduce two vector fields V (x, y, s) = (r(x, y, s),0,1) and ψ(x, y, s) = (φs(x, y),

1,0), which defined on R
n × R × R. Using (12), we obtain that

[ψ,V ] = 0, (13)

where the Lie bracket [·,·] is w.r.t. variables (x, y, s). Denote by gt· the local flow generated by
the vector fields ·, then from (13) we have that

ga
ψ ◦ gb

V = gb
V ◦ ga

ψ, (14)

where 0 < a,b 
 1. By condition (i) g1
V is well defined. Write g1

V (x, y,0) = (h(x, y), y,1) and
take the derivative w.r.t. a at a = 0 in both sides of equality (14), we obtain that

dga
ψ ◦ g1

V

da

∣∣∣∣
a=0

(x, y,0) = ψ
(
h(x, y), y,1

)= (
φ1
(
h(x, y), y

)
,1,0

)T
and

g1
V ◦ ga

ψ

da

∣∣∣∣
a=0

(x, y,0) = Dg1
V (x, y,0)

(
φ0(x, y),1,0

)T
= (

∂xh(x, y)φ0(x, y) + ∂yh(x, y),1,0
)T

,

which yields

φ1
(
h(x, y), y

)= ∂xh(x, y)φ0(x, y) + ∂yh(x, y).

This completes the proof. �
For simplicity of notations, we set (f∗R)(x) = (Df R) ◦ f −1(x). Then we have a formal

solution of (12).



H. Wu, W. Li / J. Differential Equations 245 (2008) 2958–2978 2973
Lemma 12. Eq. (12) has a formal solution

h(x, y, s) = −
∞∫

0

D−1
x Gs(t;x, y) · R(Gs(t;x, y), t + y

)
dt, (15)

where Gs(t;x, y) is the solution of the non-autonomous system

dx

dt
= φs(x, t + y), (16)

with the initial condition Gs(0;x, y) = x.

Proof. Set ṽs = (φs(x, y),1), h̃ = (r,0) and R̃ = (R,0). Together with (12), formula (13) is
equivalent to the homological equation

[h̃, ṽs] = R̃, (17)

where [·,·] is the Lie bracket taken w.r.t. (x, y) and s is the parameter. The trajectories of the field
ṽs is defined by gt (x, y) and it has the form gt (x, y) = (Gs(t;x, y), t +y). Denote by Xs(t;x, y)

the matrix solution of the field ṽ, i.e.,

Xs(t;x, y) = ∂gt (x, y)

∂(x, y)

=
(

DxGs(t;x, y) ∗
0 1

)
.

Then we claim that the homological equation (17) has a formal solution

h̃(x, y) = −
∞∫

0

X−1
s (t;x, y)R̃

(
gt (x, y)

)
dt.

To prove the claim, we set h̃τ = (gτ (x, y))∗h̃, which implies

h̃τ = Xs

(
τ ;gτ (x, y)

)
h̃
(
g−τ (x, y)

)

= −
∞∫

0

X−1
s (−τ ;x, y)X−1

s

(
t;g−τ (x, y)

)
R̃
(
g−τ+t (x, y)

)
dt

= −
∞∫

0

X−1
s (t − τ ;x, y)R̃

(
gt (x, y)

)
dt

= −
∞∫

X−1
s (t;x, y)R̃

(
gt (x, y)

)
dt.
0
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Thus, we obtain that

[ṽs , h̃] = dh̃τ

dτ

∣∣∣∣
τ=0

= −X−1
s (0;x, y)R̃

(
g0(x, y)

)= −R̃(x, y).

This proves the claim.
Finally it is easy to verify that

h̃(x, y, s) = −
∞∫

0

X−1
s (t;x, y) · R̃(gt (x, y)

)
dt

=
(− ∫∞

0 D−1
x Gs(t;x, y) · R(Gs(t;x, y), t + y)dt

0

)
.

By comparing the first component of h̃, this completes the proof. �
The next is the main theorem of this part, which is an extension of Poincaré–Dulac Theorem

for autonomous systems.

Theorem 13. Consider the non-autonomous differential equations

ẋ = F(x, t) = A(t)x + f (x, t), (18)

where F(x, t) is analytic in Oρ × R, A(t) is uniformly bounded on R and f = O(‖x‖2) as
x → 0. Set the dichotomy spectrum of the corresponding homogeneous equation ẋ = A(t)x be
ΣA = [a1, b1] ∪ · · · ∪ [ap, bp], where a1 � b1 < · · · < ap � bp . If a1bp > 0, then Eq. (18) is
locally analytically equivalent to

ẋ = JetN−1
x=0 F(x, t),

where N is no greater than max{a1/bp, bp/a1}. In addition, if F is almost periodic in the vari-
able t , then so are the transformation and the changed equation.

The key of the proof is to show the formal solution given by (15) is analytic in Oρ′ ×R×[0,1]
for some ρ′ < ρ and almost periodic in y.

Proof of Theorem 13. Without loss of generality, we assume bp < 0. Since Oρ × [−K,K] ⊆
C

n+1 is compact for any fixed K , we denote the domain

Uδ(K) = {
(x, y) ∈ C

n+1
∣∣ |x| � δ, |Rey| � K + δ, |Imy| � δ

}
,

which is contained in the domain where F(x, t) is analytic. As usual Re and Im denote the real
and imaginary part of a complex, respectively. Set MK,δ = supUδ(K) ‖F(x, t)‖ and N > a1/bp .
Notice that MK,δ � M < ∞.
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By Cauchy’s integral representation

∂τ
x f (x, t) := ∂ |τ |f (x1, . . . , xn, t)

∂x
τ1
1 · · · ∂x

τn
n

= τ !
(2π

√−1)n

∫
γ

f (z, t) dz

(z − x)τ+e
,

where e = (1, . . . ,1) ∈ Z
n+ and γ = {z: |zi | = δ − ε, i = 1, . . . , n} for 0 < ε 
 1, then ∂τ

x f (x, t)

and ∂τ
x f (0, t) are both analytic in Uδ−ε(K) for all τ ∈ Z

n+, and so are the following functions

P(x, t) =
N−1∑
|τ |=2

∂τ
x f (0, t)

τ ! xτ , R(x, t) = f (x, t) − P(x, t).

Let F̃ (x, t, s) = P(x, t) + sR(x, t) for s ∈ D2 = {z ∈ C | |z| � 2}, then we obtain that

sup
Uμ(K)×D2

∥∥DxF̃ (x, t, s)
∥∥= δ1 � CMK,δ

δ
μ, μ � δ/3,

and

∥∥R(x, t)
∥∥� CMK,δN

nN !
δN

‖x‖N, (x, t) ∈ Uμ(K),

where C is a constant depending only on n and DxF(x, t) is the Jacobi matrix of F w.r.t. the
variable x.

Now let L(x, y) = A(y)x + P(x, y). Using Lemmas 11 and 12 next we will show that the
formal solution given by (15) is analytic in Uμ(K) × D2 for any fixed K .

First, we give the estimation of Gs(t;x, y), which is the solution of Eq. (16). By variation
formula we obtain that

Gs(t;x, y) = Φ(t + y, y)x +
t∫

0

Φ(t + y, v + y)F
(
Gs(v;x, y), v + y

)
dv,

where Φ(t, s) = Φ(t)Φ−1(s). Notice that |Rey| � K + μ and |Imy| � μ, then for 0 � v � t we
have that

∥∥Φ(t + y, v + y)
∥∥= ∥∥Φ(t + y)Φ−1(v + y)

∥∥
= ∥∥Φ(t + y, t + Rey)Φ(t + Rey, v + Rey)Φ(v + Rey, v + y)

∥∥
� e2δMK,δ

∥∥Φ(t + Rey, v + Rey)
∥∥� Keβp(t−v),

where bp < βp < bp + ε. Thus it leads to the inequality

∥∥Gs(t;x, y)
∥∥� Keβpt + Kδ1

t∫
eβp(t−v)

∥∥Gs(v;x, y)
∥∥dv.
0
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Consequently, by Lemma 7, the Gronwall type inequality, we have ‖Gs(t;x, y)‖ � Ke(βp+Kδ1)t

for (x, y) ∈ Uδ(K) and s ∈ D2. This inequality also implies that the formal solution h given by
(15) is well defined for t ∈ [0,∞].

Then, we provide the proof of analyticity of h(x, y, s).
Naturally, for t ∈ [0,∞) we have that

∥∥R(Gs(t;x, y), y + t
)∥∥� CMK,δN

nN !
δN

e(βp+Kδ1)Nt , ∀(x, y) ∈ Uμ(K), s ∈ D2.

Moreover D−1
x Gs(t;x, y) satisfies the matrix differential equation

d

dt
D−1

x Gs(t;x, y) = −D−1
x Gs(t;x, y)

(
A(t + y) + DxF

(
Gs(t;x, y), t + y

))
,

which can also be written as a matrix integral equation

D−1
x Gs(t;x, y) = Φ(y, t + y)

−
t∫

0

D−1
x Gs(v;x, y)DxF

(
Gs(v;x, y), v + y

)
Φ(v + y, t + y)dv.

It follows by Lemma 7 again that ‖D−1
x Gs(t;x, y)‖ � Ke(−α1+Kδ1)t for (x, y) ∈ Uδ(K) and

s ∈ D2, where a1 −ε < α1 < a1. Let α = α1 −Kδ1 and β = βp +Kδ1, by choosing ε and δ small
enough, we can make −α + βN < 0, which means the integral representation of the function
h(x, y, s) converges uniformly in the domain (x, y) ∈ Uμ(K) and s ∈ D2 for any fixed K . Since
all the above norm estimations are independent of K , therefore h(x, y, s) is analytic in Oμ ×
R × [0,1] for μ < ρ.

In addition if F(x, t) is a.p. in t , then so are functions R(x, y) and Gs(t;x, y) in y. Since we
have shown that the formal solution h given in (15) converges uniformly in the domain (x, y) ∈
Uμ(K) and s ∈ D2 for any fixed K , then h(x, y, s) is almost periodic in y. This completes the
whole proof. �
5. Proof of main theorem and applications

In this part the main theorem is proved. Moreover, as applications we provided two examples,
one is a quasi-periodic system, whose spectrum bundles of its linear part are all 1-dimension, and
the other is a λ-shift system.

Proof of Theorem 1. The proof of statement (i) is from Theorem 13 straightforwardly. While
by Proposition 9(i) and under the condition of statement (ii), system (3) is locally analytically
equivalent to

ẋ = A(t)x + O
(‖x‖N

)
, (19)

where N > max{a1/bp, bp/a1}. Then by Theorem 13 system (19) is locally analytically equiv-
alent to ẋ = A(t)x. This completes the proof of statement (ii). The arguments for the proof of
statement (iii) are similar. At last, Proposition 9(iii) and Theorem 13 imply statement (iv). This
completes the proof. �
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Applications

In [7] Johnson and Sell study the reducibility of linear quasi-periodic system

dx

dt
= A(t)x = Ã(θ0 + ωt)x, (20)

where Ã(θ) :T k → R
n×n is continuous, θ0 is fixed and ω ∈ R

k is rationally independent. They
show that if ω satisfies the non-resonant condition and system (20) has full spectrum and suf-
ficient smoothness, then there exists a quasi-periodic LP transformation changes system (20)
into

dy

dt
= B(t)y, (21)

where B(t) = B is a constant. However, in order to consider the linear stability instead we now
restrict our attention to the quasi-periodic system

dx

dt
= F(x, t) = A(t)x + f (x, t), (22)

where F(x, t) = F̃ (x, θ0 + ωt) and f = O(‖x‖2) as x → 0.

Theorem 14. Assume that the following statements hold:

(i) (Analyticity) In system (22) the function F̃ (x, θ) is analytic in Oρ × T k .
(ii) System (20) has the dichotomy spectrum [a1, b1] ∪ · · · ∪ [an, bn], where a1 � b1 < · · · <

an � bn.
(iii) (Non-resonance) In addition for the spectrum of system (20) we have a1bn > 0 and 2a1 > bn

if a1 > 0 or 2bn < a1 if a1 < 0.

Then there exists a quasi-periodic coordinate substitution x = H(y, t) = P(t)y + h(y, t) that
changes system (22) to system (21), where B(t) = diag(b1(t), . . . , bn(t)). Furthermore, the
quasi-periodic function H(y, t) has the form

H(y, t) = H̃ (y,ω1t, . . . ,ωkt),

where P(t) is an LP transformation, H̃ (y, θ) is analytic in {0} × T k and ωi = ωi/2 for i =
1, . . . , k.

Proof. It is proved in [7] that system (20) can be changed into the diagonal form by a quasi-
periodic LP transformation x = P(t)y provided condition (ii) is satisfied. However, in addition
we have P(t) = P̃ (ω1t, . . . ,ωkt), whose frequencies are half. Finally it is followed by conditions
(i) and (iii) that we can directly apply Theorem 1 to get the result. This completes the proof. �

At last we give a one parameter vector fields to illustrate that conditions of Theorem 1 can be
naturally archived. Consider the λ-shift system of (2)

dx = (
λI + A(t)

)
x + f (x, t), (23)
dt
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where λ is a parameter. Obviously if |λ| is large enough then conditions of Theorem 1 are auto-
matically fulfilled.

Corollary 15. For any non-autonomous system of form (2) its λ-shift system given by (23) is
locally analytically equivalent to its linear part provided the parameter |λ| is sufficiently large.
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