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#### Abstract

Given a statistical model for data which take values in $\mathbf{R}^{d}$ and have elliptically distributed errors, and affine equivariant estimators $\hat{\mu}$ and $\hat{\Sigma}$ of a mean vector in $\mathbf{R}^{d} \otimes \mathbf{R}^{n}$ and a $d \times d$ scatter matrix, expressions are given for the covariances of the estimators in terms of their expectations and some unknown constants that depend on the model and the estimator. Higher order cumulants are also developed. These results place considerable constraints on the possible cumulants of $\hat{\mu}$ and $\hat{E}$, as well as those of estimators of higher order behavior such as multivariate skewness and kurtosis. These expressions are obtained using tensor methods. © 1990 Academic Press, Inc.


## 1. Introduction

The purpose of this paper is to derive properties of estimators for statistical models with elliptical errors that depend only on the equivariance of the estimators. We find that the structure of the cumulants of such estimators is highly constrained and that many terms are necessarily zero and others are necessarily identical. Similar results are known for specific models and estimators, but our results have several advantages over previous work.
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First, the results are quite general. We require of the estimator only that it is an equivariant function from the sample space to the space in which the statistic is defined. This includes linear estimators, maximum likelihood estimators, $M$-estimators, as well as the minimum covariance determinant estimator [22], the minimum volume ellipsoid estimator [21,23] and related $S$-estimators [4], and Donoho's projection estimator [6, 7]. The model is required to have i.i.d. elliptical errors, but is otherwise general. We address the examples of multivariate location and scatter and multivariate regression, but the results apply equally to other linear and nonlinear models.

Second, the method developed here applies to any equivariant function. This means that one can develop information about estimators of the third and fourth cumulants of a distribution as well as information about the mean and variance. This should often ease the problem of higher order multivariate calculations. Also one may easily derive results about higher order cumulants of estimators of the mean and covariance matrix.

Third, in many cases, the results in this paper ease the problem of comparing estimators to each other or to asymptotic behavior. Some of the covariances in the theorems depend only on a few constants which are the same for spherical errors as for elliptical errors. For example, estimators of multivariate location and scatter have covariances that depend only on three constants. The higher order behavior is determined up to only a few more. This means that a small number of simulations under spherical errors can determine the constants and thus the behavior of the estimators in a particular case.

In the next section, we develop the tensor algebra machinery required to derive the key result that characterizes orthogonal invariant tensors. Section 3 presents the basic theorems that apply generally to equivariant estimators of models with elliptical errors. Section 4 presents applications of the basic result to several important specific cases such as multivariate location and scatter and multivariate regression. Section 5 summarizes the results.

## 2. Tensors and Tensor Spaces

### 2.1. Basic Definitions

If $V$ and $W$ are vector spaces over $\mathbf{R}$, then their tensor product $V \otimes W$ is a vector space over $\mathbf{R}$ generated as a vector space by elements $v \otimes w$ ( $v \in V, w \in W$ ) subject to the bilinearity of the mapping $(v, w) \mapsto v \otimes w$. This can obviously be extended to a definition of the tensor product of any finite number of vector spaces which we represent as $V \otimes W \otimes \cdots$. In this paper, all vector spaces have finite dimension, although this is not required for the
tensor product to exist (a more precise account of tensor products may be found in [20], for example). A typical element of this space is $\sum_{i=1}^{m} v_{i} \otimes w_{i} \otimes \cdots$. If the constituent spaces have bases $\left\{e_{i}\right\},\left\{f_{j}\right\}$, etc., then the tensor product has basis $\left\{e_{i} \otimes f_{j} \otimes \cdots\right\}$. This means that a typical element is

$$
\begin{equation*}
\sum_{i . j \ldots} t^{i j \cdots} e_{i} \otimes f_{j} \otimes \cdots=t^{i j \cdots} \tag{2.1}
\end{equation*}
$$

where the right-hand side is the common index notation convention of representing a tensor by writing a typical element (see [15], for example). This convention means that a symbol like $t^{i j k}$ is ambiguously an entry in the tensor array and the entire array-the compactness of the notation is often worth the ambiguity.

To these three notations, the first drawn from the algebraic literature on tensor spaces and the last from the mathematical physics literature, we add sometimes a fourth-matrix notation-which is common in the statistical literature. If $V \cong \mathbf{R}^{c}$ and $W \cong \mathbf{R}^{d}$, then $V \otimes W$ can be identified with the space of $c \times d$ matrices by $v \otimes w \leftrightarrow v w^{\mathbf{T}}$, where $v$ and $w$ are identified with column vectors. The basis $e_{i} \otimes f_{j}$ of the tensor space is then identified with the basis $e_{i j}$ for the space of matrices consisting of matrices all of whose elements are 0 except the $(i, j)$ element, which is 1 . A typical matrix $A$ whose entries are $\left\{a^{i j}\right\}$ can be written as a tensor as $\sum a^{i j} e_{i} \otimes f_{j}$ or just $a^{i j}$. The ordinary action of a $c \times d$ matrix as a linear transformation $\mathbf{R}^{d} \mapsto \mathbf{R}^{\text {c }}$ is represented in the tensor space by extending the definition $\left(e_{i} \otimes f_{j}\right) \cdot f_{k} \equiv$ $e_{i} f_{j}^{\mathrm{T}} f_{k}=e_{i} \delta_{j k}$, where $\delta_{j k}$ is Kronecker's $\delta$, which is 1 if $j=k$ and 0 otherwise. This notation, however, fails for tensor products of more than two spaces. Thus matrix notation, which will suffice when the degree of the data is 1 or 2 , is insufficient for more complex arrays.

If $A$ is a linear transformation $V \mapsto V^{*}, B$ is a linear transformation $W \mapsto W^{*}$, etc., then $A \otimes B \otimes \cdots$ is a transformation $V \otimes W \otimes \cdots \mapsto$ $V^{*} \otimes W^{*} \otimes \cdots \quad$ by $\quad(A \otimes B \otimes \cdots)(v \otimes w \cdots)=A v \otimes B w \otimes \cdots$. Of particular interest is when all of the constituent spaces are $d$-dimensional, so that the same linear transformation can act on all the spaces. In this case, if $A: V \mapsto V$ and if $v \otimes w \otimes \cdots \in V \otimes V \otimes \cdots$, then define

$$
\begin{equation*}
(v \otimes w \otimes \cdots)^{4}=A v \otimes A w \otimes \cdots \tag{2.2}
\end{equation*}
$$

In index notation, if $s^{i j \ldots}$ is the result of the action of $A$ on $t^{i j \ldots}$, then clearly

$$
\begin{equation*}
s^{i j \cdots}=\left(\sum_{i j^{\prime} \cdots} t^{i^{\prime} j^{\prime} \cdots}\right)^{A}=\sum_{i^{\prime} j^{\prime} \cdots} t^{i^{\prime} j^{\prime} \cdots} a_{i i^{\prime}} a_{j j^{\prime}} \cdots \tag{2.3}
\end{equation*}
$$

For tensors of degree 1 (vectors), this definition corresponds to the ordinary product of a matrix and a vector. For a tensor $T=t^{i j}$ of degree 2, the matrix equivalent of (2.3) is $A T A^{\mathrm{T}}$. For tensors of higher degree, there is no equivalent matrix expression.

We will also need to extend this definition to spaces which consist of the $p$-fold tensor product $V$ of $\mathbf{R}^{d}$ with another space $W$. In this case, if $u=v \otimes w$ with $v \in V$ and $w \in W$, and if $A$ is a linear transformation on $\mathbf{R}^{d}$, then we define $u^{A}=v^{A} \otimes w$. This definition can obviously be ambiguous but the correct interpretation should usually be clear.

### 2.2. Stochastic Tensors

Let $\tilde{T}$ be a random variable taking values in a tensor product space $V \otimes W \otimes \cdots$. Then the expectation of $\tilde{T}$ is an element also of the tensor product space formed of the element-by-element expectations of the tensor array. If $\widetilde{S}$ is another stochastic tensor with values in $V^{*} \otimes W^{*} \otimes \cdots$, then the covariance $\operatorname{Cov}(\tilde{T}, \tilde{S})$ is an element of

$$
\begin{equation*}
(V \otimes W \otimes \cdots) \otimes\left(V^{*} \otimes W^{*} \otimes \cdots\right) \cong V \otimes V^{*} \otimes W \otimes W^{*} \otimes \cdots \tag{2.4}
\end{equation*}
$$

defined by

$$
\begin{equation*}
\operatorname{Cov}(\tilde{T}, \tilde{S})=E(\tilde{T} \otimes \tilde{S})-E(\tilde{T}) \otimes E(\tilde{S}) \tag{2.5}
\end{equation*}
$$

If the two random variables take values in $\mathbf{R}^{d}$, then their covariance is a tensor of degree 2, i.e., a matrix. However, if $\tilde{T}$ and $\tilde{S}$ are themselves tensors of degree 2 or higher, then the covariance is a tensor with no ready interpretation as a matrix.

Some simple examples may clarify this point. Suppose $y_{1}, y_{2}, \ldots, y_{n}$ are random vectors in $\mathbf{R}^{d}$. Then each is a stochastic tensor of degree 1 and the collection can be considered a stochastic tensor of degree 2 which takes values in $\mathbf{R}^{d} \otimes \mathbf{R}^{n}$ (i.e., consider the data as a $d \times n$ matrix). The sample mean $\hat{\mu}=n^{-1} \sum_{i=1}^{n} y_{i}$ is also a stochastic tensor of degree 1 taking values in $\mathbf{R}^{d}$, so the covariance matrix of $\hat{\mu}$ is a tensor of degree 2 taking values in $\mathbf{R}^{d} \otimes \mathbf{R}^{d}$. The sample covariance matrix $\hat{\Sigma}=n^{-1} \sum_{i=1}^{n}\left(y_{i}-\hat{\mu}\right)\left(y_{i}-\hat{\mu}\right)^{T}$ $\cong n^{-1} \sum_{i=1}^{n}\left(y_{i}-\hat{\mu}\right) \otimes\left(y_{i}-\hat{\mu}\right)$ is also a tensor of degree 2 . The covariances of the elements of $\hat{\Sigma}$ form a tensor of degree 4 taking values in $\mathbf{R}^{d} \otimes \mathbf{R}^{d} \otimes$ $\mathbf{R}^{d} \otimes \mathbf{R}^{d}$. Often this covariance tensor of $\Sigma$ is represented only laboriously by forming a vector of the nonredundant entries of $\hat{\Sigma}$. If the $y_{i}$ vectors are not independent and identically distributed (i.i.d.), then one may need the covariance of the entire sample, which is a tensor of degree 4 in $\left(\mathbf{R}^{d} \otimes \mathbf{R}^{n}\right) \otimes\left(\mathbf{R}^{d} \otimes \mathbf{R}^{n}\right) \cong\left(\mathbf{R}^{d} \otimes \mathbf{R}^{d}\right) \otimes\left(\mathbf{R}^{n} \otimes \mathbf{R}^{n}\right)$ and thus can be represented as the sum of tensor products of $d \times d$ and $n \times n$ matrices, if desired.

Other cumulants of stochastic tensors can be calculated in the same way. If $\widetilde{T}_{i} \in V_{i}$, then the $r$ th moment is

$$
\begin{equation*}
E\left(\left(_{i=1}^{r} \tilde{T}_{i}\right)\right. \tag{2.6}
\end{equation*}
$$

and the $r$ th cumulant can be calculated using the formulae in [13 or 15].

### 2.3. Orthogonal Invariant Tensors

A $d \times d$ matrix $A=a_{i j}$ is orthogonal of $A^{\mathrm{T}} A=I_{d}$, where $I_{d}$ denotes the $d \times d$ identity matrix; equivalently, $\sum_{i=1}^{d} a_{i j} a_{i k}=\delta_{j k}$. Suppose $T=t^{j \omega \cdots}$ is a tensor in the $p$-fold tensor product of $\mathbf{R}^{d}$. Then $T$ is orthogonal invariant if $T^{A}=T$, for all orthogonal transformations $A$. In index notation, this becomes

$$
\begin{equation*}
t^{i j \cdots}=\sum_{i j^{\prime} \cdots} t^{i^{\prime} j^{\prime} \cdots} a_{i i^{\prime}} a_{j j^{\prime}} \cdots \tag{2.7}
\end{equation*}
$$

Theorem 2.1 below characterizes orthogonal invariant tensors. One of the basis elements of the set of orthogonal invariant tensors of the tensor product of degree $p=2 q$ consists of the tensor $\tau_{0}$ which has coefficient 1 for the basis elements $e_{i} \otimes e_{i} \otimes e_{j} \otimes e_{j} \otimes \cdots$ of the tensor product space and coefficient 0 for all other basis elements. Other generators of the space of orthogonal invariant tensors are those tensors satisfying a permutation of this condition. A few definitions are needed to make this precise.
Any basis element $e_{i j \ldots}=e_{i} \otimes e_{j} \otimes \ldots$ of the $p$-fold tensor product of $\mathbf{R}^{d}$ induces a partition $\pi\left(e_{i j \ldots} \ldots\right.$ ) of the set of integers $\{1,2, \ldots, p\}$ by placing those integers into the same class whose corresponding indices are the same. For example, $\pi\left(e_{1122}\right)=(12)(34)$ and $\pi\left(e_{1214}\right)=(13)(2)(4)$. If $\omega$ is a partition, we say that a basis element $e_{i j \ldots}$. is of type $\omega$, if $\pi\left(e_{i j, \ldots}\right)=\omega$ and is of subtype $\omega$ if $\pi\left(e_{i j \ldots}\right) \geqslant \omega$ in the lattice of partitions of $1,2, \ldots, p$. For example, $e_{112222}$ is of type (and subtype) (12)(3456) and is of subtype (12)(34)(56). If $\omega$ is a partition, define the tensors $\tau_{\omega}=\sum I\left(\pi\left(e_{i j \ldots}\right)=\right.$ $\omega) e_{i j \ldots}$ and $\tau^{\omega}=\sum I\left(\pi\left(e_{i j \ldots}\right) \geqslant \omega\right) e_{i j \ldots}$, where $I()$ is the indicator function of the condition inside. We say $\omega$ is a doubleton partition if all classes consist of exactly two elements. Denote the set of all doubleton partitions of the integers $1,2, \ldots, p$ by $\mathscr{D}_{p}$ and let $\widetilde{\mathscr{X}}_{p}=\left\{\omega \mid \exists \omega^{*} \in \mathscr{\mathscr { D }}_{p}\right.$ with $\left.\omega \geqslant \omega^{*}\right\}$.

Theorem 2.1. The orthogonal invariant elements of the p-fold tensor product of $\mathbf{R}^{d}$ consist only of 0 if $p$ is odd. If $p=2 q$, then the space of orthogonal invariant tensors has basis $\left\{\tau^{\omega} \mid \omega \in \mathscr{D}_{p}\right\}$.

Proof. First, it is clear that the orthogonal invariant tensors form a subspace of the tensor product. Also each of the claimed basis elements is
indeed orthogonal invariant. In order to avoid notational complexities, we will show this for the canonical doubleton partition (12)(34)… without loss of generality. We have

$$
\begin{align*}
\left(\tau^{\omega}\right)^{A} & =\left(\sum e_{i i j j}\right)^{A} \\
& =\sum a_{i^{\prime} ;} a_{j^{\prime} ;} a_{k^{\prime} k} a_{i^{\prime} k} \cdots e_{i^{\prime} j^{\prime}} \ldots \tag{2.8}
\end{align*}
$$

The sum over $i$ yields $\delta_{i j^{\prime}}$, the sum over $k$ yields $\delta_{k^{\prime} l^{\prime}}$, etc., so that the final sum is exactly $\tau^{\omega}$. This can, of course, be done for any partition by taking the summations by pairs. Note that this result remains true even if the dimension $d$ is less than $q$, although partitions with more than $d$ classes can obviously not occur.

To show that this exhausts the orthogonal invariant elements, consider first the orthogonal transformation defined by

$$
\begin{align*}
& e_{i} \mapsto-e_{i}  \tag{2.9}\\
& e_{j} \mapsto e_{j}, \quad j \neq i .
\end{align*}
$$

This shows that the index $i$ must appear in an even number of places in every basis element with a nonzero coefficient, and this must be true for every index $i$. First, this means that no nonzero orthogonal invariant elements exist of an odd degree tensor product. Second, the tensor must be a linear combination of basis elements of subtype $\omega$ for $\omega \in \mathscr{D}_{p}$. Since any permutation of the basis elements of $\mathbf{R}^{d}$ is an orthogonal transformation, the coefficient of two basis elements of the same type must be the same.

Now suppose $T$ is an orthogonal invariant tensor so that $T=\sum c_{\omega} \tau_{\omega}$, where the sum is over all $\omega \in \widetilde{\mathscr{D}}_{p}$. The theorem asserts that there exists coefficients $d_{\omega}$ such that $T=\sum d_{\omega} \tau^{\omega}$, where the sum is over all $\omega \in \mathscr{D}_{p}$. Since $T^{*}=\sum c_{\omega} \tau^{\omega}$ is orthogonal invariant, so is $T-T^{*}$. We will therefore assume that $c_{\omega}=0$ for all $\omega \in \mathscr{D}_{p}$ and show that this implies that $T=0$. If not, then choose $\omega_{0}$ such that $c_{\omega_{0}} \neq 0$ with the maximal number of classes in the partition. This means that $c_{\omega}=0$ for all $\omega<\omega_{0}$. Also, there exists a class in $\omega_{0}$ of $2 l>2$ elements, since the coefficients of all doubleton partitions were zero by hypothesis-without loss of generality, we may take this to be the first class in the partition.

Now consider the orthogonal transformation $A$ defined on $\mathbf{R}^{d}$ by

$$
\begin{align*}
& A\left(e_{1}\right)=e_{1} / \sqrt{2}+e_{2} / \sqrt{2} \\
& A\left(e_{2}\right)=e_{1} / \sqrt{2}-e_{2} / \sqrt{2}  \tag{2.10}\\
& A\left(e_{j}\right)=e_{j}, \quad j>2 .
\end{align*}
$$

Consider also the element of type $\omega_{0}$ which has the basis element $e_{1}$ in the first class, $e_{3}$ in the second class, $e_{4}$ in the third class, and so forth. This element has coefficient $c_{\omega_{0}}$ in $T$ and coefficient $2^{-l}\left(2 c_{\omega_{0}}\right)$ in $T^{A}$, since it can arise only from itself and from the similar element with $e_{2}$ in the first class-all other elements which have this as a component of the image have zero coefficients by the maximality of $\omega_{0}$. Since $T$ is assumed to be orthogonal invariant, these two must be equal, which requires $c_{\omega_{0}}=0$, contrary to the choice of $\omega_{0}$.

The above argument fails if $d<q$, since no doubleton partitions exist. The result is still true in this case, although the argument requires an additional step. If $T$ is an orthogonal invariant element in this case, $T$ is a linear combination of elements of type $\omega$, where $\omega \in \widetilde{\mathscr{D}}_{p}$. The minimal basis elements of $T$ have $d$ classes. If it could be shown that, by subtraction of a suitable element that is a linear combination of the $\tau^{(\omega)}$, for $\omega \in \mathscr{D}_{p}$, we could assume that all elements with $d$ classes had zero coefficients; then the induction would proceed without difficulty. Thus it is necessary to show that, for any $T=\sum c_{\omega} \tau_{\omega}$, there exist coefficients $d_{\omega}$ such that $T-\sum d_{\omega} \tau^{\omega}$ has zero coefficients for all elements with $d$ classes. Also, by considering the lattice embedding and the nature of the induction argument, we need only consider the case when $d=2$. The existence of such a set of coefficients follows from the linear independence of partitions and a simple count of the number of doubleton partitions versus the number of partitions with two classes.

Remark. If $V$ is the $p$-fold tensor product of $\mathbf{R}^{d}$ and $U=V \otimes W$ and if $u$ is an orthogonal invariant element of $U$ with respect to $\mathbf{R}^{d}$, then $u=\sum T_{i} \otimes e_{i}$, where each $T_{i}$ is itself orthogonal invariant. If $U$ has $d$-degree 2 and $W=\mathbf{R}^{n} \otimes \mathbf{R}^{n}$, then $U=I \otimes C$, for some $n \times n$ matrix $C$. Similar expressions can be worked out for mixed orthogonal invariant tensors of other $d$-degrees.

Remark. As noted in McCullagh's book [15], this result is known for dimensions up to 4 [25]; also see [11]. Also note that, if one requires only invariance to the special orthogonal group, in which the determinant is +1 , the set of invariant tensors increases. The result for dimension 4 is given in [15].

## 3. Cumulant Tensors for Equivariant Estimators

In this section we derive a general result on affine equivariant estimators for statistical models with elliptically distributed errors. The class of models considered includes multivariate regression as well as multivariate location
and scatter. The covariance tensors in some cases are determined up to only three unknown constants. We also consider higher order cumulants of $\hat{\mu}$ and $\hat{\Sigma}$ as well as the cumulants of affine equivariant estimators of multivariate skewness and kurtosis.

A distribution on $\mathbf{R}^{d}$ is spherically symmetric if its density $f$-we only consider absolutely continuous distributions-depends on its argument $y$ only through the distance of $y$ from the origin; i.e., if there exists a function $h: \mathbf{R} \mapsto \mathbf{R}$ such that $f(y)=h\left(y^{\mathbf{T}} y\right)$. Taking all nonsingular affine transformations of this distribution, we arrive at the $d$-dimensional elliptical family associated with $h$. If we fix $h$ and the dimension $d$, then the family consists of distributions $E l l_{d, h}(\eta, \Omega)$, with density

$$
\begin{equation*}
f(y \mid \eta, \Omega)=|\Omega|^{-1 / 2} h\left((y-\eta)^{\mathrm{T}} \Omega^{-1}(y-\eta)\right) \tag{3.1}
\end{equation*}
$$

where $\eta \in \mathbf{R}^{d}$ and $\Omega$ is a $d \times d$ positive definite symmetric matrix. Provided they exist, the mean of a random variable distributed as $E l_{d, h}(\eta, \Omega)$ is $\eta$, and the covariance matrix is a multiple of $\Omega$, which depends on $h$. These distributions are generalizations of the multivariate normal distribution in which $h(z)=(2 \pi)^{-d / 2} \exp \left(-z^{2} / 2\right)$ and have been much studied [1-5, 12, 17-24, 26-28]).

Consider random vectors $y_{i} \in \mathbf{R}^{d}$. Given a sample $y=y_{s i} \in \mathbf{R}^{d} \otimes \mathbf{R}^{n}$ of $n$ values of $y_{i}$, let $V$ be a subspace of $\mathbf{R}^{d} \otimes \mathbf{R}^{n}$ and suppose that $y=\eta+\varepsilon$, where $\eta \in V, \varepsilon \in \mathbf{R}^{d} \otimes \mathbf{R}^{n}$ and $\varepsilon_{i} \sim$ i.i.d. $E l_{d, h}(0, \Omega)$. We will suppose $V$ to be either fixed or randomly determined independent of $\varepsilon$. This setup includes many problems of multivariate analysis (where $V$ is often $\mathbf{R}^{d}$ embedded diagonally in $\mathbf{R}^{d} \otimes \mathbf{R}^{n}$ by $v \mapsto \sum_{i, s} v_{s} e_{s} \otimes f_{i}$ ) as well as multivariate regression (where $V=\sum_{s} e_{s} \otimes \tilde{V}$, with $\tilde{V}$ a $p$-dimensional subspace of $\mathbf{R}^{n}$ ) and seemingly unrelated regression (where $V=\Sigma_{s} e_{s} \otimes \tilde{V}_{s}$, with $\tilde{V}_{s}$ a $p_{s}$-dimensional subspace of $\mathbf{R}^{n}$ ).

Suppose we have functions $\hat{\mu}: \mathbf{R}^{d} \otimes \mathbf{R}^{n} \mapsto V \subset \mathbf{R}^{d} \otimes \mathbf{R}^{n}$ and $\hat{\Sigma}: \mathbf{R}^{d} \otimes \mathbf{R}^{n} \mapsto$ $\operatorname{PSD}(d) \subset \mathbf{R}^{d} \times \mathbf{R}^{d}$, where $\operatorname{PSD}(d)$ is the space of (symmetric) positive semidefinite $d \times d$ matrices. Suppose the functions are affine equivariant in the sense that, if $A$ is a linear transformation on $\mathbf{R}^{d}$ and $v \in V$, then

$$
\begin{align*}
\hat{\mu}(y+v) & =\hat{\mu}(y)+v \\
\hat{\mu}\left(y^{A}\right) & =\hat{\mu}(y)^{A} \in V^{A}  \tag{3.2}\\
\hat{\Sigma}(y+v) & =\hat{\Sigma}(y) \\
\hat{\Sigma}\left(y^{A}\right) & =\hat{\Sigma}(y)^{A} .
\end{align*}
$$

Now consider $z=\Omega^{-1 / 2}(y-\eta)$, where $\Omega^{-1 / 2} \Omega^{-1 / 2}=\Omega^{-1}$, which is also a stochastic tensor in $\mathbf{R}^{d} \otimes \mathbf{R}^{n}$. Clearly, $z_{i} \sim$ i.i.d. $E l l_{d . h}(0, I)$. Also, if $A$ is an
orthogonal transformation, then $A z_{i}$ has the same distribution as $z_{i}$ so $z^{A}$ has the same distribution as $z$ and

$$
\begin{align*}
E\left(\hat{\mu}_{i}(z)\right)^{A} & =E\left(\hat{\mu}_{i}\left(z^{A}\right)\right) \\
& =E\left(\hat{\mu}_{i}(z)\right) \tag{3.3}
\end{align*}
$$

Since the distribution of each $\hat{\mu}_{i}(z)$ is invariant under orthogonal transformations, its expectation is an orthogonal invariant tensor of degree 1 and, consequently, must be zero, so $\hat{\mu}$ provides an unbiased estimate of $\eta$. Also

$$
\begin{align*}
E(\hat{\Sigma}(z))^{A} & =E\left(\hat{\Sigma}\left(z^{A}\right)\right) \\
& =E(\hat{\Sigma}(z)) \tag{3.4}
\end{align*}
$$

so $E(\hat{\Sigma}(z))=c_{0} I$, for some scalar $c_{0}$, since it is an orthogonal invariant tensor of degree 2 . Consequently,

$$
\begin{equation*}
E(\hat{\Sigma}(y))=\left(c_{0} I\right)^{1^{1 / 2}}=c_{0} \Omega . \tag{3.5}
\end{equation*}
$$

Now the covariances of $\hat{\mu}(z)$ and $\hat{\Sigma}(z)$ can also be determined by the same methods. We have

$$
\begin{align*}
E\left(\hat{\mu}_{i}(z) \otimes \hat{\mu}_{j}(z)\right)^{A} & =E\left(\hat{\mu}_{i}\left(z^{A}\right) \otimes \hat{\mu}_{j}\left(z^{A}\right)\right) \\
& =E\left(\hat{\mu}_{( }(z) \otimes \hat{\mu}_{j}(z)\right) \\
E\left(\hat{\mu}_{i}(z) \otimes \hat{\Sigma}(z)\right)^{A} & =E\left(\hat{\mu}_{i}\left(z^{A}\right) \otimes \hat{\Sigma}\left(z^{A}\right)\right) \\
& =E\left(\hat{\mu}_{i}(z) \otimes \hat{\Sigma}(z)\right) \\
E(\hat{\Sigma}(z) \otimes \hat{\Sigma}(z))^{A} & =E\left(\hat{\Sigma}\left(z^{A}\right) \otimes \hat{\Sigma}\left(z^{A}\right)\right) \\
& =E(\hat{\Sigma}(z) \otimes \hat{\Sigma}(z)) . \tag{3.6}
\end{align*}
$$

Thus, the covariance tensors are orthogonal invariant of degrees 2,3 , and 4 , respectively and, transforming back to $y$-variates, we obtain the following theorem:

Theorem 3.1. Suppose $y, \varepsilon \in \mathbf{R}^{d} \otimes \mathbf{R}^{n}$ and $\eta \in V \subset \mathbf{R}^{d} \otimes \mathbf{R}^{n}$ are stochastic tensors with $y=\eta+\varepsilon$. Suppose that $\eta$ is either fixed or random and independent of $\varepsilon$ and suppose that $\varepsilon_{i} \sim$ i.i.d. Ell $l_{d, h}(0, \Omega)$. Let $\hat{\mu}: \mathbf{R}^{d} \otimes \mathbf{R}^{n} \mapsto V \subset$ $\mathbf{R}^{d} \otimes \mathbf{R}^{n}$ and $\hat{\Sigma}: \mathbf{R}^{d} \otimes \mathbf{R}^{n} \mapsto \operatorname{PSD}(d) \subset \mathbf{R}^{d} \otimes \mathbf{R}^{d}$ be arbitrary affine equivariant functions. Put $\Omega^{\otimes 2}=\Omega \otimes \Omega$ and let $\Omega^{\otimes 2 *}$ and $\Omega^{\otimes 2 * *}$ be the tensors obtained from $\Omega^{\otimes 2}$ by the following index permutations; $\left(\Omega^{\otimes 2 *}\right)_{i j k l}=\left(\Omega^{\otimes 2}\right)_{i k j l}$ and $\left(\Omega^{\otimes 2 * *}\right)_{i j k l}=\left(\Omega^{\otimes 2}\right)_{i j k}$. Then, whenever the expectations (which are with respect to $\varepsilon$, conditional on $\eta$ ) exist,

$$
\begin{align*}
E(\hat{\mu}(y)) & =\eta  \tag{3.7}\\
E(\hat{\Sigma}(y)) & =c_{0} \Omega  \tag{3.8}\\
\operatorname{Cov}(\hat{\mu}(y), \hat{\mu}(y)) & =\Omega \otimes C_{1}  \tag{3.9}\\
\operatorname{Cov}(\hat{\mu}(y), \hat{\Sigma}(y)) & =0  \tag{3.10}\\
\operatorname{Cov}(\hat{\Sigma}(y), \hat{\Sigma}(y)) & =c_{2}\left(\tau^{\omega_{0}}\right)^{\Omega^{1 / 2}}+c_{3}\left(\tau^{\omega_{1}}+\tau^{\omega_{2}}\right)^{\Omega^{1 / 2}} \\
& =c_{2} \Omega^{\otimes 2}+c_{3}\left(\Omega^{\otimes 2 *}+\Omega^{\otimes 2 * *}\right) \tag{3.11}
\end{align*}
$$

where $\omega_{0}=(12)(34), \omega_{1}=(13)(24), \omega_{2}=(14)(23)$, and $C_{1}$ is a positive semidefinite $n \times n$ matrix such that $\Omega \otimes C_{1} \in V \otimes V$.

Theorem 3.1 asserts considerably more than what can be derived purely from the symmetry of $\hat{\Sigma}$ and of the covariance tensor. There are six distinct types of elements of the covariance tensor of $\hat{\Sigma}$ with itself, but only two undetermined constants in expression (3.11). Each of the four coefficients has a specific interpretation in terms of the original problem. First, $c_{0}$ is the multiplicative bias in the estimation of the covariance matrix; for example, in normal maximum likelihood, $c_{0}=(n-1) / n$. Second, $c_{1}^{i j}$ is the factor by which one multiplies the shape matrix of the elliptical distribution to obtain the covariance matrix for the mean estimators of observations $i$ and $j$; for example, in normal maximum likelihood, this is $1 / n$. Third, the covariance of $\hat{\sigma}_{i j}$ and $\hat{\sigma}_{k l}$ is $c_{2} \sigma_{i j} \sigma_{k l}+c_{3}\left(\sigma_{i k} \sigma_{j l}+\sigma_{i l} \sigma_{j k}\right)$. Note, however, that all of the constants depend on the sample size $n$, the dimension $d$, the estimators $\hat{\mu}$ and $\hat{\Sigma}$, and the function $h$ of the elliptical distribution.

Under additional assumptions, the coefficients matrix $C_{1}$ can be further specified; in the next section we will show that $C_{1}$ reduces to a single constant in many cases, where $V$ has a special structure. Here our next result deals with this matrix when $V=\sum_{s} e_{s} \otimes \tilde{V}$, as is the case in multivariate location and multivariate regression, and under the assumption of normal errors.

Theorem 3.2. Consider the situation of Theorem 3.1.
(i) Assume that $V=\sum_{s} e_{s} \otimes \tilde{V}$, where $\tilde{V}$ is a $p$-dimensional subspace of $\mathbf{R}^{n}$ and that the errors $\varepsilon_{i}$ are i.i.d. multivariate normal with covariance matrix $\Omega$. Let $\hat{\mu}: \mathbf{R}^{d} \otimes \mathbf{R}^{n} \mapsto V$ be an arbitrary affine equivariant onto function such that $\hat{\mu}(y)$ has finite covariance tensor $\Omega \otimes C_{1}$. Then there exists a $p \times p$ matrix $\tilde{C}_{1}$ which is positive semidefinite of $\operatorname{rank} \min (p, n-p)$ and an orthogonal matrix $U$ such that

$$
U C_{1} U^{\mathrm{T}}=\left(\begin{array}{cc}
I+\widetilde{C}_{1} & 0_{p \times(n-p)} \\
0_{(n-p) \times p} & 0_{(n-p) \times(n-p)}
\end{array}\right) .
$$

(ii) If $\hat{\mu}: \mathbf{R}^{d} \otimes \mathbf{R}^{n} \mapsto V \subset \mathbf{R}^{d} \otimes \mathbf{R}^{n}$ is linear and affine equivariant, then $V=\sum_{s} e_{s} \otimes \tilde{V}$, where $\tilde{V}$ is a p-dimensional subspace of $\mathbf{R}^{n}$. Furthermore, there exists a linear mapping $\hat{\mu}: \mathbf{R}^{n} \mapsto \tilde{V}$ so that $\hat{\mu}(y)=\sum_{s=1}^{d} e_{s} \otimes \hat{\mu}\left(y_{s}\right)$.
(iii) Suppose that the $\varepsilon_{i}$ are iid multivariate normal with covariance matrix $\Omega$. If $\tilde{C}_{1}$ is a $p \times p$ matrix which is positive semidefinite of rank $\min (p, n-p)$, and $\tilde{V}$ is an arbitrary $p$-dimensional subspace of $\mathbf{R}^{n}$, then there exists a linear affine equivariant function $\hat{\mu}: \mathbf{R}^{d} \otimes \mathbf{R}^{n} \mapsto V=\sum_{s} e_{s} \otimes \tilde{V}$ such that $\Omega \otimes C_{1}$ is its covariance tensor, where $C_{1}$ has the form given in (i).

Proof. Clearly, it is sufficient to show this for $\Omega=I$ because of affine equivariance. Let $\tilde{P}$ be the orthogonal projection of $\mathbf{R}^{\prime \prime}$ onto $\tilde{V}$ and $P$ the induced projection of $\mathbf{R}^{d} \otimes \mathbf{R}^{n}$ onto $V$. Because $\hat{\mu}$ is affine equivariant we may write

$$
\hat{\mu}(y)=\eta+P \varepsilon+\hat{\mu}((I-P) \varepsilon)
$$

Now $P \varepsilon$ and $(I-P) \varepsilon$ are uncorrelated (since $\varepsilon$ has identity covariance) and hence independent (since $\varepsilon$ is normally distributed). Thus $P_{\varepsilon}$ and $\hat{\mu}((I-P) \varepsilon)$ are uncorrelated. Suppose a basis of $\mathbf{R}^{n}$ is chosen in which the first $p$ elements are a basis of $V$, with $U$ being the orthogonal transformation to the new basis. Clearly, $P_{\varepsilon}$ (considered as an element of $\mathbf{R}^{d} \otimes \mathbf{R}^{p}$ ) has identity covariance, and the covariance tensor of $\tilde{\mu}((I-P) \varepsilon)$ must have the form (in the new basis)

$$
\left(\begin{array}{cc}
\widetilde{C}_{1} & 0_{p \times(n-p)} \\
0_{(n-p) \times p} & 0_{(n-p) \times(n-p)}
\end{array}\right)
$$

so that the covariance $\hat{\mu}(y)$ is as given. The rank condition arises from dimensionality considerations.

For (ii), suppose that a linear estimator is defined by $\hat{\mu}_{s i}=\sum_{t, j} P_{i j}^{s t} y_{t j}$ and let $a_{t}^{u}$ be a linear transformation on $\mathbf{R}^{d}$. Then the estimate of the transformed value of $y$ is

$$
\sum_{t, u, j} P_{i j}^{s t} a_{t}^{u} y_{u j}
$$

whereas the transformed value of the estimate is

$$
\sum_{t} a_{s}^{t} \sum_{u, j} P_{i j}^{t u} y_{u j}
$$

Since $y$ and $a$ are arbitrary, we must have that $P^{s t}=0$ unless $s=t$ and that $P^{s s}=\tilde{P}$, for some $\widetilde{P}$. This means that the $s$ th component of $\hat{\mu}$ must be determined only from the $s$ th component of $y$ and using the same projection for each $s$.

To prove (iii), let $L: \mathbf{R}^{n} \mapsto \tilde{V}$ be the projection with matrix representation

$$
\left(\begin{array}{cc}
I_{p} & B \\
0_{(n-p) \times p} & 0_{(n-p) \times(n-p)}
\end{array}\right)
$$

in the new basis in which the first $p$ elements form a basis of $V$. Clearly, $B$ can be chosen so that $B B^{\mathrm{T}}$ matches any desired matrix $\tilde{C}_{1}$ which is positive semidefinite of rank $\min (p, n-p)$. Define $\widetilde{P}$ by $\widetilde{P}=U^{\mathrm{T}} L U$ and define $\hat{\mu}$ by $\hat{\mu}_{s}(y)=\widetilde{P} y_{s}$. Then this is a linear, affine equivariant estimator with the required covariance matrix.

This theorem shows, under normal errors and the assumption about the structure of the subspace $V$ that for each affine equivariant estimator $\hat{\mu}$ there exists a linear estimator with the same second-order structure. It will be interesting to examine a case where this result fails. This is provided by the discussion of seemingly unrelated regression (SUR) in the next section. Briefly, SUR has $V=\sum e_{s} \otimes V_{s}$, for possibly different subspaces $V_{s}$. For a given set of regressors, there exists no linear estimator (not depending on $y$ ) with the correct second-order structure.

Cumulants of higher order can easily be derived by the same method. We will illustrate this by developing the third and fourth cumulant tensors. Of the third cumulants, only $\operatorname{Cum}(\hat{\mu}, \hat{\mu}, \hat{\Sigma})$ and $\operatorname{Cum}(\hat{\Sigma}, \hat{\Sigma}, \hat{\Sigma})$ are nonzero, by considering the degree of the tensors involved. The third moment of $\hat{\mu}, \hat{\mu}$, and $\hat{\Sigma}$ is an orthogonal invariant tensor of degree four, and so must satisfy a similar equation to (3.11) with two other undetermined constants. Since the other terms in the expression for the third cumulant also are sums of similar terms, the third cumulant itself is of this form. The third cumulant tensor of $\hat{\Sigma}$ is of degree six, and thus is a sum of 15 terms, one for each of the doubleton partitions of six items. However, many of these must have the same coefficient by the symmetry of the cumulant operator and the symmetry of the $\hat{\Sigma}$. What remains are three terms, with therefore only three undetermined constants. One term consists of $\tau_{0}^{\omega}$ for the canonical doubleton partition (12)(34)(56). The second consists of all $\tau^{(\omega)}$, where $\omega$ has one class in common with $\omega_{0}$; for example, $\omega=(12)(35)(46)$. Otherwise put, these are the doubleton partitions whose partition lattice join with $\omega_{0}$ is not the identity partition $1=(123456)$. The third term consists of all $\tau^{\omega}$, where $\omega$ has no class in common with $\omega_{0}$; for example, $\omega=(13)(24)(56)$. These are doubleton partitions whose partition lattice join with $\omega_{0}$ is the identity partition (123456). This result, along with the similar result for the fourth cumulant tensors are given in the following theorem. We write $\kappa_{\mu \mu \mu}$ for $\kappa(\hat{\mu}(y), \hat{\mu}(y), \hat{\mu}(y))$, and similarly abbreviate the other cumulants.

Theorem 3.3. Under the assumptions of Theorem 3.1, the third cumulants of $\hat{\mu}$ and $\hat{\Sigma}$ are given by the following:

$$
\begin{align*}
& \kappa_{\mu \mu \mu}=0 \\
& \kappa_{\mu \mu \Sigma}=\Omega^{\otimes 2} \otimes C_{4}+\left(\Omega^{\otimes 2 *}+\Omega^{\otimes 2 * *}\right) \otimes C_{5} \\
& \kappa_{\mu \Sigma \Sigma}=0  \tag{3.12}\\
& \kappa_{\Sigma \Sigma \Sigma}=c_{6} \Omega^{\otimes 3}+c_{7} \sum_{\omega \vee \omega_{0}<1}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}}+c_{8} \sum_{\omega \vee \omega_{0}=1}\left(\tau^{(\omega)}\right)^{\Omega^{1 / 2}},
\end{align*}
$$

where $\omega_{0}=(12)(34)$ or $(12)(34)(56)(78)$, respectively, $\omega_{1}=(13)(24)$, $\omega_{2}=(14)(23)$, and the $C_{i}$ are $n \times n$ matrices; $\Omega^{\otimes 2}, \Omega^{\otimes 2 *}$, and $\Omega^{\otimes 2 * *}$ are defined in Theorem 3.1 and $\Omega^{\otimes 3}=\Omega \otimes \Omega \otimes \Omega$. The terms $\left(\tau^{\omega}\right)^{\Omega^{1 / 2}}$ are tensors whose entries are permutations of the entries of $\Omega^{\otimes 3}$. The partition lattice join of $\omega$ and $\omega_{0}$ is denoted $\omega \vee \omega_{0}$.

The fourth cumulant tensors are given by the following, where $v(\omega)$ denotes the number of classes of a partition $\omega$ :

$$
\begin{align*}
\kappa_{\mu \mu \mu}= & \Omega^{\otimes 2} \otimes D_{9}+\left(\Omega^{\otimes 2 *}+\Omega^{\otimes 2 * *}\right) \otimes D_{10} \\
\kappa_{\mu \mu \mu \Sigma}= & 0 \\
\kappa_{\mu \mu \Sigma \Sigma}= & \Omega^{\otimes 3} \otimes C_{11}+\left(\sum_{\omega v \omega_{0}=\omega_{1}}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}}\right) \otimes C_{12} \\
& +\left(\sum_{\omega \vee \omega_{0} \in\left\{\omega_{2}, \omega_{3}\right\}}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}}\right) \otimes C_{13}+\left(\sum_{\omega \vee \omega_{0}=1}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}}\right) \otimes C_{14} \\
\kappa_{\mu \Sigma \Sigma \Sigma}= & 0 \\
\kappa_{\Sigma \Sigma \Sigma \Sigma=}= & c_{15} \Omega^{\otimes 4}+c_{16} \sum_{v\left(\omega \vee \vee \omega_{0}\right)=3}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}} \\
& +c_{17} \sum_{v\left(\omega \vee \omega_{0}\right)=2}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}}+c_{18} \sum_{\omega \vee \omega_{0}=1}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}}, \tag{3.13}
\end{align*}
$$

where $\omega_{1}=(12)(3456), \omega_{2}=(1234)(56)$, and $\omega_{3}=(1256)(34)$ and $D_{9}$, $D_{10} \in \mathbf{R}^{n} \otimes \mathbf{R}^{n} \otimes \mathbf{R}^{n} \otimes \mathbf{R}^{n}$, and the $C_{i}$ are $n \times n$ matrices; $\Omega^{\otimes 2}, \Omega^{\otimes 2 *}, \Omega^{\otimes 2 * *}$, and $\Omega^{\otimes 3}$ are as above, and $\Omega^{\otimes 4}=\Omega \otimes \Omega \otimes \Omega \otimes \Omega$.

This formulation has several uses in investigating affine equivariant estimators. First, the conditions for the result to apply are easy to check. Then, many cumulant tensors require the calculation of only a few constants. Finally, these constants can be calculated for the spherical case $\Omega=I$ without loss of generality. Thus only a few integrations or a simple simulation can fix these constants. Once the constants have been calculated, comparison of different estimators becomes relatively routine.

For example, given simulated data for $k=1,2, \ldots, N$, we can estimate $c_{2}$ and $c_{3}$ by considering the averages

$$
\begin{align*}
& S_{2}=\left(\frac{d}{2}\right)^{-1} N^{-1} \sum_{1 \leqslant s<t \leqslant d} \sum_{k=1}^{N}\left(\hat{\sigma}_{s s}^{k}-\bar{\sigma}_{s s}\right)\left(\hat{\sigma}_{t t}^{k}-\bar{\sigma}_{t t}\right) \\
& S_{3}=\binom{d}{2}^{-1} N^{-1} \sum_{1 \leqslant s<t \leqslant d} \sum_{k=1}^{N}\left(\hat{\sigma}_{s t}^{k}-\bar{\sigma}_{s t}\right)^{2}  \tag{3.14}\\
& S_{23}=d^{-1} N^{-1} \sum_{1 \leqslant s \leqslant d} \sum_{k=1}^{N}\left(\hat{\sigma}_{s s}^{k}-\bar{\sigma}_{s s}\right)^{2}
\end{align*}
$$

which estimate $c_{2}, c_{3}$, and $c_{2}+2 c_{3}$, respectively. Linear combinations $u_{2} S_{2}+v_{2} S_{3}+w_{2} S_{23}$ and $u_{3} S_{2}+v_{3} S_{3}+w_{3} S_{23}$ estimate $c_{2}$ and $c_{3}$ if

$$
\begin{align*}
u_{2}+w_{2} & =1 \\
v_{2}+2 w_{2} & =0 \\
u_{3}+w_{3} & =0  \tag{3.15}\\
v_{3}+2 w_{3} & =1
\end{align*}
$$

Optimal weighting would depend on knowing the covariance tensor of the averages used, but equal weighting of each item is a reasonable alternative, which would lead to the estimates

$$
\begin{align*}
& \hat{c}_{2}=\frac{d-1}{d+1} S_{2}-\frac{4}{d+1} S_{3}+\frac{2}{d+1} S_{23} \\
& \hat{c}_{3}=-\frac{4}{d+3} S_{2}+\frac{d-1}{d+3} S_{3}+\frac{4}{d+3} S_{23} \tag{3.16}
\end{align*}
$$

For large dimension $d$, use of $S_{2}$ and $S_{3}$ to estimate $c_{2}$ and $c_{3}$ would be essentially equivalent.

## 4. Applications

In this section we discuss several specific applications of the main result. First we consider the problem of multivariate location and scatter. Maximum likelihood for elliptical families provides a class of affine equivariant location estimators that are straightforward to described. Huber's $M$-estimators $[9,10,14]$ provide a generalization, in which the location estimating equations and the scale estimating equations need not come as partial derivatives of the same likelihood. Then we discuss multivariate regression and a generalization, seemingly unrelated regression (SUR).

Although the general result described in the previous section is new, the application to the first two moments of estimators of multivariate location and shape have been previously described by many authors, in various forms in $[8,9,16,19,24,26-28]$. Applications to robust estimation of location and shape are treated in $[9,26,27,28]$. Note that none of these previous results has been extended to higher order cumulants of estimators of location and shape and that none has been extended to more general multivariate estimators such as multivariate regression.

### 4.1. Affine Equivariant Estimators of Multivariate Location and Scatter

In this case, the subspace $V$ is the diagonal embedding of $\mathbf{R}^{d}$ in $\mathbf{R}^{d} \otimes \mathbf{R}^{n}$ and we may consider the function $\hat{\mu}$ to be into $\mathbf{R}^{d}$. Thus we have the following structure:

Corollary 4.1. Suppose $y_{i}, \varepsilon_{i} \in \mathbf{R}^{d}, i=1, \ldots, n$, and $\eta \in \mathbf{R}^{d}$ are stochastic tensors with $y_{i}=\eta+\varepsilon_{i}$. Suppose that $\eta$ is either fixed or random and independent of $\varepsilon$ and suppose that $\varepsilon_{i} \sim$ i.i.d. Ell $_{d, h}(0, \Omega)$. Let $\hat{\mu}: \mathbf{R}^{d} \otimes \mathbf{R}^{n} \mapsto \mathbf{R}^{d}$ and $\hat{\Sigma}: \mathbf{R}^{d} \otimes \mathbf{R}^{n} \mapsto \operatorname{PSD}(d) \subset \mathbf{R}^{d} \otimes \mathbf{R}^{d}$ be arbitrary affine equivariant functions. Then, whenever the expectations (which are with respect to $\varepsilon$ ) exist,

$$
\begin{align*}
E(\hat{\mu}(y)) & =\eta \\
E(\hat{\Sigma}(y)) & =c_{0} \Omega \\
\operatorname{Cov}(\hat{\mu}(y), \hat{\mu}(y)) & =c_{1} \Omega  \tag{4.1}\\
\operatorname{Cov}(\hat{\mu}(y), \hat{\Sigma}(y)) & =0 \\
\operatorname{Cov}(\hat{\Sigma}(y), \hat{\Sigma}(y)) & =c_{2} \Omega^{\otimes 2}+c_{3}\left(\Omega^{\otimes 2 *}+\Omega^{\otimes 2 * *}\right)
\end{align*}
$$

where $\Omega^{\otimes 2}, \Omega^{\otimes 2^{*}}$, and $\Omega^{\otimes 2^{* *}}$ are described in Theorem 3.1.
As mentioned above, this result has been derived many times. The extension to third and fourth cumulants given in the next theorem is new. It demonstrates a virtue of the tensor approach to this problem, which is that extensions are no more difficult than the second-order analysis.

Corollary 4.2. Under the assumptions of Corollary 4.1 the third cumulants of $\hat{\mu}$ and $\hat{\Sigma}$ are given by

$$
\begin{align*}
& \kappa_{\mu \mu \mu}=0 \\
& \kappa_{\mu \mu \Sigma}=c_{4} \Omega^{\otimes 2}+c_{5}\left(\Omega^{\otimes 2 *}+\Omega^{\otimes 2 *}\right)  \tag{4.2}\\
& \kappa_{\mu \Sigma \Sigma}=0 \\
& \kappa_{\Sigma \Sigma \Sigma}=c_{6} \Omega^{\otimes 3}+c_{7} \sum_{\omega v \omega_{0}<1}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}}+c_{8} \sum_{\omega \vee \omega_{0}=1}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}},
\end{align*}
$$

where $\omega_{0}=(12)(34)(56)$ and $\Omega^{\otimes 3}$ is defined in Theorem 3.3; the $c_{i}$ 's are constants. The fourth cumulant tensors are given by

$$
\begin{align*}
\kappa_{\mu \mu \mu \mu}= & c_{9} \Omega^{\otimes 2}+c_{10}\left(\Omega^{\otimes 2 *}+\Omega^{\otimes 2 * *}\right) \\
\kappa_{\mu \mu \mu \Sigma}= & 0 \\
\kappa_{\mu \mu \Sigma \Sigma}= & c_{11} \Omega^{\otimes 3}+c_{12} \sum_{\omega \vee \omega_{0}=\omega_{1}}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}} \\
& +c_{13} \sum_{\omega \vee \omega_{0} \in\left\{\omega_{2}, \omega_{3}\right\}}\left(\tau^{(\omega}\right)^{\Omega^{1 / 2}}+c_{14} \sum_{\omega \vee \omega_{0}=1}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}} \\
\kappa_{\mu \Sigma \Sigma \Sigma}= & 0 \\
\kappa_{\Sigma \Sigma \Sigma \Sigma}= & c_{15} \Omega^{\otimes 4}+c_{16} \sum_{v\left(\omega \vee \vee \omega_{0}\right)=3}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}} \\
& +c_{17} \sum_{v\left(\omega \vee \omega_{0}\right)=2}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}}+c_{18} \sum_{\omega v \omega_{0}=1}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}}, \tag{4.3}
\end{align*}
$$

where $\omega_{0}=(12)(34)(56)(78), \quad \omega_{1}=(12)(3456), \quad \omega_{2}=(1234)(56), \quad \omega_{3}=$ (1256)(34), and $\Omega^{\otimes 4}$ is defined in Theorem 3.3; the $c_{i}$ 's are constants.

The methods in this paper can also be used to study equivariant functions other than mean and scatter matrix estimators. One important example of this involves estimates of multivariate third and fourth moments or cumulants.

Theorem 4.1. Under the assumptions of Corollary 4.1, let $\hat{K}_{3}: \mathbf{R}^{d} \otimes \mathbf{R}^{n} \mapsto$ $\mathbf{R}^{d} \otimes \mathbf{R}^{d} \otimes \mathbf{R}^{d}$ and $\hat{K}_{4}: \mathbf{R}^{d} \otimes \mathbf{R}^{n} \mapsto \mathbf{R}^{d} \otimes \mathbf{R}^{d} \otimes \mathbf{R}^{d} \otimes \mathbf{R}^{d}$ be arbitrary equivariant functions. Then

$$
\begin{align*}
E\left(K_{3}(y)\right)= & 0 \\
E\left(\hat{K}_{4}(y)\right)= & c_{19} \Omega^{\otimes 2}+c_{20}\left(\Omega^{\otimes 2 *}+\Omega^{\otimes 2 * *}\right) \\
\operatorname{Cov}\left(\hat{K}_{3}(y), \hat{K}_{3}(y)\right)= & c_{21} \Omega^{\otimes 3}+c_{22} \sum_{\omega \wedge \omega^{\prime} \neq 0}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}}+c_{23} \sum_{\omega \wedge \omega^{\prime}=0}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}} \\
\operatorname{Cov}\left(\hat{K}_{3}(y), \hat{K}_{4}(y)\right)= & 0 \\
\operatorname{Cov}\left(\hat{K}_{4}(y), \hat{K}_{4}(y)\right)= & c_{24} \Omega^{\otimes 4}+c_{25} \sum_{v\left(\omega \wedge \omega^{\prime \prime}\right)=4}\left(\tau^{(\omega)}\right)^{\Omega^{1 / 2}} \\
& +c_{26} \sum_{v\left(\omega \wedge \omega^{\prime \prime}\right)=6}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}}+c_{27} \sum_{\omega \wedge\left(\omega^{\prime \prime}=0\right.}\left(\tau^{\omega}\right)^{\Omega^{1 / 2}} \tag{4.4}
\end{align*}
$$

where $\omega^{\prime}=(123)(456)$, and $\omega^{\prime \prime}=(1234)(5678)$; the $c_{i}$ 's are constants again, and where $\omega \wedge \omega^{\prime \prime}$ is the lattice meet.

One class of examples for this problem is given by the $M$-estimates of multivariate location and scatter. These estimators are given by the solution of two sets of estimating equations (see [9, 10, 14, 26-28]). The estimating equations for location are similar to maximum likelihood for an elliptical family (see Section 4.2 below), but the estimating equations for scatter are usually chosen to provide greater robustness against outliers than would be obtained by using the ones from the elliptical case. Other estimators that fit the assumptions include the multivariate generalizations of the median and trimmed mean [6,7], the minimum volume ellipsoid estimator [21, 23], related $S$-estimators [4], and the minimum covariance determinant estimator [22].

### 4.2. Maximum Likelihood for Elliptical Families

Suppose each $d$-dimensional observation is elliptically distributed; that is $y_{i} \sim E l l_{d . h}(\eta, \Omega)$. Then the log likelihood for the entire sample $y$ is given by

$$
\begin{equation*}
L(\eta, \Omega ; y)=\frac{-n}{2} \ln (|\Omega|)+\sum_{i} h\left(\left(y_{i}-\eta\right)^{\mathrm{T}} \Omega^{-1}\left(y_{i}-\eta\right)\right) \tag{4.7}
\end{equation*}
$$

and the maximum likelihood estimators (MLE) $\hat{\eta}$ and $\hat{\Omega}$ satisfy

$$
\begin{align*}
& 0=L_{\eta}=2 \sum_{i} g_{i} \Omega^{-1}\left(y_{i}-\hat{\eta}\right)  \tag{4.8}\\
& 0=L_{\Omega}=-\frac{2}{n} \hat{\Omega}^{-1}-\sum_{i} g_{i} \Omega^{-1}\left(y_{i}-\hat{\eta}\right)\left(y_{i}-\hat{\eta}\right)^{\mathrm{T}} \hat{\Omega}^{-1} \tag{4.9}
\end{align*}
$$

where $g_{i}=g\left(\left(y_{i}-\hat{\eta}\right)^{\mathrm{T}} \hat{\Omega}^{-1}\left(y_{i}-\hat{\eta}\right)\right)$ with $g(x)=d \ln (h(x)) / d x=h^{\prime}(x) / h(x)$. We denote the full parameter by $\theta=(\eta, \Omega) \in \mathbf{R}^{d} \times \operatorname{PSD}(d)$. It is easy to check that the expected information tensor $E\left(L_{\theta} \otimes L_{\theta}\right)=E\left(L_{\eta} \otimes L_{\eta}\right) \times$ $E\left(L_{\eta} \otimes L_{\Omega}\right) \times E\left(L_{\Omega} \otimes L_{\eta}\right) \times E\left(L_{\Omega} \otimes L_{\Omega}\right) \quad$ consists of four orthogonal invariant tensors of degrees $2,3,3$, and 4 , respectively. Thus the structure of the information matrix is given by Theorem 3.1. The coefficients in this case have been given by Mitchell [17] in terms of the function $h(\cdot)$. After inversion, this gives the asymptotic values of the coefficients in Theorem 3.1-the finite sample values would need to be determined by simulation. Even in the normal case, the fact that $\hat{\Omega}$ us is not unbiased for $\Omega$ means that the coefficients would differ by terms of order $1 / \eta$. However, if the MLE of $\Omega$ were redefined by multiplying by $n /(n-1)$, then exact equality holds here.

### 4.3. Multivariate Regression

Suppose for each $1 \leqslant i \leqslant n$, one has a set $x_{r i}, 1 \leqslant r \leqslant p$, of carriers that
are either fixed or random independent of $\varepsilon$. If the carriers are random, then the covariances given below are understood to be conditional on the achieved values of the carriers. Let $x=\sum x_{r i} e_{r} \otimes e_{i} \in \mathbf{R}^{p} \otimes \mathbf{R}^{n}$. Suppose that the model is $y=\beta x+\varepsilon$, where $\beta \in \mathbf{R}^{d} \otimes \mathbf{R}^{p}$. Then the subspace $V=$ $\sum e_{s} \otimes \tilde{V} \subset \mathbf{R}^{n}$ is generated by the $p n$-vectors $x_{r}$. Assuming that $\varepsilon_{i} \sim$ i.i.d. $E l l_{d, h}(0, \Omega)$ and that one has equivariant estimators $\hat{\mu}$ and $\hat{\Sigma}$, then $\hat{\mu}$ estimates $\beta x$, and (possibly nonunique) values for $\hat{\beta}$ can be derived by solving the linear equations involved. Thus $\hat{\beta}=\hat{\mu} x^{\mathrm{T}}\left(x x^{\mathrm{T}}\right)^{-1}$ (a generalized inverse is used if $x x^{\mathrm{T}}$ is singular). The covariance matrix of $\hat{\beta}$ satisfies $\operatorname{Cov}(\hat{\mu})=\operatorname{Cov}(\hat{\beta} x)=x^{\mathrm{T}} \operatorname{Cov}(\hat{\beta}) x$, so that

$$
\begin{equation*}
\operatorname{Cov}(\hat{\beta} x)=\Omega \otimes\left(x x^{\mathrm{T}}\right)^{-1} x C_{1} x^{\mathrm{T}}\left(x x^{\mathrm{T}}\right)^{-1} \tag{4.10}
\end{equation*}
$$

If the estimator is defined so that $c_{0}=1$, then clearly the substitution of $\hat{\Sigma}$ for $\Omega$ in this expression provides an unbiased estimate of the covariance matrix (assuming that $C_{1}$ is known).

In regression, the undetermined constants in the covariance matrix of $\hat{\mu}$ have been reduced from an $n \times n$ matrix to a $p \times p$ matrix. Although this still may seem like a great number of constants, it must be understood that the class of estimators to which the result applies is very large. For example, if one has $n$ different equivariant regression procedures, then one may use a different one to produce the prediction for each data point. It should not be expected that, in such a case, the covariance matrix should always be a multiple of $\left(x x^{\mathrm{T}}\right)^{-1}$. In any case, Theorem 3.2 shows that there exists a linear equivariant estimator to match each choice of $\operatorname{Cov}(\hat{\beta})$.

This result is known for many classes of estimators. The advantage of the present formulation is both the generality and the ability to extend the results to a higher order. If one were concerned, for example, with the convergence of $\hat{\Sigma}$ to multivariate normality, the third-order cumulant tensor would be relevant-this is given up to three constants in Corollary 4.2, and these may be determined by simulation or approximated by asymptotic analysis.

This analysis can also be expanded to cover the case of seemingly unrelated regression [30]. The setup here is identical to that of multivariate regression, except that the carriers used to predict each of the $d$ components of $y_{i}$ are possibly different, so that the subspaces of $\mathbf{R}^{n}$ into which the $d$ components of $y$ are projected are different. The maximum likelihood estimator is clearly affine equivariant but no estimator for this problem satisfies the conditions of Theorem 3.2. Hence, there is no linear approximation to any such estimator that does not depend on $y$. In the usual formulation, let $Y$ be an $n d \times 1$ vector which consists of the $d$ response vectors stacked vertically (and similarly for the $d$ residual $n$-vectors $r_{s}$ and the $d p_{s}$-vectors $\beta_{s}$ ). Let $X$ be a block diagonal matrix
whose $s$ th block is $X_{s}$, the matrix of carriers for the $s$ th regression. Then the MLE satisfies

$$
\begin{align*}
\hat{\beta} & =\left(X^{\mathrm{T}} \hat{T} X\right)^{-1} X^{\mathrm{T}} \hat{T} Y \\
\hat{T} & =(\hat{\Sigma} \otimes I)^{-1}  \tag{4.11}\\
\hat{\sigma}_{s t} & =n^{-1} r_{s}^{\mathrm{T}} r_{t}
\end{align*}
$$

This estimator can be shown to be affine equivariant, but the estimator is only linear conditional on $T$, whose value depends on $y$. It is also of interest that Zellner's [30] one-step approximation is not affine equivariant, since it depends on the coordinatization used to start the iterations.

## 5. CONCLUSIONS

In this paper, we have derived results that considerably restrict possible values for the cumulant tensors of equivariant estimators for statistical models with elliptical errors. In many cases there are only a few undetermined constants, the remaining structure being entirely determined by affine equivariance and elliptical errors. The method is particularly effective for considering equivariant estimators of scatter as well as third and fourth cumulant tensors, since the number of undetermined constants is often quite small. For example, the covariance tensor of $\hat{\Sigma}$ is determined up to two unknown constants. Multivariate location and multivariate regression are other applications for which the results should be useful. In future work, we intend to extend the results to other models; for example, multivariate time series models may fail to satisfy the assumptions, since the expected value of an observation will usually depend on the errors from previous observations.
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