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Key Words: limiting Fréchet ε-subdifferential; fuzzy calculus; marginal function;
composite function; optimality condition; approximate solution.

1 The research of Huynh Van Ngai was supported in part by the PICS-CNRS Formath
Vietnam and by a “bourse de co-tutelle.” He thanks the LACO from the University of
Limoges, as well as Professor Michel Volle from the University of Avignon, for their hos-
pitality and support.
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1. PRELIMINARIES

The Clarke, Kruger–Mordukhovich, and Ioffe approximate subdifferen-
tials are the most used subdifferentials for applications in nonsmooth and
nonconvex optimization and in control theory, for example. It is well known
that these subdifferentials of nonsmooth and nonconvex extended real-
valued functions can be expressed in terms of the Fréchet subdifferential
or its limiting version that belongs to the so-called small subdifferentials
(see [7, 8, 18, 27, 28]). To exploit this property of Fréchet subdifferen-
tials, the authors of [16] introduced geometrically the notion of Fréchet
ε-subdifferential by relaxing the original Fréchet subdifferential to a bit
larger subdifferential within a small positive error. Then, this construction
appeared in an equivalent analytic form in [17]. The notion of limiting
Fréchet ε-subdifferential was given in [10, 11] by taking its sequential limits
in the weak topology. However, for ε = 0, in finite dimension, it appeared
in an equivalent form in [21] and was extended to Banach spaces in [16].
These new kinds of ε-Fréchet and limiting ε-Fréchet subdifferentials enjoy
a rich calculus and turn out to be very useful in the study of approximate
solutions of optimization problems and approximate convex functions (see
[11, 12, 19, 20]).

Our aim in the present paper is to further develop calculus rules for
the above-mentioned subdifferentials, especially for marginal and compos-
ite functions. The key technique which is used is a fuzzy sum rule first
established by Fabián [5] and extended by Jourani and Théra [12] under a
metric inequality condition. As an application, we aim at using these new
calculus rules to derive necessary conditions for approximate solutions of
constrained optimization problems in terms of ε-subdifferentials.

The paper is organized as follows. The remaining part of Section 1 deals
with notations and the fuzzy sum rule for Fréchet ε-subdifferential men-
tioned above that is later needed. In Section 2, a calculus formula for
the limiting Fréchet ε-subdifferential of marginal functions is presented.
Section 3 is devoted to calculus rules for the Fréchet ε-subdifferential and
the limiting Fréchet ε-subdifferential of composite functions. In the final
section, we apply the calculus rules established in Section 3 to derive nec-
essary conditions for approximate solutions of a general nonsmooth con-
strained optimization problem.

Throughout this paper, unless otherwise specified, let X denote a Banach
space, X∗ its topological dual, BX the closed unit ball in X, B�x� δ� the
closed ball centered at x ∈ X with radius δ > 0, and BX∗ the closed unit ball
in X∗. We adopt the following notation:

s→ (respectively
w∗→) denotes the

convergence with respect to the strong (respectively the weak∗ topology).

We denote xn
f→ x (respectively xn

C→ x) to mean the convergence of the
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sequence �xn�n∈� to x while the sequence �f �xn��n∈� converges to f �x�
(respectively xn → x while xn ∈ C). For each closed convex set C ⊂ X,
dC stands for the distance from x to C 
 dC�x� 
= infy∈C �x − y�. We use
the symbol F 
 X −→−→ Y to denote a set-valued (multivalued) mapping F ,
which is a mapping which assigns to each x ∈ X a subset (possibly empty)
of Y . We note graph F 
= ��x� y� ∈ X × Y 
 y ∈ F�x�� the graph of F .
Let f 
 X → � ∪ �+∞� be given and let ε be a fixed nonnegative number.
The Fréchet ε-subdifferential of f at x ∈ Dom f 
= �x ∈ X 
 f �x� < +∞�
(the effective domain of f ) was first introduced geometrically in Kruger and
Mordukhovich [16]. An equivalent analytic form was given by Kruger [17]
and is the following:

∂Fε f �x� =
{
x∗ ∈ X∗ 
 lim inf

�h�→0

f �x+ h� − f �x� − �x∗� h�
�h� ≥ −ε

}
� (1.1)

Clearly, x∗ ∈ ∂Fε f �x� if and only if for each η > 0, there is δ > 0 such that

�x∗� y − x� ≤ f �y� − f �x� + �ε+ η��y − x� for all y ∈ x+ δB� (1.2)

The limiting Fréchet ε-subdifferential at x ∈ Dom f is defined by

∂̂εf �x� 
= lim sup
y

f→x

∂Fε f �y�� (1.3)

where “limsup” stands for the sequential Painlevé–Kuratowski upper limit
of sets; i.e,

lim sup
y

f→x

∂Fε f �y� 
=
{
x∗ ∈ X∗ 
 ∃xn

f→ x� x∗n
w∗→ x∗

with x∗n ∈ ∂Fε f �xn� ∀n ∈ �
}
�

The limiting singular subdifferential of f at x is the set

∂∞f �x� 
= lim sup
y

f→x� λ↓0+

λ∂Ff �y�� (1.4)

When ε = 0, the sets defined by (1.1) and (1.3) are called the Fréchet
and the limiting Fréchet subdifferential at x, respectively. In what follows
we will use the notation ∂Ff �x� and ∂̂f �x�, instead of ∂F0 f �x� and ∂̂0f �x�.
The limiting Fréchet subdifferential was introduced in finite dimension in
[21] and was extended to Banach spaces in [16]; see also [24, 28] for more
details.

Note that if f is a lower semicontinuous convex function and if ∂f denotes
the subdifferential in the sense of convex analysis, then for all ε ≥ 0 one
has

∂Fε f �x� = ∂̂εf �x� = ∂f �x� + εBX∗ �
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For nonconvex functions a similar formula is true and the good frame-
work is the class of Asplund spaces (see [11, 28]). Let us recall that X is
an Asplund space, if every convex continuous function is Fréchet differ-
entiable on a dense Gδ-subset of the interior of its effective domain. In
particular, Fabián in [5] proved that X is Asplund if and only if for every
lower semicontinuous extended real-valued function f , the Fréchet subdif-
ferential ∂F�x� of f at x is nonempty on a dense set of points of its effective
domain (see [26] for other characterizations of Asplund spaces). Then one
has [28]

∂̂εf �x� = ∂̂f �x� + εBX∗ �

Further, let δC�·� denote the indicator function of a set C ⊂ X; that is,
δC�x� = 0 if x ∈ C and δC�x� = +∞ otherwise. The set of Fréchet ε-
normals to C at x is given by

NF
ε �C� x� 
= ∂Fε δC�x��

Obviously we have

NF
ε �C� x� 
=

{
x∗ ∈ X∗ 
 lim sup

y
C→x

�x∗� y − x�
�y − x� ≤ ε

}
�

The set of limiting Fréchet ε-normals to C at x is defined by

N̂ε�C� x� 
= ∂̂εδC�x� = lim sup
y
C→x

NF
ε �C� y��

Along this paper we shall frequently make use of a “fuzzy sum rule”
proved by Fabián [5] in the context of Asplund spaces for a sum of two
functions, when one of them is locally Lipschitzian. Then it was extended
by Jourani and Théra [12] to the case where both functions are lower semi-
continuous. First, let us introduce some notations.

For every f1� f2
 X → � ∪ �+∞�, we set

S1 
= ��x� α�β� ∈ X × � × � 
 f1�x� ≤ α��
S2 
= ��x� α�β� ∈ X × � × � 
 f2�x� ≤ β��

According to [12], we say that the pair �f1� f2� satisfies the metric inequality
��� � at x0 ∈ Dom f1 ∩Dom f2, if there are a > 0� r > 0 such that

dS1∩S2
�x� α�β� ≤ a�dS1

�x� α�β� + dS2
�x� α�β�� ��� �

for all �x� α�β� ∈ B�x0� r� × B�f1�x0�� r� × B�f2�x0�� r�. Note that if one
of the functions f1 and f2 is locally Lipschitzian at x0, then ��� � holds.
Moreover, if X is an Asplund space, then by [12] ��� � also holds provided
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there are a cone K∗ locally compact in the weak∗ topology and r > 0 such
that

∂Fd��x� α�� epif1� ⊂ K∗ × �

for all �x� α� ∈ B�x0� r� × B�f1�x0�� r� ∩ epif1 and

∂∞f1�x0� ∩ �−∂∞f2�x0�� = �0��
Actually the first part of the above condition can be weakened by sup-

posing that f is sequentially normally epi-compact; i.e., if the sequences
��xn� λn��n∈� and ��x∗n� λ∗n��n∈� satisfy the relations,

�x∗n�λ∗n�∈NF�epif1��xn�λn���xn�λn�→�x0�f1�x0���x∗n
w∗→0 and λ∗n→0�

then one has �x∗n� → 0 as n→∞. We refer to [26, 29, 32].
Finally, we recall the extended fuzzy sum rule from Jourani and

Théra [12], which will be used later in the paper:
Assume that X is an Asplund space and f1� f2
 X → � ∪ �+∞� are lower

semicontinuous and satisfy ��� � at x0 ∈ Dom f1 ∩Dom f2. Then for each x∗ ∈
∂Fε �f1 + f2��x0�, for each γ > 0� δ > 0� b1 > a�x∗� + 3 and b2 > a�x∗� + 3, there
exist xi ∈ x0 + γBX� fi�xi� ∈ fi�x0� + γB�, and x∗i ∈ ∂Ffi�xi�� �x∗i � ≤ 2bi� i = 1� 2
such that

�x∗ − x∗1 − x∗2� ≤ ε+ 2δ�1+ b1 + b2��
Let us also recall from [12] the following fact:

Let f1 and f2 be lower semicontinuous and satisfy ��� � at x0 ∈ Dom f1 ∩
Dom f2. Then for every ε ≥ 0, we have

∂̂ε�f1 + f2��x0� ⊂
⋂

α1+α2=ε
�∂̂α1

f1�x0� + ∂̂α2
f2�x0���

2. LIMITING FRÉCHET ε-SUBDIFFERENTIAL OF
MARGINAL FUNCTIONS

Let us consider the general parameterized constrained optimization
problem ��u)

��u� 
 p�u� = min
x∈F�u�

ϕ�u� x��

where ϕ
 U ×X → � ∪ �+∞� is a lower semicontinuous function defined
on the product of two Banach spaces U and X, and F is a set-valued
map from U to X. In general, p is nonsmooth, even if ϕ is differentiable
and F�u� = X for all u ∈ U . In this section we wish to establish a calcu-
lus rule for the limiting Fréchet ε-subdifferential of p in terms of the lim-
iting Fréchet ε-subdifferential of ϕ and the normal cone to the graph of F .
For this purpose, let us derive a formula for the ε-normal set N̂ε�graphF� ��
by using the distance function d�F� ���u� x� 
= dF�u��x�.
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Proposition 2.1. Let U and X be Banach spaces and let F be a set-
valued map from U to X with closed graph. Let x̄ ∈ F�ū�. Then one has

N̂ε�graphF� ���ū� x̄� = ⋃
λ>0

∂̂ε�λd�F� ����ū� x̄�� (2.1)

Proof. We omit the proof since it follows closely the proof given by
Thibault [35] when ε = 0.

Corollary 2.2. Let X be a Banach space and C ⊂ X a nonempty closed
subset of X. Then for every x̄ ∈ C one has

N̂ε�C� ���x̄� =
⋃
λ>0

∂̂ε�λd�C� ����x̄��

Proof. This is derived from Proposition 2.1, by using the set-valued map-
ping F 
 X −→−→ X defined by F�x� 
= C for all x ∈ X.

In [11] was given a formula to compute the ε-subdifferential of p when
ϕ��� �� is locally Lipschitzian. A similar formula for the limiting Fréchet
ε-subdifferential of p can be established under a compactness assumption
and a qualification condition. A related result when ε = 0 can be found in
[9, 28, Theorem 6.1 in Asplund spaces] and in [25] in finite dimension.

Theorem 2.3. Assume that U and X are Asplund spaces, F has a closed
graph, and ϕ is lower semicontinuous and sequentially normally epi-compact
at �ū� x̄�, where ū ∈ U and x̄ ∈ F�ū� with p�ū� = ϕ�ū� x̄�. Assume further
the following conditions:

(i) �−∂∞ϕ�ū� x̄�� ∩ N̂�graphF� ���ū� x̄� = ��0� 0��;
(ii) For every sequence �un�n∈� such that un

p→ ū, there exists a subse-
quence �unm� such that there exists a sequence xnm ∈ F�unm� with limit x̄ and
p�unm� = ϕ�unm� xnm�.

Then one has

∂̂εp�ū� × �0� ⊂
⋂

α1+α2=ε

(
∂̂α1

ϕ�ū� x̄� + N̂α2
�graphF� ���ū� x̄�

)
�

Proof. Invoke the proof of Theorem 2.18 in [11] and use the fuzzy sum
rule (see Section 1) instead of Theorem 2.17 of [11].

To proceed to another rule, let us recall from [34] that a set-valued map
F from U to X is said to be Lipschitzian at ū ∈ U if it has nonempty closed
values on U and if there exist κ > 0 and a neighborhood V of ū such that

F�u′� ⊆ F�u� + κ�u′ − u�BX�

for all u′� u ∈ V . Observe that F is Lipschitzian at ū, if and only if it
has nonempty closed values and the function d�F� ���u� x� 
= dF�u��x� is
Lipschitzian at �ū� x� for all x ∈ X.

The following result of [3] will be also needed.
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Lemma 2.4. Suppose that f 
 X → � attains a minimum over C ⊂ X at
x ∈ C and f is Lipschitzian on B�x� δ� with Lipschitz constant κ0 > 0� Then
for any κ ≥ κ0 the function g�y� 
= f �y� + κdC�y� attains a local minimum
over B�x� δ

2 � at x.

We now are able to provide a rule to compute the limiting Fréchet ε-
subdifferential of p when ϕ�u� �� is uniformly Lipschitzian with respect to
the second variable. The compactness assumption of the previous theorem
is no longer needed.

Theorem 2.5. Assume that U and X are Asplund spaces, F is Lipschitz-
ian at ū, where �ū� x̄� ∈ U ×X with p�ū� = ϕ�ū� x̄� and ϕ is lower semicon-
tinuous in both variables and uniformly Lipschitzian in the second variable at
x̄ for u sufficiently close to ū with a common Lipschitz constant κ. If condition
(ii) of the previous theorem is satisfied, then one has

∂̂εp�ū� × �0� ⊂ ∂̂εϕ�ū� x̄� + κ∂̂d�F� ���ū� x̄�� (2.6)

As a result one obtains

∂̂εp�ū� × �0� ⊂ ∂̂εϕ�ū� x̄� + N̂�graphF� ���ū� x̄�� (2.7)

Proof. Assume that ϕ�u� �� is Lipschitzian in a ball B�x̄� 3δ1� with a
common Lipschitz constant κ for every u near ū. Obviously, ϕ�u� �� is also
uniformly Lipschitzian in the ball B�x� 2δ1� for all x ∈ B�x̄� δ1�. Accord-
ing to condition (ii), there exists δ0 > 0 such that for each u ∈ B�ū� δ0�
with !p�u� − p�ū�! ≤ δ0, there is xu ∈ B�x̄� δ1/4� ∩ F�u� such that p�u� =
minx∈F�u� ϕ�u� x� = ϕ�u� xu�. Choose a positive number δ2 < δ0 and take
u∗ ∈ ∂̂εp�ū�. Due to the definition, there are sequences un ∈ U� xn ∈
F�un�, u∗n ∈ ∂Fε p�un�, such that un

p→ ū, u∗n
w∗→ u∗. Moreover, by condi-

tion (ii), without loss of generality, we may assume that there is a sequence
�xn�n∈� ⊂ X with xn → x̄ and p�un� = ϕ�un� xn�. Then, the sequence
�u∗n�n∈� is bounded; that is, there exists λ0 > 0 such that �u∗n� ≤ λ0 for all
n ∈ �. By (1.2), for each η > 0, there exists δn�η > 0 such that

p�un + h� − p�un� − �u∗n� h� ≥ −�η+ ε��h� ∀h ∈ δn�ηBU� (2.8)

Thus, for every n ∈ �, there exists a positive number γ1�n such that γ1�n <

min�δn�η� δ0
4λ0
�, and

p�un + h� − p�un� > −
δ0

2
∀h ∈ γ1�nBU� (2.9)

When n is large, say n ≥ n0, one has �xn − x̄� < δ1
8 , �un − ū� < δ2 and

!p�un� − p�ū�! < δ0
2 . Set f �u� x� 
= ϕ�u� x� + κd�F� ���u� x�. For n ≥ n0,

for h ∈ U and k ∈ X small enough, since F is Lipschitz at ū� there exists
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a constant M > 0 such that F�un� ⊆ F�un + h� +M�h�BX . Consequently,
there are zn� h ∈ F�un + h� and b ∈ BX such that xn = zn� h +M�h�b.
Moreover, since ϕ�u� �� is Lipschitzian with constant κ, one deduces that

ϕ�un + h� xn + k� ≥ ϕ�un + h� zn�h� − κ�k+ �h�Mb�
and therefore

f �un + h� xn + k� ≥ p�un + h� − κ�k+ �h�Mb��
It follows that for n ≥ n0, there exists γ2�n > 0 such that

f �un + h� xn + k� − f �un� xn� > p�un + h� − p�un� −
δ0

4
(2.10)

for all h ∈ γ2� nBU , k ∈ γ2� nBX . Let h ∈ min�γ1� n� δ0 − δ2� γ2� n�BU and
k ∈ min�γ1� n�

δ1
8 , γ2� n�BX . One has

�un + h− ū� ≤ �un − ū� + �h� < δ0�

We distinguish two cases: !p�un + h� − p�ū�! ≤ δ0 and !p�un + h� −
p�ū�! > δ0. In the first case, as noticed before, there exists xn�h ∈ B�x̄� δ1

4 �
such that

p�un + h� = min
x∈F�u�

ϕ�un + h� x� = ϕ�un + h� xn�h��

By Lemma 2.4, one has p�un + h� = minx∈B�xn�h� δ1
2 � f �un + h� x�. On the

other hand, �xn + k − xn�h� < δ1
2 ; hence p�un + h� ≤ f �un + h� xn + k�.

Thus, by (2.8), we obtain

f �un + h� xn + k� − f �un� xn� − ��u∗n� 0�� �h� k��
≥ −�η+ ε���h� + �k��� (2.11)

In the second case, since !p�un� − p�ū�! < δ0/2, one derives !p�un + h� −
p�un�! > δ0/2. Moreover, (2.9) implies p�un + h� − p�un� > δ0/2. Hence
by (2.10), we obtain

f �un+h�xn+k�−f �un�xn�>
δ0

4
>��u∗n�0���h�k��−�η+ε���h�+�k���

Thus, (2.11) also holds. Therefore, �u∗n� 0� ∈ ∂Ff �un� xn� and �u∗� 0� ∈
∂̂εf �ū� x̄� as well. By the assumption, we can apply the sum rule to obtain

∂̂εf �ū� x̄� ⊂ ∂̂εϕ�ū� x̄� + κ∂̂d�F� ���ū� x̄�
and to derive (2.6). Using Proposition 2.1, we deduce (2.7) and the proof
is complete.
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It is worth mentioning that if ϕ��� �� is locally Lipschitzian, then ϕ�u� �� is
uniformly Lipschitzian. The converse does not necessarily hold. For exam-
ple, the mapping ϕ
 �2 → � given by ϕ�u� x� = √! u ! + x is uniformly
Lipschitzian with respect to the second variable at x = 0, but it is not
locally Lipschitzian around �0� 0�. Let us observe that Theorems 2.3 and
2.5 cannot be deduced from each other. Indeed, there are in general no
implications between the conditions used in these theorems. This can be
seen by the following examples.

Example 1. Take U = X = c0 (the space of null sequences) and let
ϕ
 c0 × c0 → � be defined by ϕ�u� x� = √�u� + �x�. Then ϕ��� �� is uni-
formly Lipschitzian in the variable x around �0� 0�. Direct calculation shows
that ∂Fϕ�0� 0� = 01×B01

. Hence ϕ is not sequentially normally epi-compact
at �0� 0�.

Example 2. Consider the functions ϕ
 � × c0 → � and F 
 � → c0
defined by ϕ�u� x� = √!u! + �x� and F�u� = ��sin nu�/n�n∈≥1. Then ϕ
is uniformly Lipschitzian and F is Lipschitzian. Observe that �1� 0� ∈
∂∞ϕ�0� 0�. On the other hand, let �e1� e2� � � � � en� � � �� denote the usual

basis of the topological dual 01 of c0. Then en
w∗→ 0 and for every u ∈ ��

�cosnu�−en� ∈ NF�graph��u� F�u��. Hence, by taking un = π/n, one has
�−1�−en� ∈ NF�graph��un� F�un��. Consequently,

�−1� 0� ∈ �−∂∞ϕ�0� 0�� ∩ N̂�graph��0� 0��

Example 3. Take U = X = �. Let ϕ
 �→ � ∪ �+∞� be defined by

ϕ�u� x� =
{
u−√x if x ≥ 0
+∞ otherwise,

F�u� =
{ �0� if u = 0
�−√!u!� 0� otherwise.

We see that ϕ is not uniformly Lipschitzian and F is not Lipschitzian
around 0. Despite this, all the conditions of Theorem 2.3 are satisfied.

Observe also that when F�u� = C for all u ∈ U with C a nonempty closed
subset of X, Theorem 2.5 is an improvement of Theorem 2.18 in [11], in
which ϕ is required to be Lipschitzian in both variables.

Corollary 2.6. Let U�X, and F be as in Theorem 2.5. If ϕ is lower
semicontinuous in �u� x�, continuous and linear in x for u in a small neigh-
borhood U0 of u0, bounded on U0 for each x ∈ X, and if condition (ii) of
Theorem 2.3 is verified, then the conclusion of Theorem 2.5 remains true.
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Proof. By virtue of the Banach–Steinhaus theorem, ϕ�u� �� is uniformly
bounded on U0; that is, there is M0 > 0 such that �ϕ�u� ���X∗ ≤ M0 for
all u ∈ U0. Hence !ϕ�u� x1� − ϕ�u� x2�! ≤ M0�x1 − x2� for all u ∈ U0 and
x1� x2 ∈ X. This shows that ϕ�u� �� is uniformly Lipschitzian on U0. Apply
Theorem 2.5 to achieve the proof.

3. ε-SUBDIFFERENTIAL OF COMPOSITE FUNCTIONS

A calculus rule for the limiting Fréchet ε-subdifferential of the composi-
tion of a locally Lipschitzian function with a Fréchet differentiable mapping
was established in [11]. A similar result for the Kruger–Mordukhovich sub-
differential was obtained in [28] for the composition of a normally compact
function with a strictly Lipschitzian mapping. The concept of strict Lip-
schitzianity is an infinite dimensional version of locally Lipschitzian map-
pings and is actually equivalent to the concept of compact Lipschitzianity
introduced by Thibault [37]. In this section, we wish to extend the chain
rules of [11] for the Fréchet ε-subdifferential and the limiting Fréchet
ε-subdifferential to a broader class of functions. Let us first introduce the
notion of strictly compactly Lipschitzian mappings.

Definition 3.1. Let X and Y be Banach spaces. A mapping F 
 X → Y
is said to be strictly compactly Lipschitzian at x̄ ∈ X if for each sequences
xn → x̄, hn → 0� hn #= 0, the sequence

F�xn + hn� − F�xn�
�hn�

n = 1� 2� � � �

has a norm convergent subsequence.

Recall from [28] that a mapping F 
 X → Y is said to be strictly Lipschitz-
ian at x̄ ∈ X if it is Lipschitzian at x̄ and the sequence

F�xn + tnv� − F�xn�
tn

n = 1� 2� � � �

has a convergent subsequence in the norm topology of Y for each v ∈ X,
xn → x̄ and tn ↓ 0 as n→∞.

It is obvious that a strictly compactly Lipschitzian mapping is strictly
Lipschitzian, hence locally Lipschitzian. The converse is also true if Y is
finite-dimensional. In general, a strictly Lipschitzian mapping fails to be
strictly compactly Lipschitzian, as the example of the mapping F 
 c0 → c0
given by x = �xn�n∈� $→ F�x� 
= �sin xn�n∈� shows. Moreover, if F is
strictly Fréchet differentiable and its derivative F ′ is a compact operator, or
if F is a composition G ◦ F0, where G is strictly differentiable with G′ being
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a compact operator and F0 is Lipschitzian, then F is strictly compactly Lip-
schitzian. The class of mappings with the above properties is quite large. It
includes for instance Fredholm integral operators with Lipschitzian kernels.

The following proposition provides another characterization of strictly
compactly Lipschitzian mappings (see Thibault [37] for a similar character-
ization of strictly Lipschitzian mappings).

Proposition 3.2. Let X and Y be Banach spaces. A mapping F 
 X → Y
is strictly compactly Lipschitzian at x̄ ∈ X if and only if there is a set-valued
mapping K
 X −→−→ Y and a function r
 X ×X → �0�+∞� such that

(i) limx→x̄�h→0
r�x�h�
�h� = 0;

(ii) There is α > 0 such that for all h ∈ αBX , x ∈ x̄+ αBX one has

F�x+ h� − F�x� ∈ K�h��h� + r�x� h�BY ∀x ∈ x̄+ αBX� h ∈ αBX �

(iii)
⋃
�h�<α K�h� is compact in Y .

Proof. Let K and r be as in the statement of Proposition 3.2. Take a
sequence �xn�n∈� converging to x̄ and h tending to 0. Then, select yn ∈
K�hn� and an ∈ BY such that

F�xn + hn� − F�xn�
�hn�

= yn +
r�xn� hn�
�hn�

an�

Since
⋃

h∈αB K�h� is compact, the sequence �yn�n∈� has a convergent subse-
quence. This implies that

{F�xn+hn�−F�xn�
�hn�

}
n∈� has a convergent subsequence.

Conversely, suppose that F is strictly compactly Lipschitzian at x̄ ∈ X.
Define

K 
=
{
y ∈ Y 
 ∃xn → x̄� hn → 0� y = lim

n→∞
F�xn + hn� − F�xn�

�hn�
}
�

r�x� h� =
{
�h�

(
dK

(
F�x+h�−F�x�

�h�
)
+ �h�

)
if h #= 0

0 if h = 0�

Obviously,

F�x+ h� − F�x� ∈ K�h� + r�x� h�BY

and (i) holds. We claim that K is compact. Indeed, let �kn�n∈� be a
sequence in K. For every n, there are sequences xni → x, hni → 0 as
i→∞ such that

kn = lim
i→∞

F�xni + hni � − F�xni �
�hni �

�
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Hence, there exist xn → x̄� hn → 0 such that∥∥∥∥kn − F�xn + hn� − F�xn�
�hn�

∥∥∥∥ < 1
n
�

Since F is strictly compactly Lipschitzian, the sequence
{F�xn+hn�−F�xn�

�hn�
}
n∈�

has a convergent subsequence. Hence, �kn� has a convergent subsequence
too. The proof is complete.

Let us give below a characterization of strictly Lipschitzian mappings.

Proposition 3.3. Let X and Y be Banach spaces. Then F 
 X → Y is
strictly Lipschitzian at x ∈ X if and only if F is Lipschitzian at x and for each
sequence xn → x and hn → 0 such that

{ hn
�hn�

}
n∈� has a norm convergent

subsequence, the sequence

F�xn + hn� − F�xn�
�hn�

n = 1� 2� � � �

has a norm convergent subsequence.

Proof. The “if” part is obvious. For the “only if” part, suppose that F
is strictly Lipschitzian. Let �xn�n∈� and �hn�n∈� be sequences converging
to x̄ and 0, respectively (hn #= 0�, such that the sequence

{ hn
�hn�

}
n∈� has a

convergent subsequence. Without loss of generality, we may assume that
hn/�hn� → v. Since F is strictly Lipschitzian, the sequence

F�xn + �hn�v� − F�xn�
�hn�

n = 1� 2� � � �

has a convergent subsequence. On the other hand, one has∥∥∥∥F�xn + �hn�v� − F�xn�
�hn�

− F�xn + hn� − F�xn�
�hn�

∥∥∥∥ ≤M

∥∥∥∥v − hn
�hn�

∥∥∥∥�
where M is a Lipschitz constant of F . It follows that the sequence

F�xn + hn� − F�xn�
�hn�

n = 1� 2� � � �

also has a convergent subsequence and the proof is complete.

Observe that for mappings from a finite-dimensional space to a Banach
space there is no distinction between strict Lipschitzianity and strictly com-
pact Lipschitzianity. Nevertheless, the class of strictly Lipschitzian mappings
does not coincide with the class of Lipschitzian mappings. For example, the
mapping F 
 � → c0 defined by F�x� = �sin nx�/n�n≥1 is Lipschitzian, but
is not strictly Lipschitzian.
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Moreover, one can show easily that the class of strictly compactly
Lipschitzian mappings is a linear space. Also, the product of two strictly
compactly Lipschitzian mappings is strictly compactly Lipschitzian, as
is the composition of a strictly compactly Lipschitzian mapping with a
Lipschitzian mapping.

Another characterization of strictly Lipschitzian and strictly compactly
Lipschitzian mappings is given in terms of Fréchet normal cones.

Proposition 3.4. Let X and Y be Banach spaces and let F 
 X → Y be
a Lipschitzian mapping at x̄ ∈ X. The following assertions hold:

(i) If F is strictly Lipschitzian at x̄, then for each sequence xn → x�

�x∗n�−y∗n� ∈ NF�graphF� ���xn� F�xn�� with y∗n
w∗→ 0, one has x∗n

w∗→ 0;

(ii) If F is strictly compactly Lipschitzian at x̄, then for each sequences

xn → x� �x∗n�−y∗n� ∈ NF�graphF� ���xn� F�xn��� with y∗n
w∗→ 0, one has

x∗n
s→ 0.

Moreover, if in addition X is an Asplund space and Y is reflexive, then the
converse of (i) and (ii) is true.

Proof. Jourani and Thibault [15] proved the first assertion (see also
El Abdouni and Thibault [1, Lemma 2.5, 28]). For the converse asser-
tion, suppose X is an Asplund space and Y is reflexive. Fix h ∈ X and
select sequences �xn�n∈� ⊂ X and �tn�n∈� ↓ 0. Set yn 
= �F�xn + tnh�−
F�xn��/tn. We have to show that the sequence �yn�n∈� has a norm con-
vergent subsequence. Since F is Lipschitzian at x̄, the sequence �yn�n∈� is
norm bounded and by reflexivity of Y , we may assume that it has a weak
cluster point y; i.e., yn

w→ y� By the Hahn–Banach theorem, for each n,
there exists y∗n ∈ Y ∗ such that

�y∗n� yn − y� = �yn − y�2� �y∗n� = �yn − y��

Then, the sequence �y∗n�n∈� is necessarily bounded and by the Asplund

property we may assume that y∗n
w∗→ y∗. Denoting B��xn� xn + tnh�� 1

n
� 
=

�x ∈ X 
 d�xn� xn+tnh��x� ≤ 1
n
� and using the mean value theorem ([19, 28,

39]), select vn ∈ B��xn� xn + tnh�� 1
n
� and v∗n ∈ ∂F��y∗n − y∗� ◦ F��vn� such

that

�y∗n − y∗� F�xn + tnh� − F�xn�� −
tn
n
≤ �v∗n� tnh��

Observe that �y∗n − y∗� yn� − 1
n
≤ �v∗n� h� and that

v∗n ∈ ∂F��y∗n − y∗� ◦ F��vn� ⇐⇒ �v∗n� y∗ − y∗n� ∈ NF�graph� ���vn� F�vn���
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Therefore, by assumptions, since vn → x̄, then v∗n
w∗→ 0� and as a result,

lim supn→∞�y∗n − y∗� yn� ≤ 0� Now making use of the decomposition

�y∗n − y∗� yn� = �y∗n� yn − y� + �y∗n − y∗� y� − �y∗� yn − y��

since y∗n
w∗→ y∗� yn

w→ y and �y∗n� yn − y� = �yn − y�2� the above shows that
yn

s→ y, establishing the converse of (i).
For the second assertion, let xn → x̄� �x∗n�−y∗n� ∈ NF�graphF� ��

�xn� F�xn��� and y∗n
w∗→ 0� We want to show that �x∗n� → 0� For every

n� take hn ∈ X with �hn� = 1 such that �x∗n� hn� > �x∗n� − 1/n� Pick a
sequence δn ↓ 0 such that for all x ∈ xn + δnBX� one has

�x∗n� x− xn� − �y∗n� F�x� − F�xn�� ≤ 1/n��x− xn� + �F�x� − F�xn����
Consequently, by taking x = xn + δnhn� we obtain

�x∗n�hn�−
〈
y∗n�

F�xn+δnhn�−F�xn�
δn

〉
≤1/n

(
1+

∥∥∥∥F�xn+δnhn�−F�xn�δn

∥∥∥∥)�
Since F is strictly compactly Lipschitzian, we may assume that the sequence
��F�xn + δnhn� − F�xn��/δn�n∈� is norm convergent. Therefore,

lim
n→∞

〈
y∗n�

F�xn + δnhn� − F�xn�
δn

〉
= 0

and by this �x∗n� hn� → 0 as n→∞� Thus, x∗n
s→ 0.

Conversely, let �xn�n∈� and �hn�n∈� be sequences converging to x̄ and 0,
respectively. To show that the sequence �yn�n∈� defined by yn 
= �F�xn +
hn� − F�xn��/�hn� has a norm convergent subsequence, we use the same
argument as the one developed in the converse part of the first assertion.
Indeed, we may assume that yn

w→ y� Take y∗n such that �y∗n� yn − y� =
�yn − y�2� �y∗n� = �yn − y� and y∗n

w∗→ y∗. By the mean value theorem, there
are vn ∈ X, v∗n ∈ ∂F��y∗n − y∗� ◦ F��vn� such that

�y∗n − y∗� yn� −
1
n
≤

〈
v∗n�

hn
�hn�

〉
and vn → x̄, v∗n

s→ 0. Hence, lim supn→∞�y∗n − y∗� yn� ≤ 0� This yields yn
s→

y. The proof is complete.

We are now ready to obtain the main result of this section. Recall that
δgraphF��� �� is the indicator function of the graph of F .

Theorem 3.5. Let X be an Asplund space, let F 
 X → Y be a mapping
from X to Y� and let g
 Y → � ∪ �+∞� be a lower semicontinuous function.
Let x̄ ∈ X� ȳ 
= F�x̄� ∈ Dom g. Assume that the fuzzy sum rule is satisfied
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for g�v� + δgraphF�u� v�� The following assertions hold:

(a) If F is strictly Lipschitzian at x̄, then

∂̂ε�g ◦ F��x̄� ⊂
⋃

y∗∈∂̂g�F�x̄��
∂̂ε�y∗ ◦ F��x̄�� (3.1)

(b) Let F be strictly compactly Lipschitzian at x̄ and let x∗ ∈ ∂F�g ◦
F��x̄�� Then, there exists y∗ ∈ ∂F�g ◦ F��x̄� such that for each ε > 0 and
δ > 0� one has

x∗ ∈ {
∂F�y∗ ◦ F��x̄� + εBX∗ 
 x ∈ x̄+ δBX

}
� (3.2)

Proof. To show (3.1), let us define

h�u� v� 
= g�v� + δgraphF�u� v�� and f �u� 
= inf
v∈Y

h�u� v� = g�F�u���

Observe that

�x∗�−y∗� ∈ ∂Fε δgraphF�x� F�x�� ⇐⇒ x∗ ∈ ∂Fε �y∗ ◦ F��x��
Assertion (a) is a consequence of a similar formula for limiting Fréchet
subdifferential ([28]; see also [29, Corollary 4.5]). We include its proof for
the sake of completeness. Let x∗ ∈ ∂̂εf �x̄� 
= ∂̂ε�g ◦ F��x̄�. By definition,

there are sequences xn
g◦F→ x and x∗n ∈ ∂Fε f �xn� such that x∗n

w∗→ x∗� Since

x∗n
w∗→ x∗, the sequence �x∗n�n∈� is bounded. Thus, for some M > 0� we

have �x∗n� ≤M for all n ∈ �� As x∗n ∈ ∂̂εf �x̄n�� one has

�x∗n� 0� ∈ ∂Fε �g�·� + δgraphF��� ����xn� F�xn���
By using the fuzzy sum rule with δ = 1

n
, b1� b2 > aM + 3� there are

sequences �un�n∈� ⊂ X� �vn�n∈� ⊂ Y such that �un − xn� < 1
n
� �F�un� −

F�xn�� < 1
n
� �vn − F�xn�� < 1

n
� v∗n ∈ ∂Fg�vn�� �u∗n�−y∗n� ∈ ∂Fε δgraphF

�un� F�un��� ��u∗n�−y∗n�� ≤ b1� �v∗n� ≤ b2 and

�x∗n� 0� ∈ �0� v∗n� + �u∗n�−y∗n� +
1
n
�b1 + b2�BX∗ × BY ∗ �

The latter inclusion is equivalent to

x∗n ∈ u∗n +
1
n
�b1 + b2�BX∗� (3.3)

and

y∗n ∈ v∗n +
1
n
�b1 + b2�BY ∗ � (3.4)

Observe that the sequence �y∗n�n∈� is bounded. Since X is Asplund, the
closed unit ball in X∗ is weak*-sequentially compact. Hence we may assume
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that y∗n
w∗→ y∗� Therefore, v∗n

w∗→ y∗� yielding y∗ ∈ ∂̂g�F�x̄��. As observed
above, since �u∗n�−y∗n� ∈ ∂Fε δgraphF�un� F�un��� one has u∗n ∈ ∂Fε �y∗n ◦F��un��
The fuzzy sum rule applied to y∗nF = �y∗n − y∗� ◦F + y∗ ◦F , with δ = γ = 1

n
,

yields the existence of sequences �u1
n�n∈�� �u2

n�n∈� such that �u1
n − un� <

1
n
� �u2

n − un� < 1
n
� u1∗

n ∈ ∂F��y∗n − y∗� ◦ F��u1
n�� u2∗

n ∈ ∂Fε �y∗ ◦ F��u1
n�� and

u∗n = u1∗
n + u2∗

n � By virtue of Proposition 3.4 and as y∗n
w∗→ y∗� we have

u1∗
n

w∗→ 0. Since x∗n
w∗→ x∗� the inclusion (3.3) yields u∗n

w∗→ x∗. Hence, u2∗
n

w∗→
x∗� This shows that x∗ ∈ ∂̂ε�y∗ ◦ F��x̄� and the inclusion (3.1) is established.

To prove (3.2), let x∗ ∈ ∂Fε f �x̄� 
= ∂Fε �g ◦ F��x̄�. Similar to the proof of
(3.1), there are sequences �un�n∈�� ��u∗n�−y∗n��n∈� such that �un − x̄� <
1
n
� �u∗n�−y∗n� ∈ ∂Fε I�un� F�un��� x∗ ∈ u∗n + 1

n
�b1 + b2�BX∗ � and y∗n

w∗→ y∗ with
y∗ ∈ ∂̂g�F�x̄��. Let us now apply the fuzzy sum rule to y∗n ◦ F = �y∗n − y∗� ◦
F + y∗ ◦ F . There are sequences u1

n → x̄� u2
n → x̄, u1∗

n ∈ ∂F��y∗n − y∗� ◦
F��u1

n�� u2∗
n ∈ ∂Fε �y∗ ◦ F��u2

n� such that u∗n = u1∗
n + u2∗

n . By Proposition 3.4,
u1∗
n

s→ 0, hence u2∗
n

s→ x∗ and (3.2) follows. The proof is complete.

Let us remark that Mordukhovich and Shao proved in [30] a fuzzy chain
rule for Fréchet subdifferentials in the case where F is merely locally
Lipschitzian. However, note that the conclusion of Theorem 3.5 (b) above
is stronger than the one in Theorem 4.10 of [30]. This can be seen by the
following example:

Let consider the mapping F 
 c0 → c0 given by F�x� = �−! sin nx!/n�n∈≥1
and g
 c0 → � ∪ �+∞� defined by g�x� = sup�√nxn 
 n ∈ ��. Then, F is
strictly Lipchitzian, g ◦ F = 0 and 0 ∈ ∂F�g ◦ F��0�. Observe that

∂̂g�0� =
{
�y∗n� ∈ 01 
 yn ≥ 0�

∑
n≥1

yn/
√
n = 1

}
�

and the conclusion of Theorem 3.5 (b) is not satisfied at x = 0. Despite
this, the conclusion of Theorem 3.5 (a) above and of Theorem 4.10 in [30]
holds.

We observe that the fuzzy sum rule is satisfied for g�v� + δgraphF�u� v�
if g is locally Lipschitzian or more generally, if g is sequentially normally
epi-compact and the following qualification condition is verified:[

y∗ ∈ ∂∞g(F�x̄�) and �0�−y∗� ∈ N̂�graphF� �x̄� F�x̄���] (⇒ y∗ = 0�

Corollary 3.6. Let X be an Asplund space, let fi
 X → �, i =
1� 2� � � � � n, be locally Lipschitzian at x̄� Let f �x� 
= max�fi�x� 
 i =
1� 2� � � � � n�. Then for every γ > 0 and δ > 0 one has the inclusions

∂Fε f �x̄� ⊂ co ∪ {
∂Fε fi�x� + δBX∗ 
 x ∈ x̄+ γBX� i ∈ I�x̄�}� (3.5)
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and

∂̂εf �x̄� ⊂ co
{
∂̂εfi�x̄� 
 i ∈ I�x̄�

}
� (3.6)

where “co” denotes the convex hull of a set and I�x̄� 
= �i 
 fi�x̄� = f �x̄��.
Proof. Formula (3.6) is a consequence of Theorem 7.5 and Proposi-

tion 2.11 in [28]. It can be also derived from Theorem 3.5. Indeed, observe
that f = g ◦ F , where g
 �n → � is defined by g�x1� x2� � � � � xn� 
= maxi xi,
and F 
 X → �n by F�x� 
= �f1�x�� f2�x�� � � � � fn�x��. Note that g is convex
Lipschitzian with

∂̂g�y� = ∂g�y� =
{
�λi� 
 λi ≥ 0�

n∑
i=1

λi = 1� λi = 0 if i /∈ I�y�
}
�

F is locally Lipschitzian with values in �n and therefore is strictly compactly
Lipschitzian. Applying Theorem 3.5 to the functions g and F above, we
obtain (3.5) and (3.6).

For the purpose of applications we derive the following corollary.

Corollary 3.7. Let X and Y be Asplund spaces. Let F 
 X → Y be
strictly compactly Lipschitzian at x̄ ∈ X. Let K ⊂ Y ∗ be a nonempty weak*-
compact convex subset and define

f �x� 
= max��y∗� F�x�� 
 y∗ ∈ K��
Then for each γ > 0, δ > 0 one has

∂Fε f �x̄� ⊂
⋃{

∂Fε �y∗ ◦ F��x� + γBX∗ 
 for y∗ ∈ K with

y∗F�x̄� = f �x̄�� x ∈ x̄+ δB
}
�

Proof. Let g�y� 
= max��y∗� y� 
 y ∈ K� be the support functional of
K. Obviously, g is convex, Lipschitzian, and

∂̂g�y� = ∂g�y� = �y∗ ∈ K 
 �y∗� y� = g�y���
So f = g ◦ F and the corollary follows immediately from Theorem 3.5.

4. APPLICATION TO OPTIMALITY CONDITIONS

Let f be a function from X to � ∪ �+∞� and x ∈ X. Recall from [11]
that x is an ε-minimizer of f if

f �y� ≥ f �x� − ε for all y ∈ X� (4.1)



fréchet ε-subdifferential calculus 283

and x is an ε�·�-minimizer if

f �y� ≥ f �x� − ε�y − x� for all y ∈ X� (4.2)

A necessary condition for x to be an ε�·�-minimizer of f is that x satisfies
the inclusion 0 ∈ ∂Fε f �x�. Certainly, this holds when (4.2) is satisfied for all
y in some neighborhood of x.

We shall say that x is a local ε-minimizer (respectively, a local ε�·�-
minimizer) of f if (4.1) (respectively (4.2)) is satisfied in some neighborhood
of x. Similarly, x is said to be an ε-minimizer (respectively, an ε�·�-
minimizer) of f on C if (4.1) (respectively (4.2)) is satisfied for all y ∈ C.

By using the Ekeland variational principle, the following relation between
ε-minimum and ε�·�-minimum points was given in [11]:

Let f 
 X → � ∪ �+∞� be lower semicontinuous. If x0 is an ε-minimizer of
f on a nonempty set C ⊆ X, then for every δ > 0� there exists x̄ ∈ B�x0� δ� such
that x̄ is an ε/δ�·�-minimizer of f on C.

For convex functions, it is well known that every local minimum is
a global minimum. For ε-convex functions, a similar property can be
expected. Recall from [11] that a function f 
 X → � ∪ �+∞� is ε-convex
if it satisfies the following inequality for every x� y ∈ X, and λ ∈ �0� 1�:

f �λx+ �1− λ�y� ≤ λf �x� + �1− λ�f �y� + ελ�1− λ��x− y��
Proposition 4.1. Let ε1 and ε2 > 0 and let f be an ε1-convex function.

Then every local ε2�·�-minimizer of f is a global (ε1+ ε2��·�-minimizer of f .

Proof. The proof is similar to the convex case. Let x be a local ε2�·�-
minimizer of f . There is δ > 0 such that

f �y� ≥ f �x� − ε2�y − x� for all y ∈ x+ δBX�

Let y ∈ X, y /∈ x+ δBX . Then x+ δ y−x
�y−x� ∈ x+ δBX and

f

(
x+ δ

y − x

�y − x�
)
≥ f �x� − ε2�y − x��

Since f is ε1�·�-convex, one has

f

(
x+ δ

y − x

�y − x�
)
≤

(
1− δ

�y − x�
)
f �x� + δ

�y − x�f �y�

+ ε1

(
1− δ

�y − x�
)

δ

�y − x��x− y��

and therefore f �y� ≥ f �x� − �ε1 + ε2��y − x� for all y ∈ X. The proof is
complete.
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Proposition 4.2. Let C be a nonempty closed subset of X. Let f 
 X →
� ∪ �+∞� be a lower semicontinuous function, bounded from below on C ⊂
X. Then for all ε > 0� the function f has at least an ε�·�-minimizer on C.

Proof. Invoke the Ekeland variational principle [4].

Proposition 4.3. Let X be an Asplund space and C be a nonempty closed
subset of X. Assume that f 
X → � is Lipschitzian at x̄ ∈ C. Then a necessary
condition for x̄ to be an ε�·�-minimizer of f on C is that

0 ∈ ∂̂εf �x̄� + N̂sC�x̄��
Conversely, if f is ε′-convex for some ε′ ≥ 0 and C is convex, then the inclu-
sion above is a sufficient condition for x̄ to be an �ε + ε′��·�-minimizer of
f on C.

Proof. Let x̄ ∈ C be an ε�·�-minimizer of f on C, which is Lipschitzian
at x̄ with a Lipschitz constant κ. By Lemma 2.4, x̄ is a local ε�·�-minimizer
of the function h�x� 
= f �x�+κdC�x�. Therefore 0 ∈ ∂̂ε�f �·�+κdC�·���x̄�.
By the sum rule and Corollary 3.2, we obtain

0 ∈ ∂̂εf �x̄� + N̂C�x̄��
Now, let f be an ε′-convex function, and let C be convex. Obviously, N̂C�x̄�
is the normal cone in the sense of convex analysis; that is,

N̂C�x̄� = NC�x̄� = �x∗ ∈ X∗ 
 �x∗� x− x̄� ≤ 0 for all x ∈ C��
If 0 ∈ ∂̂εf �x̄� +NC�x̄�, then there is x∗ ∈ ∂̂εf �x̄� such that −x∗ ∈ NC�x̄�.
By virtue of Lemma 3.5 in [11], we obtain

f �x� ≥ f �x̄� + �x∗� x− x̄� − �ε+ ε′��x− x̄� ∀x ∈ X�
Since −x∗ ∈ NC�x̄�, one has �x∗� x− x̄� ≥ 0 for all x ∈ C. Combining these
two inequalities, we obtain f �x� ≥ f �x̄� − �ε + ε′��x − x̄� for allx ∈ C.
The proof is complete.

Let us now consider a general constrained minimization problem,

min f �x� s.t. F�x� ∈ −S� ����
where f 
 X → �, F 
 X → Y .

Assume that X and Y are Asplund spaces, and S ⊆ Y is a nonempty
convex closed cone. Let C 
= �x ∈ X 
 F�x� ∈ −S� denote the feasible set
of ���� and S∗ 
= �y∗ ∈ Y ∗ 
 �y∗� y� ≥ 0 ∀ y ∈ S� the dual cone to S,
respectively.

We say that x ∈ C is a local ε-solution (resp., ε�·�-solution) of ���� if x
is a local ε-minimizer (resp., ε�·�-minimizer) of f on the feasible set C of
����.

We can state the main result of this section which gives in terms of
Fréchet ε-subdifferential and limiting Fréchet ε-subdifferential, a necessary
condition for ���� to have a local ε�·�-solution.
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Theorem 4.4. Let X and Y be Asplund spaces. Assume that f is Lip-
schitzian at x̄ ∈ C and F is strictly compactly Lipschitzian in some neighbor-
hood of x̄. If x̄ is a local ε�·�-solution of ����, then for each sequence of
positive numbers δn ↓ 0, there exist sequences tn 
= �λn� y∗n� ∈ �0�+∞� × S∗,
x1
n → x̄, x2

n → x̄, such that

λn + �y∗n� = 1�

0 ∈ λn∂Fε f �x1
n� + ∂F�y∗n� F��x2

n� + δnBX∗ � (4.3)

lim
n→∞�y

∗
n� F�x̄�� = 0� (4.4)

Moreover, if t 
= �λ� y∗� is a weak*-limit point of the sequence �tn�n∈�, then

0 ∈ λ∂̂εf �x̄� + ∂̂�y∗ ◦ F��x̄�� (4.5)

�y∗� F�x̄�� = 0� (4.6)

Proof. The proof we present here is based on Clarke [3]. Let us consider
the following set:

T 
= {�λ� y∗� ∈ R+ × S∗ 
 !λ! + �y∗� ≤ 1
}
�

Since this set is weak∗-compact, by the Asplund property, it is weak∗-
sequentially compact. Fix a sequence �δn�n∈N such that δn ↓ 0 and t 
=
�λ� y∗� ∈ T . Consider the mappings defined by

Lδn
�x� t� 
= λ�f �x� − f �x̄� + ε�x− x̄� + δ2

n/4� + �y∗� F�x��
and

Gδn
�x� 
= max

t∈T
Lδn
�x� t��

Observe that Gδn
�·� is lower semicontinuous, limx→x̄�n→∞Gδn

�x� = 0� and
Gδn

�x̄� = δ2
n/4. Moreover Gδn

�x� > 0 for every x ∈ X� Indeed, if for some
x ∈ X� Gδn

�x� was negative, then as S is a convex closed cone, x would be
a feasible solution and f �x� < f �x̄� − ε�x − x̄�� which is a contradiction.
In this way, Gδn

�x̄� ≤ inf Gδn
+ δ2

n/4� By the Ekeland variational principle,
there exists un ∈ x̄+ δnBX such that

Gδn
�un� −

δn
4
�un − x� ≤ Gδn

�x� for all x ∈ X�

It follows that un is a minimum point of the function Gδn
�·� + δn

4 �· − un�
and therefore

0 ∈ ∂F
(
Gδn

+ δn
4
�· − un�

)
�un��
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Let us apply the fuzzy sum rule, to obtain

0 ∈ ∪
{
∂FGδn

�x� + δn
2
BX∗ 
 x ∈ B�un� δn�

}
� (4.7)

Let tx = �λx� y∗x� be a point at which the maximum defining G�x� is
attained. We have �tx� = 1� Indeed, if �tx� < 1, then as Gδn

�x� > 0, we
would have Gδn

�x� < 1
�tx�Gδn

�x� = Gδn
�x�, a contradiction. Clearly,

0 ≤ �y∗x� F�x�� ≤ Gδn
�x�� (4.8)

Now, using Corollary 3.7, we obtain

∂FGδn
�z� ⊆ ∪

{
∂FLδn

�x� t� + δn
4
BX∗ 
 x ∈ B�z� δn�� t ∈ T �

Lδn
�z� t� = Gδn

�z�
}
� (4.9)

Combining (4.7)–(4.9), select sequences tn = �λn� y∗n� ∈ T� xn → x̄� and
zn → x̄ such that

λn + �y∗n� = 1�

0 ∈ ∂FLδn
�xn� tn� +

3δn
4
BX∗ �

and
lim
n→∞�y

∗
n� F�zn�� = 0�

Then, limn→∞�y∗n� F�x̄�� = 0� Applying the fuzzy sum rule to the function
Lδn
�x� tn� = λn�f �x� − f �x̄� + ε�x− x̄� + δ2

n/4� + y∗n ◦ F�x� we obtain (4.3)
and the first part is proved.

For the second part, let t = �λ� y∗� be a weak∗-limit point of �tn�n∈�.
Then t ∈ S∗ and �y∗� F�x̄�� = limn→∞�y∗n� F�zn�� = 0� so that (4.6) is sat-
isfied. Use (4.3) to select sequences x1∗

n ∈ λn∂Fε f �x1
n�� x2∗

n ∈ ∂F�y∗n ◦ F��x2
n�

such that 0 ∈ x1∗
n + x2∗

n + δnBX∗ � Since f is Lipschitzian, the sequence
�x1∗�n∈� is bounded. Using the Asplund property, this sequence has a

weak*-limit point, and we may assume that x1∗
n

w∗→ x1∗� Therefore, x2∗
n

w∗→
−x1∗� Consequently, x1∗ ∈ λ∂̂εf �x̄� and similar to the proof of Theorem
3.5, we have −x1∗ ∈ ∂̂�y∗� F��x̄�� which completes the proof.

Note that the sequence �tn�n∈� used in the first part of Theorem 4.4,
may not have nonzero weak∗-limit points. In this case, the second part of
the theorem is trivial and does not give any information. It was established
by Loewen in [18] that if S∗ is locally compact (in particular, if Y is finite-
dimensional or S has a nonempty interior), then the sequence �tn�n∈� has
a nonzero weak∗-limit point.

Next, we give a condition on the function F , which ensures that the
sequence �tn�n∈� has a nonzero weak∗-limit point.
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Proposition 4.5. Suppose that F 
 X → Y is strictly compactly Lipschitz-
ian in some neighborhood of x̄ ∈ X. Let x ∈ X� and y∗x ∈ S∗ such that

�y∗x� F�x�� = max��y∗� F�x�� 
 y∗ ∈ S∗� �y∗� ≤ 1��
If the following condition is satisfied

lim inf
x→x̄�F�x�/∈−S

�y∗x� F�x� − F�x̄��
d�x� F−1�F�x̄�� > 0� (4.10)

then the sequence �tn�n∈� used in Theorem 4.4 has a nonzero weak∗-limit
point.

Proof. Let tn 
= �λn� y∗n�� If �λn�n∈� has a nonzero limit point, then we
are done. Let us consider the case where λn → 0� In this case, �y∗n� → 1� As
in the proof of Theorem 4.4, there is a sequence �zn�n≥1 ⊂ X converging to
x̄ such that L�zn� tn� = G�zn�� We claim that if n is large, then F�zn� /∈ −S
and

�y∗n� F�zn�� = �1− λn�max��y∗� F�zn�� 
 y∗ ∈ S∗� �y∗� ≤ 1��
Indeed, if F�zn� ∈ −S, then f �zn� ≥ f �x̄� − ε�zn − x̄�. When n is large, one
has G�zn� = L�zn� tn� < L�zn� �1� 0��� which is a contradiction. For every
y∗ ∈ S∗ with �y∗� ≤ 1 − λn� we have �λn� y∗� ∈ T and L�zn� λn� y∗� ≤
L�zn� λn� y∗n�� hence �y∗� F�zn�� ≤ �y∗n� F�zn��� Take xn ∈ X such that
F�xn� = F�x̄� and �zn − xn� < 2d

(
zn� F

−1�F�x̄�). Note that zn → x̄ hence
xn → x̄� Since F is strictly compactly Lipschitzian, the sequence �F�zn� −
F�x̄�/�zn − xn��n∈� has a convergent subsequence. Hence, we may assume
that �F�zn� − F�x̄�/�zn − xn�� → y. Let y∗ be a weak∗-limit point of the
sequence y∗n . According to (4.10) we obtain �y∗� y� > 0� It follows that
y∗ #= 0� The proof is complete.

If S = �0�� then S∗ = Y ∗ and condition (4.10) takes a simpler form

lim inf
x→x̄�F�x�#=0

�F�x��
d�x� F−1�0�� > 0� (4.11)

Recall from [8, 14] that a mapping F 
 X → Y is said to be metrically regular
at x0 ∈ X if there exist r > 0 and a > 0 such that

d�x� F−1�y�� ≤ a�y − F�x��
for all �x� y� ∈ �x0+ rBx�× �F�x0�+ rBY �� Clearly, if F is metrically regular
at x̄, then it satisfies condition (4.11). For more details on metric regularity,
the reader is refered to [8, 14].

Using the remark above and the argument of Theorem 4.4, we derive a
necessary condition for ε�·�-solutions of the following problem:

min f �x� s�t� G�x� ∈ −S� H�x� = 0� ��� ′�
where f 
 X → �� G
 X → Y� H
 X → Z� and S ⊂ Y is a nonempty convex
closed cone.
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Theorem 4.6. Assume that X�Y and Z are Asplund spaces, f is a Lip-
schitzian function, G and H are strictly compactly Lipschitzian mappings, and

(i) S∗ is locally compact;

(ii) lim inf
z→x�H�z�#=0

�H�z��
d�z�H−1�0�� > 0�

Then a necessary condition for x to be an ε�·�-solution of ��� ′� is that
there exist λ ∈ �0�∞�� and y∗ ∈ S∗� z∗ ∈ Z∗ not both zero such that

0 ∈ λ∂̂εf �x� + ∂̂�y∗ ◦G��x� + ∂̂�z∗ ◦H��x��
�y∗�G�x�� = 0�

For exact optimal solutions (ε = 0), a similar result was obtained in [24,
26] for the case where Y is a finite-dimensional space (say, Y = �n� and
S = �n

+, and in [1, 6] for Ioffe’s approximate subdifferential. Note that in
general, the limiting Fréchet subdifferential is smaller than the approximate
subdifferential. Therefore the conclusion of Theorem 4.6 is sharper than
the corresponding conclusion in [6]. The following example shows that the
conclusion of Theorem 4.6 is not true if condition (ii) above is not satisfied.

Consider the problem

min f �x� s�t� H�x� = 0�

with

f 
 c0 → �� f �x� 
=
∞∑
n=1

xn/n
2

H
 c0 → c0� H�x� = (
xn/n

)
n≥1�

The feasible set C of this problem is �0� and obviously Theorem 4.6 fails
to be true.
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11. A. Jofré, Dihn The Luc, and M. Théra, ε-subdifferential and ε-monotonicity, Nonlinear
Anal. 33, No. 1 (1998), 71–90.
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