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a b s t r a c t

We investigated the mechanisms associated with projected early-summer low-temperature extremes in
Japan at the end of the 21st century by means of a well-developed nonhydrostatic regional climate
model under the A1B scenario provided by the Intergovernmental Panel on Climate Change-Special
Report on Emission Scenario. The projected surface air temperature reveals that even in a climate
warmer than that at present, extremely low daily minimum temperatures in early summer are
comparable to those in the present climate at several locations. At locations where future low
temperatures are remarkable, the temperature drop at night is larger in the future than at present.
This temperature drop results from mainly two heat fluxes: upward longwave radiation and latent heat
flux. In the future climate, upward longwave radiation increases owing to high temperature at the
surface around the time of the sunset. In addition, the upward flux of latent heat increases owing to low
relative humidity just above the surface. These dryer conditions are associated with lower relative
humidity at 850 hPa, suggesting the effects of synoptic systems. These two fluxes act to reduce the
surface temperature, and hence surface air temperature.
& 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/3.0/).

1. Introduction

Temperature change is one of the central issues surrounding
future projections of the climate. Projections of future temperature
associated with anthropogenic global warming are important for
every branch of human activities and natural systems: human
health, ecosystems, and a variety of industries, such as agriculture,
energy, and insurance.

Although climate warming projections usually present mean
temperature increases, recently, extreme temperatures have been
projected because human activities will be significantly affected
not only by changes in mean temperatures, but also changes in
extreme temperatures. Global warming might induce regional- or
local-scale temperature extremes. According to (Anderson (2011,
2012), even with an increase in the global-mean temperature of
only 2 K, broad areas of the globe could experience maximum
seasonal-mean temperatures exceeding historical extremes.
Projections of extreme temperatures on regional scales are
needed; to achieve this, we need regional climate models (RCM)
that capture finer-scale changes in temperature over space and
time (e.g., Kurihara et al., 2005; Rummukainen, 2010; Arritt and
Rummukainen, 2011).

Previous studies at regional scales primarily focused on higher
temperature extremes such as changes to the daily maximum
temperature in summer; for example, using the simulation pro-
jected by the A1B scenario provided by the Intergovernmental
Panel on Climate Change (IPCC) Special Report on Emission
Scenario (SRES) (IPCC, 2000), Murata et al. (2012) examined future
changes in summertime temperature extremes over Japan pro-
jected by an RCM with a high spatial resolution of 5 km. Projected
changes in extreme daily maximum and minimum temperatures
were relatively large over several areas leeward of mountains.
Using two state-of-the-art RCMs, Frías et al. (2012) found that in
the future climate under the A1B scenario during spring and
summer in Southern Europe, the extremes are two or three times
the increases in mean seasonal temperatures. Rangwala et al.
(2012) projected temperature extremes in mid-21st century in the
southern Colorado Rocky Mountains by using RCMs under the A2
scenario provided by the IPCC-SRES; at higher elevations mean
daily maximum temperature during summer increases more than
3 K in addition to increases of around 2 K for all seasons.

In addition to high temperature extremes, projections of future
low temperature extremes are also important because many
human activities are vulnerable to cold extremes, regardless of
overall climate warming. For example, some crops are vulnerable
to extremely low temperatures. Luo (2011) reviewed temperature
thresholds for a variety of crops to provide a basis for estimating
the probability of exceeding temperature thresholds. Among these
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thresholds, base temperature and lethal minimum temperature
were defined: the former is the temperatures below which grain
yield fails to zero and the latter is the temperature below which
recovery of function is impossible. Other human activities and
natural systems vulnerable to cold extremes have also been
examined, such as human health (Patz et al., 2005; Handmer et
al., 2012) and ecosystems (Handmer et al., 2012; Inouye, 2000).

Few studies have investigated the changes to low-temperature
extremes associated with global warming, although such extreme
events may significantly impact human activities. Kodra et al.
(2011) is a rare example; they analyzed projections provided by
GCMs and found that cold extremes could persist even under 21st-
century warming scenarios. Their results indicate that in many
regions of the globe, the intensity and duration of cold extremes
would be comparable to those under current typical conditions.
Park et al. (2011) examined the changes to cold extreme events
over East Asia by using projections provided by GCMs. The
projections showed frequent occurrences of cold surges even in
the future climate; these surges are comparable to those in the
present climate, and Park et al. pointed out that living things in the
future climate would suffer the impact of cold surges. Their results
were primarily focused on synoptic-scale systems and indicate
that the minor changes to the frequency of cold surges are due to
the nearly constant magnitude of the Siberian High during the
time between the present and future. However, local-scale effects
on cold extreme events were not investigated in these previous
studies because local-scale phenomena are not adequately
resolved by GCMs.

No studies have, so far, investigated local- or regional-scale
low-temperature extremes across Japan under global warming
conditions although such extremes may severely impact human
activities in Japan. Because Japan has complex topography and
coastlines, which lead to considerable climate variability, the
necessary projections of low-temperature extremes should be
prepared at fine spatial scales (local or regional). To capture low-
temperature extremes at the local- or regional-scale, it will be
necessary to use a high-resolution RCM with grids fine enough to
capture such small spatial and temporal variations. Recently, a
high-resolution nonhydrostatic RCM (called NHRCM), developed
from a nonhydrostatic mesoscale model, has been used to simulate
regional climates in Japan (e.g., Murata et al., 2012; Sasaki et al.,
2008; Kanada et al., 2008; Nakano et al., 2012; Bai et al., 2013). In
particular, Sasaki et al. (2011, 2012) conducted high-resolution
regional climate simulations for all seasons in Japan and reported
on the superior performance of the NHRCM over that of a GCM.
Using this dataset, several studies of regional climates in Japan
were conducted (Sasaki et al., 2013; Hanafusa et al., 2013; Murata
et al., 2013).

In this study, we used data obtained from NHRCM simulations
to perform a detailed assessment of local-scale low-temperature
extremes in Japan under the future climate; we found extremely
low temperatures in early summer. Therefore, our focus is on low-
temperature extremes in early summer, when suitable conditions
are crucial for a variety of crops because early summer corre-
sponds to the growing season.

The aim of this study was to estimate future changes in local-
scale low-temperature extremes in early summer across Japan by
means of a well-developed high-resolution RCM (i.e., NHRCM) and
to identify possible factors that control such changes. To do this,
we explored the mechanisms for projected low-temperature
extremes by using budget analysis of heat fluxes at the ground
surface, which are linked to surface air temperature. Few studies
have investigated local-scale heat budgets in projected future
climate.

Section 2 describes the data and the methods for numerical
simulations obtained with the NHRCM. Section 3 evaluates the

performance of the NHRCM with respect to low-temperature
extremes in the present climate. Section 4 investigates the
simulated data on low-temperature extremes in the future cli-
mate. Section 5 identifies the atmospheric situations that give rise
to extremely low temperatures and examines the key factors that
govern the occurrence of low-temperature extremes. Section 6
assesses uncertainties in projected low-temperature extremes by
employing the bootstrapping approach. Finally, section 7 presents
the discussion and conclusions.

2. Data and methods

2.1. Data

2.1.1. Model data
The NHRCM developed by Sasaki et al. (2008) is a climate

extension of the Japan Meteorological Agency Nonhydrostatic
Model (JMA-NHM) (Saito et al., 2006, 2007), which is one of the
numerical weather-prediction models operated by the JMA. The
NHRCM has fully compressible equations with a map factor and
uses a semi-implicit time integration scheme. It includes the bulk-
type cloud microphysics (Ikawa et al., 1991; Lin et al., 1983;
Murakami 1990; Murakami et al., 1994). The Kain–Fritsch convec-
tion scheme (Kain and Fritsch 1990; Kain 2004; Kato et al., 2010)
is included as a cumulus scheme. For a planetary boundary
layer scheme, the Mellor–Yamada–Nakanishi–Niino Level 3
scheme (Nakanishi and Niino, 2004) is employed. For radiation,
a clear-sky radiation scheme (Yabu et al., 2005) and a cloud
radiation scheme (Kitagawa, 2000) are used. The land-surface
scheme by Hirai and Oh’izumi (2004), improved from the simple
biosphere model (Sellers et al., 1986), is included. Land-cover
classification is derived from the global land-cover characteriza-
tion for the simple biosphere model from the U.S. Geological
Survey land-use classification. Surface air temperature (1.5 m
height) is diagnosed from the surface skin temperature and the
temperature of the lowest atmospheric layer, based on the Monin–
Obukhov similarity theory (Beljaars and Holtslag, 1991).

For long-term climate simulation, the NHRCM includes a
spectral boundary coupling scheme (Kida et al., 1991; Sasaki et
al., 2000). In this scheme, large-scale components produced by the
outer model are merged into smaller-scale components in the
inner model. Consequently, no contradiction in the large-scale
components exists between the inner and outer models, thereby
enabling us to integrate the inner model steadily for a long
period.

The NHRCM has been used successfully to simulate regional
climates in Japan. For example, Sasaki et al. (2011), using the
NHRCM with 5 km grid spacing, performed a 20-year integration
with predicted boundary conditions and demonstrated that the
annual mean surface air temperature and precipitation in the
present climate are reproduced well. Sasaki et al. (2012) per-
formed a 20-year integration (from 2076 to 2096) for the end of
the 21st century and showed a 3 K rise in surface air temperature
averaged over Japan for each month (99% confidence level),
compared with the temperature in the present (from 1980
to 2000). Using data obtained from Sasaki et al. (2011), Murata
et al. (2013) pointed out negative biases in daily mean, maximum,
and minimum temperatures in urban areas; they demonstrated
that these biases are useful for estimating urban heat island
intensity.

Data obtained from Sasaki et al. (2011, 2012) are utilized in
this study. The grid-nesting strategy for numerical simulations is
as follows. The model domain (211�661 grid points) of the
NHRCM with a grid spacing of 5 km (NHRCM05) is set to cover
Japan. Boundary conditions for the NHRCM05 are derived from a
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simulation obtained via the NHRCM with a grid spacing of 15 km
(NHRCM15) and a domain (229�217 grid points) that covers East
Asia. The vertical coordinate of the NHRCM is terrain-following
and contains 40 levels, with the lowest level located 20 m above
the ground surface and the highest level located at 21.9 km.
Boundary conditions for the NHRCM15 are derived from a
simulation obtained with an atmospheric general circulation
model (AGCM) with 20 km horizontal resolution (MRI-
AGCM3.2S, hereinafter referred to as the AGCM20) (Mizuta
et al., 2012). Since AGCM20 does not contain mixing ratios of
cloud condensate and precipitating hydrometeors, the NHRCM15
is nested between the NHRCM05 and the AGCM20 to provide the
mixing ratio to the lateral boundary for the NHRCM05 (see Sasaki
et al. (2011) and Murata et al. (2013) for more details of the
nesting strategy).

The AGCM20 was jointly developed by JMA and the Meteor-
ological Research Institute of Japan; it is based on a numerical
weather-prediction model operated by JMA, with several modifi-
cations of radiation and land-surface processes for use in climate
simulations. The simulations are performed at a spectral triangular
truncation of spherical function at wave number 959 with a linear
grid for wave-to-grid transformation (TL959), corresponding to a
horizontal resolution of 20 km (1920�960 transform grids). The
model has 60 layers in the vertical direction (top at 0.1 hPa).

For the present climate, AGCM20 was run under the conditions
given by the Atmospheric Model Intercomparison Project AGCM
simulation for the 20th century experiment of the IPCC Fourth
Assessment Report (AR4) (IPCC, 2007). In the simulation, monthly
mean data from the Hadley Centre sea ice and sea surface
temperature (SST) data set version 1 (HadISST1) (Rayner et al.,
2003) were used for the observed SST and sea-ice concentration
data. The monthly climatology of sea-ice thickness from Bourke
and Garrett (1987) was also used. The NHRCM15 and NHRCM05
were run for 20 years, from September 1980 to August 2000. The
NHRCM15 (NHRCM05) was initialized for 2 months (1 month)
before the beginning of September in each year and was run
through August of the following year, excluding the first 2 months
(1 month) of the simulation, which was discarded as model
spinup.

As for the climate at the end of the 21st century, AGCM20 was
run under conditions with increased concentrations of greenhouse
gases and higher SST consistent with the A1B scenario provided by
the IPCC-SRES (IPCC, 2000). The SST used for the AGCM simulation
is the sum of the following three components: (1) the future
change in the multi-model ensemble of the SST projected by the
Coupled Model Intercomparison Project (CMIP), phase 3 multi-
model dataset; (2) the linear trend in the multi-model ensemble of
the SST for the period of 2075–2099; and (3) the detrended
observations for the SST for the period of 1979–2003. A detailed
description of the experimental design for the AGCM20 is given by
Kitoh et al. (2009). The NHRCM15 and NHRCM05 were run for 20
years, from September 2076 to August 2096. As in the case of the
experiment for the present climate, the NHRCM15 (NHRCM05)
was initialized for 2 months (1 month) before the beginning of
September in each year and was run through August of the
following year.

2.1.2. Observational data
The performance of the NHRCM05 was evaluated by comparing

daily minimum temperature from the simulation of the present
climate with observational data for the same period. High-
resolution observations are desirable for assessing the NHRCM05
performance because of its fine grid spacing. For this purpose, we
employed surface observational data with a high spatial resolution
provided by the automated meteorological data acquisition system

(AMeDAS) administered by JMA. AMeDAS is a ground-based
observation system with a dense network of meteorological
stations throughout Japan at an average interval of 17 km. Surface
air temperature data are available at 700 of these stations. The 1-h
temporal resolution of AMeDAS data is the same as that of the
NHRCM05 output. For each AMeDAS station, we employed the
following criteria for judging whether to use the data: records
contain no missing (1-h temporal-resolution) data over a day (i.e.,
24 data are required) and contain less than 50% missing daily data
over 20 years for each calendar day (i.e., at least 10 years are
required).

The model data corresponding to the nearest land grid point to
each AMeDAS station were extracted. For each station location,
there exists a height discrepancy between the model and the
actual topography: the elevations used in the simulations at the
station locations are generally higher than the actual elevations.
Because this discrepancy in elevation contributed to the difference
in surface air temperature between the simulated and observed
data, the temperatures in the simulations were corrected with the
standard temperature lapse rate (0.0065 K m–1). Murata et al.
(2013) examined the sensitivity to lapse rate and found that the
results were insensitive to lapse rate.

2.2. Methods

2.2.1. Bias correction
Before assessing extremely low temperatures, we corrected the

simulated temperatures on the basis of observational data to
reduce errors. For this purpose, we applied a bias correction to
the simulated daily mean temperature (Ta), daily maximum
temperature (Tx), and daily minimum temperature (Tn). A number
of methods for correcting biases have been proposed (e.g., Leander
and Buishand, 2007; Hurkmans et al., 2010; Piani et al., 2010a,b;
Bordoy and Burlando, 2013). We adopted the method proposed by
Piani et al. (2010) (referred to as the P2010 method) because of its
simplicity and the conservation of the order of temperature
sequence in the future climate. That is, the relationship T1oT2 in
raw temperature is also satisfied by the corrected temperature,
where T1 and T2 are arbitrary temperatures.

The P2010 method is described briefly. This method assumes
the linear relationship of cumulative density functions in tem-
perature between observations and model outputs. The following
procedure is carried out for each station and each month. Firstly,
data are listed in the order of Ta value for model outputs (x) and
observations (y). Secondly, coefficients a and b of equation
y¼aþbx are derived from the least square method. Next, aþbx
is regarded as the corrected value of Ta. Similarly, the range and
skewness in temperature are also corrected. Finally, corrected
values of the range and skewness are converted to Tx and Tn.

2.2.2. Most extreme daily minimum temperatures
As an index of extremely low temperature, we introduce the

first (Tn01) and second (Tn02) percentiles of daily minimum
temperature for each location and for each month. In this study,
Tn01 and Tn02 in June are used because our analysis is focused on
temperatures in early summer, as mentioned earlier. For the
calculation of Tn01 and Tn02 in June for each location, the daily
minimum temperature was first calculated from hourly data,
where a day was defined based on local standard time (Japan
Standard Time (JST)). Next, we sorted the daily minimum tem-
perature using all data (the number of data points is 600¼30
days�20 years) and Tn01 and Tn02 were subsequently derived
from the sorted data.
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3. Evaluation of low temperature in present climate

Model performance in reproducing extremely low temperature
near the surface in June in the present climate was assessed by
comparing the NHRCM05 simulation results with observational
data for the same period from the nearest AMeDAS stations. We
calculated the root mean square errors (RMSE) and the systematic
errors (bias) for Tn01 in June with the following equations:

RMSE¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

∑
N

k ¼ 1
ðMk�OkÞ2

s
ð1Þ

bias¼ 1
N

∑
N

k ¼ 1
ðMk�OkÞ; ð2Þ

where M represents simulated values, O is observed values, and N
(E700) is the number of AMeDAS stations for which data are
available.

RMSE for Tn01 in June is approximately 2.2 K, although the bias
is approximately 1.2 K (Fig. 1a), suggesting that errors for Tn01
simulated by NHRCM05 are somewhat large. Note that the RMSE
and bias in the monthly mean of daily mean temperatures (i.e., Ta,
Tx, and Tn) in June are within 1.5 K (not shown), comparable to
those for the annual mean of the daily temperatures, which are
also within 1.5 K (Murata et al., 2013), indicating that the model
reproduces well the mean temperatures in the present climate in
June. Because the error of 2.2 K is somewhat large, we applied the
P2010 method to the simulated daily temperatures so that
extremely low temperature could be reproduced more accurately.

Errors in Tn01 in June are greatly reduced by applying the P2010
method (Fig. 1b): the RMSE is approximately 1.0 K and the magni-
tude of bias is approximately 0.4 K, both around half those deter-
mined before applying the bias correction. In addition, the frequency
distribution of the corrected Tn01 in June is in good agreement with
those observed, compared with those not corrected (Fig. 2).

4. Projection of low temperature in the future climate

We examined the spatial distribution of Tn01 and how it
changes between the present and future climate (Fig. 3), where
the change is defined as the difference in Tn01 between the
present and future climates (future minus present). Much of our

attention is focused on small changes, which means that extre-
mely low temperatures in the future climate are comparable to
those in the present climate. It should be noted that Fig. 3b only
shows locations where the change in Tn01 is within 1.0 K and
where the observational data are available over the whole period
(i.e., 20 years) for ensuring high-quality bias correction.

There are several locations where the change in Tn01 is below
1.0 K (Fig. 3b). Among these locations, we examined physical
situations at the AMeDAS station Kuma, Yusuhara, Kamioka, and
Inabu, where the changes in Tn01 show 0.69, 0.97, 0.76, and 0.71 K,
respectively. The station Kusatsu and Dorobe were excluded from
the analysis because temperatures there were affected strong
wind events owing to high altitudes (over 900 m).

The small changes in Tn01 at the locations mentioned above
are robust. In order to investigate the robustness of the results
obtained from a grid box corresponding to each station, changes in
Tn01 at adjacent four grid boxes are also calculated. The averages
of changes in Tn01 over the five grid boxes (i.e., a grid box and the
adjacent four grid boxes) are 1.39, 1.41, 1.01, and 1.50 K for Kuma,
Yusuhara, Kamioka, and Inabu, respectively. These values are
larger than those calculated based on a grid box because of the
averaging process. Nevertheless, the spatially averaged changes in

Fig. 1. Root mean square error (RMSE) and bias in the first percentile of daily minimum temperature (Tn01) in June for the present climate reproduced by the nonhydrostatic
regional climate model with 5 km grid spacing (NHRCM05). RMSE and bias are shown (a) before and (b) after applying a bias correction.

Fig. 2. Frequency distribution of Tn01 in June in the present climate for modeled
(BC: bias corrected, noBC: no bias corrected) and observed (Obs) values.
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Tn01 are all within 1.5 K, which is much smaller compared with
changes in the mean temperature (i.e., about 3 K) averaged over
Japan for each month (Sasaki et al., 2012).

5. Mechanism of extremely low temperature in future climate

5.1. Temperature drop in the nighttime

We first examined the relationship between Tn and change in
surface air temperature at nighttime (referred to as ΔT), which we

define as the temperature just before the sunrise (at 0400 or 0500
JST depending on locations) minus that just after the sunset (at
2000 JST). Fig. 4 shows a scatterplot of ΔT and Tn. For each
location, the total number of data is 600 (30 days�20 years) for
each climate. Fig. 4 reveals that, at all four locations, Tn is
proportional to ΔT for each climate. The future climate shifts
toward higher minimum temperatures and smaller ΔT than under
the present climate. For extremely low Tn, ΔT has a negative value
and the magnitude of ΔT (i.e., |ΔT|) is large. For the future climate, a
larger |ΔT|, compared with the present climate, is necessary for the

Fig. 3. Horizontal distribution of (a) Tn01 [1C] in June for the present climate simulated by the NHRCM05 and (b) the difference in Tn01 [K] in June between the present and
future climates (future Tn01–present Tn01) simulated by the NHRCM05 for values o1.0 K. The numbers on the map show the locations of (1) Kuma, (2) Yusuhara,
(3) Kamioka, (4) Inabu, (5) Kusatsu and (6) Dorobe.
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realization of extremely low temperature that is comparable to
that in the present climate.

We attribute the small Tn01 at Kuma in the future climate,
comparable to that in the present climate, to a relatively large |ΔT |
in the future climate. Here we selected the 12 cases for each
climate in which Tn is at or lower than Tn02 (Fig. 5a). The values of
|ΔT | in the future climate range roughly from 6 to 9 K except for
two outliers around 3 K, whereas that in the present climate
ranges roughly between 4 and 7 K (Fig. 5a). Overall, in the cases
of extremely low temperature, |ΔT |; is larger in the future climate
than in the present climate, although the Tn in the two climates is
similar.

Note that the two outliers in the future climate are associated
with a downward flux of sensible heat. A close inspection reveals
that sensible heat contributes considerably to total heat flux and
hence |ΔT| (not shown). The cases for which the downward flux of
sensible heat is large correspond to those for which the surface
wind speed is high (Fig. 6a), suggesting that the wind speed
contributes greatly to sensible heat flux through turbulence in the
planetary boundary layer. The cases for which the surface wind
speed exceeds 2.2 m s–1 are excluded to remove the outliers
(Fig. 6a). The remaining cases are calm and clear nights, with both

weak surface winds and large |ΔT |; in fact, longwave radiative
cooling is important in these cases (not shown).

For the other three locations (i.e., Yusuhara, Kamioka, and
Inabu), the relationship between Tn and ΔT is similar to that at
Kuma. That is, |ΔT| is larger in the future climate than in the
present climate in the cases of extremely low Tn. Fig. 5b–d shows
the same scatterplots as Fig. 5a, but for the other locations. The 12
cases (at or lower than Tn02) were selected for Yusuhara, whereas
the 6 cases (at or lower than Tn01) were selected for each Kamioka
and Inabu. The reason for the selection of the lower threshold for
Kamioka and Inabu is that the values of Tn between Tn01 and
Tn02 for the future climate are not close to those for the present
climate. Similar to the Kuma case, the data for which the surface
wind speed exceeds 2.2 m s–1 are excluded to remove the outliers
at Yusuhara and Inabu (Fig. 6b and d). Overall, |ΔT| is larger in the
future climate than in the present climate when the data with
similar Tn are compared (Fig. 5b–d).

5.2. Heat flux budget

The difference in the nighttime temperature change at Kuma
for the coldest June days between the present and future climates

° °

° ° Present
Future

Present
Future

Present
Future

Present
Future

Fig. 4. Daily minimum air temperature versus the daily change in surface air temperature at nighttime (temperature just before sunrise minus that just after sunset) at
(a) Kuma, (b) Yusuhara, (c) Kamioka, and (d) Inabu, in June for the present and future climate simulated by the NHRCM05. The lines are the least linear squares fits between
the two quantities.
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is accounted for by the total heat flux at the ground surface
(Fig. 7a). Here the cases in which Tn is at or lower than Tn02 are
selected and the cases in which surface wind speed is large (over
2.2 m s–1) are excluded from this analysis. Although the ranges of
ΔT and total heat flux overlaps considerably between the present
and future climate, values of both tend to be lower in the future
than in the present climate. The differences in both ΔT and the
total heat flux between the present and future climates are
statistically significant (Wilcoxon–Mann–Whitney rank-sum test
(Wilks 2011) at the 5% level). These results suggest that the
atmospheric situations for the two climates are quite different.

For the other three locations (i.e., Yusuhara, Kamioka, and
Inabu), the relationship between the total heat flux and ΔT is
similar to that at Kuma. That is, ΔT is roughly proportional to the
total heat flux and values of both tend to be lower in the future
climate than in the present climate (Fig. 7b–d). At Yusuhara and
Kamioka, the differences in both ΔT and the total heat flux
between the present and future climates are statistically signifi-
cant (Wilcoxon–Mann–Whitney rank-sum test at the 5% level at
Yusuhara and 10% level at Kamioka). At Inabu, on the other hand,
the difference in the total heat flux between the two climates is
not statistically significant, although the significance level of the

difference in ΔT is 10%. Therefore, the data at Inabu are excluded
from analyses described below.

We attribute the difference in the total heat flux at Kuma
between the present and future climates to change in upward
longwave radiation and latent heat flux. This result is achieved by
performing a budget analysis of heat flux at the ground surface for
each climate (Fig. 8) and by calculating the difference in heat flux
between the two climates (Fig. 9a). The cases in which Tn is at or
lower than Tn02 are used whereas the cases in which surface wind
speed is over 2.2 m s–1 are excluded in the analysis. Note that
positive (negative) is heat flux inward to (outward from) the
surface that causes heating (cooling) of the surface. For example,
upward longwave radiation shows negative (Fig. 8), indicating
cooling at the surface due to outgoing longwave radiation. More-
over, the difference in upward longwave radiation between the
two climates shows negative (Fig. 9), indicating that the cooling is
greater in the future climate than in the present climate. We found
that the differences in upward longwave radiation and latent heat
flux contribute considerably to the total heat flux and that these
two components relate similarly to the total heat flux (i.e.,
negative difference). In contrast, the differences in downward
longwave radiation and heat flux under the ground are positive,

° °

° ° Present
Future

Present
Future

Present
Future

Present
Future

Fig. 5. As for Fig. 4, but for extremely-low daily minimum temperatures. The (a and b) 2% or (c and d) 1% of days with the coldest daily minimum temperatures are selected.
Circles surrounding data marks denote 10 m wind speeds (averaged over the nighttime) greater than 2.2 m s–1.
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which are opposite to that of the total heat flux. The contribution
of the difference in sensible heat flux to that in the total heat flux
depends on locations.

For the other two locations (i.e., Yusuhara and Kamioka), the
differences in the components of heat flux between the present
and future climates are similar to those at Kuma. That is, upward
longwave radiation and latent heat flux contribute to stronger
cooling in the future climate (Fig. 9b and c). In addition, sensible
heat flux contributes to the cooling at Yusuhara (Fig. 9b). We
examined in detail these heat fluxes: upward longwave radiation,
latent heat flux, and sensible heat flux.

5.2.1. Upward longwave radiation
Longwave radiative cooling is considered to be the dominant

process for a large decrease in surface temperature on clear nights
(e.g., Petty, 2004). In this situation, the cooling rate at the surface is
approximately proportional to the magnitude of net radiation
(outgoing longwave radiation from the surface minus incoming
longwave radiation into the surface). The dominance of longwave
radiation in the total heat flux holds true for the present cases in
both the present and future climates (Fig. 8). The difference in
longwave radiation between the present and future climates is

important for the difference in the nighttime temperature drop
between the two climates.

We attribute the difference in upward (outgoing) longwave
radiation between the present and future climates to the tem-
perature at the ground surface around the time of the sunset. At
that time, the surface in the future climate is warmer than that in
the present climate because of global warming (not shown). The
warmer surface in the future climate is responsible for enhanced
upward radiation as required by the Stefan–Boltzmann law, lead-
ing to more cooling at the surface compared with that in the
present climate. The greater the cooling at the surface, the larger
the temperature drop in the nighttime. Thus, upward longwave
radiation acts to reduce the difference in the surface temperature
between the two climates.

5.2.2. Latent heat flux
Dryer conditions just above the surface are responsible for

enhanced upward (outgoing) latent heat flux in the future climate.
Fig. 10 reveals that latent heat flux (negative is upward) roughly
proportional to relative humidity at 16 m above the surface at all
three locations. The values of latent heat flux and relative
humidity tend to be lower in the future than in the present
climate although the ranges of both overlaps considerably

Present
Future

Present
Future

Present
Future

Present
Future

Fig. 6. As for Fig. 5, but downward sensible heat flux at the surface versus wind speed at 10 m. The heat flux and wind speed are averaged over the nighttime.
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between the present and future climates. The results indicate that
dryer conditions just above the surface promote evaporative
cooling at the surface (i.e., upward latent heat flux) in the future
climate.

Dryer conditions near the surface are associated with atmo-
spheric situations in the lower troposphere. Closer inspection of
atmospheric moisture reveals that relative humidity at 16 m above
the surface is roughly proportional to that at 850 hPa at all 3
locations although the values are varied more widely at a location
(not shown). Relative humidity at 850 hPa tends to be lower in the
future than in the present climate. This lower relative humidity at
850 hPa in the future climate suggests the influence of synoptic
systems on the humidity. Further work on synoptic situations is
required, which is beyond the scope of this study but will be the
topic of future research.

It should be noted that the difference in latent heat flux
between the present and future climates is not negligible com-
pared with difference in other components of heat flux (Fig. 9)
although the magnitude of latent heat flux is much smaller that
those of radiation (Fig. 8). In addition, latent heat flux during the

Fig. 7. As for Fig. 5, but change in daily surface air temperature at nighttime versus total heat flux at the surface (positive is downward). The heat flux are averaged over the
nighttime. Data for surface wind speed over 2.2 m s–1 are excluded from the plot.

Fig. 8. Components of heat flux at the ground surface of Kuma in June for the
present and future climate simulated by the NHRCM05. Positive values mean
warming, whereas negative values mean cooling. Each component is averaged over
the selected data, which are averaged over the nighttime, as shown in Fig. 7a.
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nighttime is possible because the surface conditions are suffi-
ciently wet and atmosphere just above the surface is dry. Soil
moisture just below the surface is over 70% of the saturation in
most cases (Fig. 11) and evaporative cooling tends to increase with
drying atmosphere just above the surface (Fig. 10).

5.2.3. Sensible heat flux
The difference in sensible heat flux in the present and future

climates is attributed to that in the surface wind speed. At
Yusuhara, wind speed at 10 m in the future climate tends to be

Fig. 9. Differences in components of heat flux between future and present climates
(future minus present) simulated by the NHRCM05 for the surface at (a) Kuma,
(b) Yusuhara, and (c) Kamioka, in June (SH: downward sensible heat flux, LH:
downward latent heat flux, GH: upward heat flux from inside of the ground, D-IR:
downward longwave radiation, U-IR: upward longwave radiation, Total: the sum of
all components). Negative values mean more cooling or less warming in the future
climate compared with the present climate. Each component is averaged over the
selected data, which are averaged over the nighttime, as shown in Fig. 7.

Fig. 10. Relative humidity 16 m above the surface versus downward latent heat flux
(negative is upward) at the surface at (a) Kuma, (b) Yusuhara, and (c) Kamioka, in
June for the present and future climate simulated by the NHRCM05. Relative
humidity and latent heat flux are averaged over the nighttime.
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smaller than that in the present climate, except for the excluded
data (Fig. 6b). This result indicates that downward (incoming)
sensible heat flux is not large in the future climate owing to less
turbulent atmosphere. However, Kuma and Kamioka are not in
similar situations. At these locations, there is no obvious difference
in the surface wind speed between the two climates (Fig. 6a
and c). Thus, the contribution of sensible heat flux to the total heat
flux depends on the location.

6. Reliability measured by the bootstrap method

There are two approaches to reduce uncertainty in the esti-
mates of climate change. One is to conduct ensemble simulations
with RCMs that have a relatively low resolution. The other is to
conduct a simulation with an RCM with higher resolution (e.g.,
Kendon et al., 2012). The approach adopted in this study is the
latter. A well-developed high-resolution model provides a credible
means to improve the performance of a model simulation with
coarser resolution. As mentioned earlier, the horizontal grid
spacing of the NHRCM05 is 5 km and is fine enough to resolve
regional-scale and local-scale features, particularly involving inter-
actions with complex topography. Moreover, simulation results
produced by an operational model are more reliable because
specific tuning of physical parameterizations is performed so as
to obtain results suitable for a targeted region. Because the
NHRCM05 is based on an operational model JMA-NHM, the
NHRCM05 simulates the present climate well (Sasaki et al., 2011;
Murata et al., 2013). The NHRCM05 simulations provide a credible
means to obtain reliable estimates of temperature and other
relevant features at least for the present climate but possibly for
the future climate.

Uncertainties in projected future climates can be assessed by
employing the bootstrapping approach even for results from a
single-model simulation. The bootstrap is a kind of resampling
procedure (Efron, 1979) and has been used for nonparametric
testing. In such testing, the test statistic is calculated for each
group of resampled data, and many groups of resampled data are
prepared.

In this study, uncertainty about Tn01 at the three stations (i.e.,
Kuma, Yusuhara, and Kamioka) in June was assessed by means of
the bootstrap approach. The procedure for assessing uncertainty at
each station was as follows: (1) the simulated Tn in June was
chosen for the present and future climates (600 data¼30

days�20 years for each climate) and Tn01 was calculated; (2) to
test under the null hypothesis that there is no significant differ-
ence in Tn01 between the two climates, the two dataset were
merged (number of data points¼1200); (3) with the merged
dataset, 10,000 resamplings were performed, and Tn01 for each
resampled dataset was recalculated; and (4) the null hypothesis
was tested by evaluating bootstrap realizations of the test statistic
using the resampled datasets.

The results obtained by the bootstrap approach indicate that
Tn01 in the future climate is comparable to that in the present
climate at all three locations in June. The null hypothesis that there
is no statistically significant difference in Tn01 between the two
climates is not rejected at the 95% level of confidence at Kuma, and
at the 99% level of confidence at Yusuhara and Kamioka. The
results suggest that difference in Tn01 between the two climates
at each location is not great.

7. Summary and concluding remarks

We examined mechanisms of early-summer low-temperature
extremes in Japan at the end of the 21st century with projected
temperature data provided by a well-developed high-resolution
NHRCM05. The horizontal grid spacing of the NHRCM05 is 5 km so
that it is possible to resolve the complex topography of Japan and
the surface air temperatures influenced by topographic features.
The NHRCM05 was driven at the lateral boundaries by GCM
forcing under the A1B scenario provided by the IPCC-SRES.

First, we investigated the reproducibility of extremely low
temperatures in June. The magnitudes of RMSE and the bias for
Tn01 were approximately 2.2 K and 1.2 K, respectively, suggesting
that the NHRCM05 has somewhat large errors in Tn01. After
applying the bias correction proposed by Piani et al. (2010), errors
in Tn01 in June showed much smaller values: the magnitudes of
the RMSE and the bias were approximately 1.0 K and 0.4 K,
respectively. The frequency distribution of Tn01 was also well
reproduced by applying the bias correction.

Next, we investigated the projection of extremely low tem-
peratures in June in the future climate. There were some locations
where the changes in Tn01 were very small (below 1.0 K),
suggesting that extremely low temperatures in the future climate
would be comparable to those in the present climate.

We attribute the small Tn01 in the future climate to a relatively
large drop in surface air temperature at nighttime. Budget analyses
of surface energy reveal that the upward (outgoing) fluxes of
longwave radiation and latent heat (i.e., evaporative cooling) are
responsible for the small magnitude of the changes; specifically, in
the future climate, both upward fluxes from the ground surface
increase. This enhanced upward radiation in the future climate is
caused by higher temperature at the surface around the time of
the sunset. The increase in the upward flux of latent heat is caused
by low relative humidity just above the surface in the future
climate. The dryer conditions near the surface are associated with
those at 850 hPa, suggesting the influence of synoptic systems. In
conclusion, greater outgoing longwave radiation in the future
climate, compared with the present climate, is mainly responsible
for the extreme temperature drop at nighttime although the
radiative cooling is the main process for both climates. In addition,
evaporative cooling is needed to further reduce temperature in the
future climate.

We demonstrated that, in the future climate, extremely low
temperatures comparable to those in the present climate could
occur in some locations. Our results could be generalized to the
mechanism of extremely low temperatures over mountainous
areas in Japan, although we focused on physical processes over
mountainous locations (i.e., Kuma, Yusuhara, and Kamioka) in this

Fig. 11. Relative frequency of saturation ratio of soil moisture in the soil layer just
below the surface. The saturation ratio is averaged over the nighttime. The selected
data at Kuma, Yusuhara, and Kamioka, corresponding to those in Fig. 10, are used
without differentiation between these locations.
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study. To support this hypothesis, further investigation similar to
the present study is needed for other locations where the low
temperatures in the future climate would be comparable to those
in the present climate.
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