Multiscale modelling of voided ductile solids with micro-inertia and application to dynamic crack propagation
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Abstract

The present paper is dedicated to the modelling of the effects of microscale inertia (or micro-inertia) on the behaviour of elastic-(visco)plastic porous materials under dynamic conditions. A constitutive damage model is developed using a dynamic homogenization procedure, in which inertia effects due to material motion at the microscale are taken into account. The accuracy of the proposed approach is assessed through comparisons with dynamic finite element cell computations. Then, simulations of dynamic crack extension based on the present formulation are presented. Numerical results indicate that microscale inertia has a significant influence on the computed crack growth behaviour.
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Nomenclature

\[ \sigma, \dot{\varepsilon} \] microscopic (Cauchy) stress tensor and strain-rate tensor

\[ \Sigma, \dot{\mathbf{L}} \] stress tensor and velocity gradient at the unit cell level (except in section 2.1)

\[ \tilde{\Sigma}, \tilde{\mathbf{L}}, \tilde{\mathbf{D}} \] macroscopic stress tensor, velocity gradient and strain rate tensor

\[ \tilde{\Sigma}^{\text{sta}}, \tilde{\Sigma}^{\text{dyn}} \] static and dynamic parts of the macroscopic stress tensor

\[ P^{\text{dyn}}, \tilde{P}^{\text{dyn}} \] dynamic (or inertial) pressure at unit cell level and at the macroscale
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The fracture of ductile materials is often due to the nucleation, growth and coalescence of microscopic voids. Ductile fracture has been the subject on numerous investigations in the past decades [1,2]. On the modelling side, a lot of efforts have been made to develop micromechanical constitutive relationships for porous solids. Gurson [3] performed one of the pioneering works in this direction. The micromechanical approach to ductile fracture (also called local or continuum approach to ductile fracture) is attractive as it makes it possible to link the fracture resistance of a structural component to microstructural details of its constitutive material. Of course, reliable failure predictions require an accurate description of the physical mechanisms governing the void evolution. Recent studies were devoted to the incorporation of void shape effects [4], plastic anisotropy [5,6], matrix tension-compression asymmetry [7] in constitutive relations for porous materials and to the modelling of void coalescence [8-10].

Several researchers employed a micromechanically-based approach to analyse dynamic crack extension [11-14]. In these studies, an extended version of the Gurson-Tvergaard-Needleman (GTN) model accounting for strain-rate sensitivity (viscoplasticity), adiabatic heating due to plastic dissipation and temperature-dependent material
properties [15] was used. The GTN model was also applied to the prediction of fracture and fragmentation in dynamic expanding ring experiments [16]. The GTN model is based on the Hill-Mandel homogenization approach, in which the Representative Volume Element (RVE) is assumed to be in static equilibrium. Therefore, in the above-mentioned analyses of dynamic fracture, inertia is only related to the macroscopic motion of the material. This means that void growth and the resulting damage accumulation is tacitly assumed to be dominated by viscous effects. Viscoplastic damage models were also commonly used for the simulation of spall fracture (fracture phenomenon induced by the reflection of a shock wave on a free surface or an interface) [17-19].

Very high stress levels develop in a material subjected to shock loading or in the vicinity of a running crack. It is well known that, when a voided material is subjected to a sufficiently large tensile stress, void growth may become unstable. This phenomenon, often called cavitation instability, occurs when the release of elastic energy due to the cavity expansion is sufficient to drive the cavity expansion [20-21]. After the onset of unstable cavitation, void growth is unbounded and leads rapidly to the complete fracture of the material. Several studies dedicated to dynamic void expansion revealed that, although material rate dependence influences the early stage of cavity growth, after a short time the void evolution is controlled by micro-inertia (local radial inertia around the expanding void) [22-25]. This raises questions about the applicability of viscoplastic theories of ductile damage which neglect microscale inertia.

The present paper is devoted to the modelling of damage by microvoiding under dynamic loading. In section 2, recent developments on the incorporation of microdynamic effects in continuum damage models are reviewed. In section 3, the accuracy of one of these models is assessed on the basis of comparisons with dynamic finite element cell computations. In section 4, this model is applied to the simulation of dynamic crack propagation in a double-edge cracked specimen. It is found that microscale inertia greatly affects the computed crack growth behaviour.

2. Constitutive modelling of dynamic damage in ductile solids

2.1. Dynamic homogenization techniques

Because of the quasi-static assumption, the use of standard micromechanical approaches to describe the response of porous materials under intense dynamic loading is questionable. In the present section, the dynamic homogenization procedure introduced by Molinari and Mercier [26] is briefly described. They proposed a general formulation for the constitutive modelling of heterogeneous materials, in which inertia effects induced by microscopic motions (local material motions inside the RVE) are taken into account. This approach extends previous works on the dynamic response of voided solids, restricted to isotropic stress states [27-29]. It should be mentioned that Wang and co-workers presented a different formalism to model micro-inertia in heterogeneous materials [30-32].

According to Molinari and Mercier [26], the standard definition of the macrostress as the volume average of the stress field in the RVE is not appropriate for dynamic conditions. Therefore, a new definition of the macroscopic stress $\Sigma$ was proposed:

$$\Sigma = \langle \sigma \rangle + \langle \rho \gamma_r \otimes x_r \rangle \quad (1)$$

where brackets denote the volume average operator and $\otimes$ the tensorial product. $\sigma$ stands for the stress field in the RVE. $\gamma_r$ and $x_r$ represent respectively the acceleration and position of a point in the RVE, relative to the centre of mass of the RVE [33]. Acceleration must be defined with respect to a reference frame. The one considered here should be centred at the centre of mass of the RVE and the axes should remain parallel to the laboratory frame.
The macrostress is the sum of two terms: a static component related to the behaviour of the matrix material and a dynamic component inherited from material accelerations at the microscale:

\[
\Sigma = \Sigma_{\text{sta}} + \Sigma_{\text{dyn}}
\]  

(2)

Also, it should be noticed that Eq. (1) is exact when homogeneous stress boundary conditions over the RVE are considered. (Of course, Eq. (1) also holds for kinematic boundary conditions. This equation provides a definition of the macroscopic stress which is conjugated to the macroscopic velocity gradient via the principle of virtual power; see Molinari and Mercier (2001)). The rate of macroscopic stress work per unit volume can be written in the following form:

\[
\frac{d}{dt} L = (\Sigma : d) + 2 \rho \frac{d\|v\|^2}{dt}
\]

(3)

where \( L \) is the macroscopic velocity gradient (defined as the volume average of the corresponding microscopic quantity). This relation (3) is the dynamic counterpart of the Hill-Mandel lemma. One sees that the macroscopic stress power is the sum of the volume average of the microscopic stress power and the change of kinetic energy relative to the centre of mass of the RVE.

When the RVE can be represented by a hollow sphere, a closed-form expression for the dynamic stress \( \Sigma_{\text{dyn}} \) was obtained by Molinari and Mercier [26] using the extended Hill-Mandel lemma (3) and a trial velocity field almost similar to the Gurson one [3]. In general, the dynamic stress is a tensor, but its spherical component is predominant [34]. Thus, the dynamic stress can be approximated as a dynamic pressure:

\[
\Sigma_{\text{dyn}} = P_{\text{dyn}} \cdot L
\]

with

\[
P_{\text{dyn}} = \rho_0 a^2 \left[ D_{\text{a}} \left( f^{-4} - f^{-2/3} \right) + D_{\text{w}} \left( 3 f^{-4} - \frac{5}{2} f^{-2/3} - \frac{1}{2} f^{-2} \right) \right] 
\]

and

\[D_{\text{a}} = \text{tr}(L)/3\]  

(4)

It is interesting to point out that the dynamic pressure is function of the void radius \( a \) (internal radius in the hollow sphere). Thus, when microscale inertia is taken into account, the macroscopic response of the material depends on the absolute size of the RVE. From Eq. (4), it appears that the dynamic pressure depends on the strain-rate and its time derivative. Thus, micro-inertia effects give rise, at the macroscale, to additional rate effects with respect to the usual rate sensitivity associated to the viscoplastic response of the matrix material.

2.2. Statistically Representative Volume Element (RVE) for damaged ductile materials

Microscopic observations of damage in ductile materials generally reveals a broad range of void sizes [35,36]. Therefore, since micro-inertial effects are size-dependent (see Eq. 4), the use of a single hollow sphere as a representative volume is not suitable for dynamic conditions (at least, it does not allow one to describe the effect of void size heterogeneities on the material response). To overcome the limitations of the hollow sphere scheme, it was proposed to consider instead that the material domain contains a population of different-sized voids [34]. Two internal state variables are used to describe the void population: the number of void per unit volume, denoted by \( N \), and the void size distribution function \( w(a) \). It should be pointed out that the average porosity in the RVE can be deduced from \( N \) and \( w(a) \):
\[
\tilde{f} = \frac{4}{3} \pi N \int_0^\infty a^3 w(a) da
\]  

(5)

It is considered that each void is embedded into a unit cell being represented by a hollow sphere of inner radius \(a\) and outer radius \(b\). Thus, the RVE can be viewed as an assemblage of spherical unit cells (Fig. 1). Different assumptions can be made about the distribution of matrix material around each void [37]. For instance, the value of the outer radius can be set identical for all cells. This assumption is probably appropriate when voids are equally-spaced. It is also possible to consider that the local porosity in all cells is equal to the overall porosity. In this case, the cells are homothetic (Fig. 1). From a physical point of view, the homothetic construction is related to the assumption that the local disturbances in the microscopic fields induced by the presence of a void take place in a region whose extent is proportional to the void size.

![Fig. 1. Schematic representation of the Representative Volume Element considered in the present modelling.](image)

The overall material behaviour is obtained by homogenization at two different scales. The first scale corresponds to the unit cell level and the second to the scale of the RVE (aggregate of unit cells). The constitutive response of a given unit cell is described by the dynamic hollow sphere model presented in the previous section, see Eqs. (2,4). The change of scale from the unit cell level to the macroscale can be made in various manners. Two simple homogenization schemes, named \(D\)-model and \(\Sigma\)-model, have been tested in [38] in the context of spall fracture. In the \(D\)-model, all cells are subjected to the macroscopic strain rate, \(\dot{\varepsilon} = \dot{\varepsilon}_m\). For the \(\Sigma\)-model, the macroscopic stress is applied to the boundaries of the unit cells, \(\Sigma = \Sigma_m\). When the \(D\)-model is adopted together with the homothetic construction, it can be shown that the macrostress can be expressed as [39]:

\[
\bar{\Sigma} = \Sigma_m + \bar{P}^{dyn} \cdot \bar{I}
\]

with

\[
\bar{P}^{dyn} = \rho \bar{a}^2 \left[ \bar{D}_m \left( \tilde{f}^{-1} - \tilde{f}^{-2/3} \right) + \bar{D}_m \left( 3 \tilde{f}^{-1} - \frac{5}{2} \tilde{f}^{-2/3} - \frac{1}{2} \tilde{f}^{-2} \right) \right]
\]

(6)

where \(\bar{a}\) is an effective void radius depending on the void size distribution in the material:

\[
\bar{a}^2 = \frac{\int_0^\infty a^3 w(a) da}{\int_0^\infty a^4 w(a) da}
\]

(7)
2.3. Example of complete constitutive model

The implementation in a finite element code of constitutive models derived from the micromechanical analysis presented in the previous sections requires some extensions. In particular, elasticity at the macroscopic level is necessary (it is worth noticing that the micromechanical analysis has been developed assuming that the matrix material is incompressible and rigid-perfectly plastic [26]). So, the macroscopic strain rate is considered to be the sum of an elastic part and a plastic part. In the constitutive equations derived from the micromechanical analysis of the previous sections, the strain rate is replaced by the plastic strain rate. The elastic response is described using a hypoelastic relation.

Box 1 provides an overview of an elastic-plastic damage model taking microscale inertia into account, suitable for implementation in a finite element code. The static part of the macroscopic response of the porous material is given by the classical GTN model. It should be noted that void nucleation is not accounted for in the model presented in Box 1 (damage results from the growth of pre-existent voids). The heating due to plastic dissipation is described by considering adiabatic conditions. More details about the derivation of this model can be found in [39].

Box 1. Constitutive damage model with micro-inertial effects.

<table>
<thead>
<tr>
<th>Strain-rate tensor:</th>
<th>$\tilde{D} = \tilde{D}^e + \tilde{D}^\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic response:</td>
<td>$\frac{\nu}{1+\nu} \left[ \sqrt{\frac{3}{2}} \tilde{D}^e + \nu \text{tr}(\tilde{D}^e) I \right]$</td>
</tr>
<tr>
<td>Dynamic pressure due to micro-inertia effects:</td>
<td>$\tilde{\Sigma} = \tilde{\Sigma}^{sta} + \tilde{P}^\text{dyn} : I$ with $\tilde{P}^\text{dyn} = \rho_0 a^2 \left[ \tilde{D}^\rho_m \left( \tilde{f}^{-1} - \tilde{f}^{-2/3} \right) + \tilde{D}^\rho_w \left( 3\tilde{f}^{-1} - \frac{5}{2} \tilde{f}^{-2/3} - \frac{1}{2} \tilde{f}^{-2} \right) \right]$</td>
</tr>
<tr>
<td>$\tilde{a}^2 = \int_0^\infty a^5 w(a) da / \int_0^\infty a^4 w(a) da$</td>
<td></td>
</tr>
<tr>
<td>Yield surface (GTN model):</td>
<td>$\Phi = \left( \frac{\tilde{\Sigma}^{sta}}{\sigma} \right)^2 + 2q_1 \tilde{f} \cosh \left( \frac{3}{2} q_2 \frac{\tilde{\Sigma}^{sta}}{\sigma} \right) - 1 \left( q_1, \tilde{f} \right)^2$</td>
</tr>
<tr>
<td>with $\sigma = \sigma(\tilde{\varepsilon}, \dot{\varepsilon}, T)$</td>
<td></td>
</tr>
<tr>
<td>Flow rule:</td>
<td>$\tilde{D}^\rho = H \frac{\partial \Phi}{\partial \tilde{\Sigma}^{sta}}$</td>
</tr>
<tr>
<td>Kuhn-Tucker loading/unloading conditions:</td>
<td>$H \geq 0, \quad H \Phi = 0$</td>
</tr>
<tr>
<td>Evolution of the internal state variables:</td>
<td>$\dot{N} = -3N \cdot \tilde{D}^\rho_m, \quad \dot{\varepsilon} = \frac{\tilde{\Sigma}^{sta} : \tilde{D}^\rho_m}{\sigma(1-f)}, \quad \dot{T} = \frac{\beta \sigma \tilde{\varepsilon}}{\rho_0 C_0}$</td>
</tr>
<tr>
<td>$w(a) = \frac{1}{B} w_h \left( \frac{a}{B} \right)$ with $B = \exp \left( \int_0^\infty \tilde{D}^\rho_m d\tau / f \right)$</td>
<td></td>
</tr>
</tbody>
</table>
3. Comparison with finite element cell computations

In order to validate the proposed modelling, numerical simulations of a voided unit cell have been carried out with the finite element code ABAQUS/Explicit. A cylindrical cell with an initially spherical void at its centre is subjected to uniaxial deformation (no horizontal displacement at lateral boundaries, see Fig. 2). The initial porosity is equal to $1.5 \times 10^{-4}$ and the initial void radius is 22 $\mu$m (since dynamic conditions are considered, the cell response is size-dependent). The mesh consists of 2085 quadrilateral four-node elements with reduced integration and hourglass control (ABAQUS CAX4R) and 15 triangular constant-strain elements (CAX3). During the cell deformation, very large strains occur in the vicinity the void surface. Thus, adaptive meshing was employed in order to avoid excessive mesh distortion.

The matrix material has an elastic-viscoplastic behaviour obeying to the $J_2$ flow theory. Adiabatic heating is taken into account. Strain hardening, rate and temperature dependences are described by the following relationship:

$$\boldsymbol{\sigma}(\boldsymbol{\varepsilon}, \dot{\varepsilon}, T) = A(\varepsilon_0 + \dot{\varepsilon})^n \left( 1 + \left( \frac{\dot{\varepsilon}}{\dot{\varepsilon}_0} \right)^m \right) \left( 1 - \theta^{\gamma} \right) \quad \text{with} \quad \theta = \frac{T - T_{\text{ref}}}{T_m - T_{\text{ref}}} \quad (8)$$

![Fig. 2. Axisymmetric finite element model of a porous material containing an initially spherical void subjected to uniaxial deformation.](Image)

The following parameters, corresponding to some medium-strength steels, are adopted in simulations: $E=2.1 \times 10^{11}$ Pa, $\nu=0.3$, $\rho_0=7850$ kg/m$^3$, $A=900 \times 10^6$ Pa, $\varepsilon_0=0.023$, $n=0.167$, $\dot{\varepsilon}_0=1.86 \times 10^{-6}$ s$^{-1}$, $m=0.057$, $T_{\text{ref}}=50$ K, $T_m=1773$ K, $\nu_l=0.32$, $C_0=470$ J/kg/K, $\beta_{T0}=1$. The initial temperature is taken as $T_0=300$ K.

Figure 3 presents a comparison of stress-strain responses derived from the finite element cell computations with results obtained with the present constitutive framework and the GTN model (using $q_1=1.25$ and $q_2=1$ in both cases). In simulations, a constant strain rate is prescribed by adjusting the velocity applied on the top boundary of the cell. Initially, the finite element calculations predict a step-like stress evolution, due to wave propagation phenomena. Of course, this evolution cannot be predicted by the two constitutive models. Nevertheless, one observes that these wave propagation phenomena are rapidly damped out when the matrix begins to experience plastic deformation.
Fig. 3. Stress-strain curves for a porous solid in uniaxial deformation at constant strain rate. Comparisons between results of finite element cell computations and predictions of (a) the proposed constitutive model, and (b) the classical GTN model, in which micro-inertia is not taken in account, are depicted.

From Fig. 3, it appears that the present model better describes the cell response than the GTN model, which neglects microscale inertia. The present formulation can accurately capture the evolution of the maximum stress with larger strain rate, while the increase of the peak stress derived from the GTN model is underestimated. In addition, we observe that the stress-strain curves predicted by the finite element simulations exhibit some undulations near the peak stress. These undulations are a signature of micro-inertia [39,40] and become more pronounced when the magnitude of the applied strain rate increases. The present model can reproduce almost perfectly the finite element predictions while the GTN model predicts a monotonic decrease of the axial stress after it reaches its peak value.

In order to investigate the influence of micro-inertia during transient stages, we have also conducted a simulation for a non-constant rate of deformation. The time evolution of the prescribed axial strain rate is given by:

\[
\begin{cases}
D_{22}(t) = D_0, & t < t_0 \\
D_{22}(t) = D_0 + \dot{D}_0(t - t_0), & t > t_0
\end{cases}
\]  

(9)

with \(D_0 = 10000 \text{ s}^{-1}, \dot{D}_0 = 4.75 \times 10^{11} \text{ s}^{-2}, t_0 = 4 \times 10^{-6} \text{ s}\). Stress-strain responses obtained with the different models are shown in Fig. 4. The results of the present constitutive model concord with those of the finite element unit cell computations. This is not the case with the GTN model, which is not able to describe the stress evolution in the stage when the strain rate increases.
4. Application to dynamic crack extension

In the present section, the influence of microscale inertia on dynamic crack extension is studied. The proposed model (see Box 1) has been implemented in the finite element code ABAQUS/Explicit via a user-material subroutine. It should be noted that, because of the presence of the time derivative of the plastic strain rate in the constitutive equations, standard integration algorithms [41] cannot be used for the implementation of the present model. Thus, we developed a special implicit constitutive update algorithm based on Newmark’s equations. Simulations are performed for a double edge specimen (Fig. 5). Plane-strain conditions are assumed to prevail. A uniform constant surface traction of 1500 MPa is applied on the top and bottom surfaces of the specimen.

Fig. 4. Stress-strain response of a porous material in uniaxial deformation with varying strain rate. Results obtained with the proposed constitutive framework and the GTN model are compared to those of finite element computations. The time evolution of the applied strain rate is given by Eq. (9).

Fig. 5. Geometry of the double-edge cracked specimen. Owing to symmetry, only one quarter of the specimen is meshed in simulations.
As suggested by Seaman et al. [36,42] from experimental observations, an exponential function is used to describe the initial void size distribution within the material:

\[
 w_0(a) = \frac{1}{a_1} \exp \left( - \frac{a}{a_1} \right) 
\] (10)

This function has a single parameter, denoted by \( a_1 \), that corresponds to the initial mean void radius.

The specimen is meshed with four-node elements with reduced integration and hourglass control (CPE4R). In the present simulations, material failure is implemented using the classical element deletion procedure. When a critical porosity \( f_c \) is achieved in a particular element, the element is removed from the mesh. Unless otherwise stated, the critical porosity is taken as \( f_c = 0.5 \). The material parameters related to the matrix behaviour are the same than those adopted in section 3. The initial porosity and mean void radius are respectively equal to \( 1.5 \times 10^{-4} \) and \( 5 \mu m \) (the corresponding value of the initial number of voids per unit volume can be calculated using Eqs. 5 and 10: \( N_0 = 4.77 \times 10^{10} \) m\(^{-3} \)). The Tvergaard parameters are set as \( q_1 = 1.5 \) and \( q_2 = 1.15 \) [43].

Simulations revealed a significant role of microscale inertia. In particular, it was found that micro-inertia yields a regularizing effect. Computations based on the present model exhibit much less mesh sensitivity than those based on a viscoplastic version of the GTN model (it should be noted than the GTN model is the limit of the proposed one as the initial void radius \( a_1 \) tends to 0, for a given initial porosity). Figure 6 displays contours of porosity predicted by the GTN model (that neglects microscale inertia) for two levels of mesh refinement. It is seen that porosity concentrates in a narrow region, whose size depends on mesh resolution. In fact, the thickness of this narrow band is equal to the element height. Furthermore, at the considered time, the crack has run over a longer distance with the fine mesh, showing that the crack growth behaviour predicted by the GTN model is mesh-sensitive. Figure 7 represents the damage distribution in the specimen predicted by the present model for several mesh densities. It is seen that damage is spread over an area that does not depend on the mesh size. Besides, the amount of crack advance achieved at the considered time is independent on the mesh size. Microscale inertia avoids spurious mesh effects. It was shown that this regularizing effect is related to the enhanced strain-rate sensitivity of the constitutive response at the scale of the RVE due to micro-inertia [39] (By enhanced strain rate sensitivity, it is meant that microscale inertia gives rise to additional rate effects at the macroscale. However, it should be noted that micro-inertia effects are mainly related to the time derivative on the plastic strain rate).

Fig. 6. Effect of the mesh size on the porosity distribution (plotted on the undeformed configuration) in the vicinity of the initial position of the crack tip (indicated by an arrow) at \( t = 9.6 \) μs. Simulations were carried out with the GTN model. Colour map: \( 1.5 \times 10^{-4} \) (blue) ≤ porosity ≤ 0.5 (red). The extent of the region depicted in this figure is about 0.63×0.082 mm\(^2\). (a) coarse mesh (element size in the crack tip region:10×10 μm\(^2\)); (b) medium mesh (7.25×5 μm\(^2\)).
Fig. 7. Effect of the mesh size on the porosity distribution (plotted on the undeformed configuration) in the vicinity of the initial position of the crack tip (indicated by an arrow) at $t = 15 \mu s$. Simulations were carried out with the present model. The colour map is as in Fig. 6. The size of the region shown in this figure is about $0.87 \times 0.22$ mm$^2$. (a) coarse mesh (element size in the crack tip region: $10 \times 10 \mu m^2$); (b) medium mesh ($7.25 \times 5 \mu m^2$); (c) fine mesh ($3.625 \times 2.5 \mu m^2$).

Fig. 8. Effect of various parameters on the predicted crack growth behaviour. The reference curve is obtained with the material parameters given at the beginning of section 4.

The effect of several material parameters on the crack growth behaviour is analyzed in Fig. 8. The reference curve corresponds to the set of material parameters given at the beginning of the present section (in particular, $a_t=5$.
μm and \( f_c = 0.5 \). To illustrate the role of microscale inertia, crack advance versus time curves obtained with \( a_1 = 1.5 \) μm and with the GTN model (that corresponds to \( a_1 = 0 \)) are plotted in Fig. 8. It is reminded that micro-inertia effects become more pronounced when the initial mean void radius increases, see Eq. 6. It appears that micro-inertia strongly influences the speed at which the crack propagates. For the reference case, the average velocity on the first 0.8 mm of crack advance is 146 m/s. It is equal to 180 m/s for \( a_1 = 1.5 \) μm and 784 m/s when micro-inertia is not accounted for (GTN model). On the other hand, crack extension is not significantly affected by a change of the value of the critical porosity (fracture criterion). Indeed, the mean crack speed increases only from 146 to 153 m/s when the critical porosity \( f_c \) is taken as 0.3 instead of 0.5. Dynamic ductile crack growth involves high strain rate deformation and causes an adiabatic heating of the specimen. Simulations predict a temperature rise as high as 500°C in the vicinity of the crack tip. However, it seems that thermal effects do not very much influence the crack growth behaviour. Indeed, the crack advance versus time curves obtained by considering adiabatic and isothermal conditions are almost similar for the considered configuration (Fig. 8).

5. Concluding remarks

In this paper, a micromechanical model for dynamic damage due to void growth in ductile media is presented. As compared to standard Gurson-like models, the original feature of the proposed approach is that microscale inertia is taken into account. Micro-inertia effects have been incorporated using an extended, dynamic version of Hill-Mandel’s homogenization approach and are a direct consequence of local material accelerations around the growing voids.

Comparison between theoretical predictions derived from the proposed model and results of dynamic finite element cell computations shows a good agreement. Indeed, the present constitutive model better describes the cell response than the standard GTN one, especially during transient stages when rapid strain rate variations occur.

The proposed constitutive model was employed to simulate dynamic crack extension. The effect of microscale inertia is found to be significant. In particular, micro-inertia limits the speed at which cracks propagate. Also, it was observed that micro-inertia provides a regularizing effect. Thus, numerical simulations based on the present model do not suffer from pathological mesh sensitivity. Given this reduced mesh dependency, one may ask whether the incorporation of micro-inertia in continuum theories of ductile fracture negates the need to resort to non-local damage models. For the time being, there is no definite answer to that question. Obviously, the regularizing effect of micro-inertia vanishes under quasi-static conditions. Therefore, simulations of stable crack growth based on the present model will be clearly mesh-dependent. For quasi-static problems, the use of non-local formulations is necessary to prevent spurious mesh effects. In the case of dynamic loadings, microscale inertia yields a regularizing effect. However, it is possible that there could exist an interplay between micro-inertia and non-local effects. This point will be the subject of a future work.

In previous works [38,44], a damage model dedicated to the simulation of spall fracture was developed using the present methodology. Comprehensive comparisons between numerical calculations and experiments (plate impact tests) were carried out. The modelling was found to be able to accurately describe damage development and free surface velocity profiles for various test conditions. Furthermore, it was shown that the accuracy of the numerical simulations is strongly related to micro-inertia [44]. The present contribution suggests that micro-inertia must also be taken into account to analyse crack propagation under dynamic loading. However, comparisons between modelling and experiments for dynamic crack growth problems are needed to confirm these findings.
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