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Abstract

We return to the theme of generalized derivations related to symmetric functions to correct the hypothesis of one of the main theorems of our first paper, so that all cases are now properly covered.
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1. Preliminaries

Let \( F \) be an arbitrary field of characteristic \( p \). In [1] we estimated the cardinality of the range of elementary symmetric polynomials defined on the Cartesian product of certain finite sets. The statement of the main results of [1], Theorems 5 and 6 are not correct and needs an extra constraint to guarantee the correctness of the proofs. We are going to present new versions of those results with the new proofs. The wrong argument of the proofs in [1] concerns the existence of \( \rho_t \) satisfying equalities (4) and (5) of [1].
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We use $Q_{k,m}$ to denote the subset of the strictly increasing maps from $\{1, \ldots, k\}$ into $\{1, \ldots, m\}$. We write $s_k(X_1, \ldots, X_m)$ to mean the elementary symmetric polynomial of degree $k$ in the indeterminates $X_1, \ldots, X_m$, i.e.

$$s_k(X_1, \ldots, X_m) = \sum_{\omega \in Q_{k,m}} X_{\omega(1)} \cdots X_{\omega(k)}.$$ 

Let $A_1, \ldots, A_m$ be nonempty finite subsets of the field $\mathbb{F}$. In [1] a lower bound was found for the cardinality of the set 

$$s_k(A_1, \ldots, A_m) := \{s_k(a_1, \ldots, a_m) : (a_1, \ldots, a_m) \in A_1 \times \cdots \times A_m\}.$$

An answer for this problem was obtained after we translated it to the Linear Algebra setting and studied the degree of the minimal polynomial of the linear operator $s_k(T_1, \ldots, T_m)$ defined as follows:

**Definition 1.1.** Let $T_i$ be a linear operator on a finite dimensional vector space $V_i$ over $\mathbb{F}$, $i = 1, \ldots, m$. For $\omega \in Q_{k,m}$, let $\delta_\omega(T_1, \ldots, T_m) = S_1 \otimes \cdots \otimes S_m$ with $S_i = T_i$ if $i \in \text{Im}(\omega)$ and $S_i = I$ if $i \notin \text{Im}(\omega)$. The linear operator $s_k(T_1, \ldots, T_m)$ on $V_1 \otimes \cdots \otimes V_m$ is defined as the sum of the operators $\delta_\omega(T_1, \ldots, T_m)$

$$s_k(T_1, \ldots, T_m) := \sum_{\omega \in Q_{k,m}} \delta_\omega(T_1, \ldots, T_m).$$

This linear operator is related with the elements

$$D_{k,Z}(X_1, \ldots, X_m) := \sum_{\omega \in Q_{k,m}} \delta_\omega(X_1 \otimes \cdots \otimes X_m)$$

of the $\mathbb{Z}$-algebra $\mathbb{Z}[X_1] \otimes \cdots \otimes \mathbb{Z}[X_m]$ and

$$D_{k,\mathbb{F}}(X_1, \ldots, X_m) := \sum_{\omega \in Q_{k,m}} \delta_\omega(X_1 \otimes \cdots \otimes X_m)$$

of the $\mathbb{F}$-algebra $\mathbb{F}[X_1] \otimes \cdots \otimes \mathbb{F}[X_m]$. To handle these elements we have to consider the basis $\mathcal{E}_\mathbb{Z}$ of $\mathbb{Z}[X_1] \otimes \cdots \otimes \mathbb{Z}[X_m]$ induced by the bases $\{X_1^j : j \in \mathbb{N}_0\}, i = 1, \ldots, m$ and the basis $\mathcal{E}_\mathbb{F}$ of $\mathbb{F}[X_1] \otimes \cdots \otimes \mathbb{F}[X_m]$ induced by the bases $\{X_i^j : j \in \mathbb{N}_0\}, i = 1, \ldots, m$.

**Terminology.** Let $A$ be a commutative ring with identity and $M$ a free $A$-module. Let $\mathcal{V}$ be a basis of $M$. Given $m \in M$

$$m = \sum_{v \in \mathcal{V}} a_v v$$

we call support of $m$ on $\mathcal{V}$ to the subset of $\mathcal{V}$

$$\text{supp}_\mathcal{V}(m) := \{v \in \mathcal{V} : a_v \neq 0\}.$$ 

Let $v \in \mathcal{V}$. We say that $v$, $\mathcal{V}$-occurs in $m$ if $v \in \text{supp}_\mathcal{V}(m)$.

The following results were proved in [1].

**Theorem 1.2.** The element $X_1^{s_1} \otimes \cdots \otimes X_m^{s_m}$, $\mathcal{E}_\mathbb{Z}$-occurs in $D_{k,Z}(X_1, \ldots, X_m)^t$ if and only if $s_1 + \cdots + s_k = kt$ and $s_i \leq t, i = 1, \ldots, m$. 

Corollary 1.3. Let
\[ D_{k,t}(X_1, \ldots, X_m)' = \sum_{(s_1, \ldots, s_m) \in \mathbb{N}^m} c_{(s_1, \ldots, s_m)} X_1^{s_1} \otimes \cdots \otimes X_m^{s_m} \]
with \( c_{(s_1, \ldots, s_n)} \in \mathbb{N} \). Then
\[ \text{supp}_{D_{k,t}}(X_1, \ldots, X_m)' = \left\{ (s_1, \ldots, s_m) : s_1 + \cdots + s_m = kt, \quad s_i \leq t, \quad i = 1, \ldots, m \right\} \]
A partition of \( N \in \mathbb{N} \) is a decreasing sequence of nonnegative integers whose terms sum up to \( N \). We identify partitions that differ only by a string of zeros. Using this identification we represent (when convenient) any partition by a \( N \)-tuple. We use the notation \( a^{(h)} \) for the finite sequence of length \( h \) with all terms equal \( a \), i.e. \( a^{(h)} := (a, \ldots, a) \) \( h \) times.

Let \( \lambda = (\lambda_1, \ldots, \lambda_N) \) be a partition of \( N \). For \( j \in \mathbb{N} \) define \( \tilde{\lambda}_j \) to be the cardinality of \( \{ i : \lambda_i \geq j \} \). Then the sequence \( \tilde{\lambda} = (\tilde{\lambda}_1, \ldots, \tilde{\lambda}_N) \) is a partition of \( N \) called the \textit{conjugate partition} of \( \lambda \). It is easy to see that \( \tilde{\lambda}_j \) is the number of boxes of the \( j \)th column of \([\lambda]\). Counting, by rows, the boxes of the first \( t \) columns of \([\lambda]\) we get that for \( t \in \mathbb{N} \)
\[ \tilde{\lambda}_1 + \cdots + \tilde{\lambda}_t = \min\{\lambda_1, t\} + \cdots + \min\{\lambda_N, t\}. \quad (1.1) \]
Given two partitions of \( N \), \( \rho = (\rho_1, \ldots, \rho_N) \) and \( \gamma = (\gamma_1, \ldots, \gamma_N) \) we say that \( \rho \) \textit{dominates} \( \gamma \) and we write \( \rho \succeq \gamma \) if
\[ \rho_1 + \cdots + \rho_i \geq \gamma_1 + \cdots + \gamma_i, \quad i = 1, \ldots, N. \]

2. Correcting the main result
Let \( V \) be a finite dimensional vector space over \( \mathbb{F} \) and let \( T \) be a linear operator on \( V \). Let \( d = \deg(P_T) \), where \( P_T \) denotes the minimal polynomial of \( T \). It is well known that \( \{ I, T, T^2, \ldots, T^{d-1} \} \) is a basis of the cyclic \( \mathbb{F} \)-subalgebra of \( L(V, V) \) generated by \( \{ T \} \). We write \( \langle T \rangle \) to denote this cyclic subalgebra.

Let \( l_i = \deg(P_{T_i}) \), \( i = 1, \ldots, m \). The set
\[ \mathcal{B} = \{ T_1^{e_1} \otimes \cdots \otimes T_m^{e_m} : 0 \leq e_j \leq l_j - 1 \text{ for } j = 1, 2, \ldots, m \} \]
is the basis of \( \langle T_1 \rangle \otimes \langle T_2 \rangle \otimes \cdots \otimes \langle T_m \rangle \) induced by the bases \( \{ I, T_i, \ldots, T_i^{l_i-1} \} \), \( i = 1, \ldots, m \).
If \( \psi_i \) the evaluation map \( f(X_i) \rightarrow f(T_i) \) from \( \mathbb{F}[X] \) into \( \langle T_i \rangle \), then
\[
s_k(T_1, \ldots, T_m) = \psi_1 \otimes \cdots \otimes \psi_m (D_k, f(X_1, \ldots, X_m)) = \sum_{(s_1, \ldots, s_m) \in \text{supp}_{D_k} (f(X_1, \ldots, X_m))} c_{(s_1, \ldots, s_m)} T_1^{s_1} \otimes \cdots \otimes T_m^{s_m}.
\]

(2.1)

**Notation.** Given \( m \) positive integers \( a_1, \ldots, a_m \) we write \( \ell(k, a_1, \ldots, a_m) \) to denote the integer
\[
\ell(k, a_1, \ldots, a_m) := \left\lfloor \frac{a_1 + \cdots + a_m - m}{k} \right\rfloor + 1
\]
and \( r(k, a_1, \ldots, a_m) \) to denote the integer
\[
r(k, a_1, \ldots, a_m) := (a_1 + \cdots + a_m - (\ell(k, a_1, \ldots, a_m) - 1)k).
\]

From now on assume \( l_1 \geq \cdots \geq l_m \geq 1, \ell = \ell(k, l_1, \ldots, l_m), r = r(k, l_1, \ldots, l_m) \) and write \( \lambda = (\lambda_1, \ldots, \lambda_m) = (l_1 - 1, l_2 - 1, \ldots, l_m - 1) \).

For \( 0 \leq t \leq \ell - 1 \), set
\[
l'_i := \min\{t + 1, l_i\}, \quad i = 1, \ldots, m.
\]

(2.2)

For \( t = 1, \ldots, \ell - 1 \) let
\[
E_t = \left\{ j \in \{1, \ldots, m\} \colon (l'_1 - 1) + \cdots + (l'_j - 1) \geq kt \right\}.
\]

**Proposition 2.1.** Let \( \ell = \ell(k, l_1, \ldots, l_m) \) and \( r = r(k, l_1, \ldots, l_m) \). The set \( E_t \) is a nonempty subset of \( \{1, \ldots, m\} \) for every \( t \in \{1, \ldots, \ell - 1\} \) if and only if
\[
(l_1 - 1, \ldots, l_m - 1) \leq \ell - 1, (\ell - 1)^{(k-1)}).
\]

**Proof.** Assuming that \( \lambda = (l_1 - 1, \ldots, l_m - 1) \leq (\ell - 1, (\ell - 1)^{(k-1)}) \), we are going to prove that \( m \in E_t \). From this hypothesis it follows that
\[
\lambda = (\tilde{\lambda}_1, \ldots, \tilde{\lambda}_m) \geq (k^{(l-1)}, 1^{(r)}).
\]

(2.3)

Then for \( t = 1, \ldots, \ell - 1 \)
\[
\tilde{\lambda}_1 + \cdots + \tilde{\lambda}_t \geq kt.
\]

Using (1.1) we have for, \( 1 \leq t \leq \ell - 1 \),
\[
\min\{(l_1 - 1), t\} + \cdots + \min\{(l_m - 1), t\} \geq kt.
\]

Now using the definition of \( l'_i \) we rewrite the former inequality as follows:
\[
\sum_{i=1}^{m} (l'_i - 1) \geq kt.
\]

Therefore, \( m \in E_t \).

Conversely assume that for \( t \in \{1, \ldots, \ell - 1\}, E_t \neq \emptyset \). Then,
\[
\sum_{i=1}^{m} (l'_i - 1) \geq kt, \quad t = 1, \ldots, \ell - 1.
\]
Again, using Eqs. (1.1) and (2.2), we get
\[
\min\{l_1 - 1, t\} + \cdots + \min\{l_m - 1, t\} \geq kt.
\]

Then
\[
\tilde{\lambda}_1 + \cdots + \tilde{\lambda}_t \geq kt, \quad t = 1, \ldots, \ell - 1.
\]

Since (1') is the minimum of the partitions of \(r\) by the order of domination, we get from (2.4)
\[
(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_m) \succeq (k(\ell - 1), 1^{(r)}).
\]

Now
\[
(l_1 - 1, \ldots, l_m - 1) \leq (\ell + r - 1, (\ell - 1)^{(k - 1)})
\]
follows, by conjugation. \(\square\)

In [1] the following is proved:

**Lemma 2.2.** If \(T_{s_1}^{s_1} \otimes \cdots \otimes T_{s_m}^{s_m}\) satisfies the conditions

(i) \(s_1 + \cdots + s_m = kt\);
(ii) \(s_i \leq \min\{l_i - 1, t\}, i = 1, \ldots, m\);
(iii) \(p \nmid C_{(s_1, \ldots, s_m)}\),

then \(T_{s_1}^{s_1} \otimes \cdots \otimes T_{s_m}^{s_m} \in \mathcal{B}\) and it \(\mathcal{B}\)-occurs in \((s_k(T_1, \ldots, T_m))^t\).

Until the end of this section let \(\ell = \ell(k, l_1, \ldots, l_m)\), and \(r = r(k, l_1, \ldots, l_m)\).

The next lemma shows that under the constraints listed in Proposition 2.1 there is a \(m\)-tuple \((s_1, \ldots, s_m)\) satisfying requirements conditions (i) and (ii) presented in the lemma above.

**Lemma 2.3.** Assume that \(((l_1 - 1), \ldots, (l_m - 1)) \leq (\ell + r - 1, (\ell - 1)^{(k - 1)})\). Then for every \(t \in \{1, \ldots, \ell - 1\}\) there exists \(\theta_t \in \mathbb{N}_0^m\) satisfying conditions (i) and (ii) of Lemma 2.2.

**Proof.** For any \(t \in \{1, \ldots, \ell - 1\}\) let \(\rho_t = \min E_t\). Define for \(i = 1, \ldots, m\) and \(t = 0, \ldots, \ell - 1\)
\[
\theta_{t,i} = \begin{cases} 
  l'_i - 1 & \text{if } 1 \leq i \leq \rho_t - 1; \\
  kt - (l'_1 + \cdots + l'_{\rho_t - 1} - (\rho_t - 1)) & \text{if } i = \rho_t; \\
  0 & \text{if } i > \rho_t.
\end{cases}
\]

Then

(i) \(\theta_{t,1} + \cdots + \theta_{t,m} = kt\);
(ii) \(\theta_{t,i} \leq l'_i - 1 = \min\{l_i - 1, t\}, i = 1, \ldots, \ell - 1\). \(\square\)

Denote by \(\theta_t(k, l_1, \ldots, l_m)\) (briefly by \(\theta_t\)) the mapping constructed by the procedure described in the proof of the previous lemma.

**Theorem 2.4.** Assume that \(((l_1 - 1), \ldots, (l_m - 1)) \leq (\ell + r - 1, (\ell - 1)^{(k - 1)})\). Let \(0 \leq s \leq \ell - 1\). If \(p\) does not divide \(C_{\theta_t}\) for \(t = 1, \ldots, s\) then the degree of the minimal polynomial of \(s_k(T_1, \ldots, T_m)\) is greater than or equal to \(s + 1\).
Proof. Bearing in mind Lemmas 2.2 and 2.3 we see, since $p$ does not divide $C_{\theta_t}$ for every $t \in \{1, \ldots, \ell - 1\}$, that $\theta_t \in \text{supp}_\theta \left( s_k(T_1, \ldots, T_m)^t \right)$. On the other hand from Corollary 1.3 and equality (2.1) we conclude that $\theta_t \notin \text{supp}_\theta \left( s_k(T_1, \ldots, T_m)^{t-1} \right)$. Then

$$\theta_t \in \text{supp}_\theta \left( s_k(T_1, \ldots, T_m)^t \right) \setminus \text{supp}_\theta \left( s_k(T_1, \ldots, T_m)^{t-1} \right).$$

One can easily see that this implies that $I, s_k(T_1, \ldots, T_m), \ldots, s_k(T_1, \ldots, T_m)^s$ are linearly independent linear operators of $V_1 \otimes \cdots \otimes V_m$. Therefore,

$$\deg(P_{s_k(T_1, \ldots, T_m)}) \geq s + 1. \quad \square$$

Corollary 2.5. Assume that $((l_1 - 1), \ldots, (l_m - 1)) \leq (\ell + r - 1, (\ell - 1)^{(k-1)})$. If either $\mathbb{F}$ is of characteristic zero or $p$ is big enough then

$$\deg P_{s_k(T_1, \ldots, T_m)} \geq \left\lfloor \frac{\deg(P_{T_1}) + \cdots + \deg(P_{T_m}) - m}{k} \right\rfloor + 1.$$

Corollary 2.6. Assume that either $\mathbb{F}$ is of characteristic zero or $p$ is big enough. If $T$ be a linear operator on a nonzero finite dimensional vector space $V$ over $\mathbb{F}$ then

$$\deg(P_{s_k(T, \ldots, T)}) \geq \left\lfloor \frac{m(\deg(P_T) - 1)}{k} \right\rfloor + 1.$$

3. Additive theory results

Throughout this section $k, m$ are positive integers with $k \leq m$. Let $A_1, \ldots, A_m$ be finite nonempty subsets of a field $\mathbb{F}$ and suppose, without loss of generality, that

$$|A_1| \geq |A_2| \geq \cdots \geq |A_m|.$$

Let $\ell = \ell(k, |A_1|, \ldots, |A_m|), r = r(k, |A_1|, \ldots, |A_m|)$ and let $\theta_t = \theta_t(k, |A_1|, \ldots, |A_m|)$. Using the arguments of the proof of Theorem 4.6 of [1] we obtain from Theorem 2.4 the following result:

Theorem 3.1. Assume that $p$ does not divide $C_{\theta_t}, t = 1, \ldots, \ell - 1$, and

$$(|A_1| - 1, \ldots, |A_m| - 1) \leq \left( \ell + r - 1, (\ell - 1)^{(k-1)} \right).$$

Then

$$|s_k(A_1, \ldots, A_m)| \geq \left\lfloor \frac{|A_1| + |A_2| + \cdots + |A_m| - m}{k} \right\rfloor + 1.$$

Corollary 3.2. Assume that $((|A_1| - 1), \ldots, (|A_m| - 1)) \leq (\ell + r - 1, (\ell - 1)^{(k-1)})$. If either $\mathbb{F}$ is of characteristic zero or $p$ is big enough then

$$|s_k(A_1, \ldots, A_m)| \geq \left\lfloor \frac{|A_1| + |A_2| + \cdots + |A_m| - m}{k} \right\rfloor + 1.$$
Corollary 3.3. Assume that either $F$ is of characteristic zero or $p$ is big enough. If $A$ be a finite nonempty subset of $F$. Then

$$|s_k(A, \ldots, A)| \geq \left\lfloor \frac{m(|A| - 1)}{k} \right\rfloor + 1.$$ 
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