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Background: The application of conjoint analysis (including discrete-
choice experiments and other multiattribute stated-preference meth-
ods) in health has increased rapidly over the past decade. A wider
acceptance of these methods is limited by an absence of consensus-
based methodological standards. Objective: The International Society
for Pharmacoeconomics and Outcomes Research (ISPOR) Good Re-
search Practices for Conjoint Analysis Task Force was established to
identify good research practices for conjoint-analysis applications in
health. Methods: The task force met regularly to identify the impor-
tant steps in a conjoint analysis, to discuss good research practices
for conjoint analysis, and to develop and refine the key criteria for
identifying good research practices. ISPOR members contributed to
this process through an extensive consultation process. A final con-
sensus meeting was held to revise the article using these comments,

and those of a number of international reviewers. Results: Task O
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orce findings are presented as a 10-item checklist covering: 1) research
uestion; 2) attributes and levels; 3) construction of tasks; 4) experi-
ental design; 5) preference elicitation; 6) instrument design; 7) data-

ollection plan; 8) statistical analyses; 9) results and conclusions; and
0) study presentation. A primary question relating to each of the 10
tems is posed, and three sub-questions examine finer issues within
tems. Conclusions: Although the checklist should not be interpreted
s endorsing any specific methodological approach to conjoint analy-
is, it can facilitate future training activities and discussions of good
esearch practices for the application of conjoint-analysis methods in
ealth care studies.
eywords: conjoint analysis, discrete-choice experimental, economic
valuation, good research practice.
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Background to the task force report

The International Society for Pharmacoeconomics and Outcomes
Research (ISPOR) Preference-based Methods Special Interest
Group’s Conjoint Analysis Working Group developed a proposal
for a task force on conjoint-analysis good research practices. With
the increase in use of conjoint analysis, a structure to guide the
development, analysis, and publication of conjoint analyses in
health care studies would be useful for researchers, reviewers, and
students. The task force proposal was submitted to the ISPOR
Health Science Policy Council (HSPC) in November 2008. The HSPC
recommended the proposal to the ISPOR Board of Directors where
it was subsequently approved in January 2009.

The ISPOR Conjoint Analysis Good Research Practices Task
Force met regularly via teleconference and in person at ISPOR
meetings to identify the important steps in a conjoint analysis,
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to develop and refine the key criteria for good research prac-
tices, write the outline, and draft the subsequent report.

ISPOR members and invited international experts contributed
to the consensus development of the task force report via com-
ments made during a Forum presentation at the 2009 ISPOR 14th
Annual International Meeting (Orlando, FL, USA), through the
comments received from the draft report’s circulation to the Con-
joint Analysis Reviewer Group and an international group of re-
viewers selected by the task force chair.

The task force met in person in September 2009 to discuss and
come to consensus on the more controversial issues that arose.
The draft report was revised as appropriate to address comments
from these review opportunities. The final step in the consensus
process was circulation of the report to the ISPOR membership in
September 2010 with an invitation to review and comment. A total
of 42 reviewers submitted written or verbal comments from all
occasions to review the draft report.
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ciety for Pharmacoeconomics and Outcomes Research (ISPOR).

https://core.ac.uk/display/82153797?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
mailto:jbridges@jhsph.edu
http://dx.doi.org/10.1016/j.jval.2010.11.013


l
t
b
t
m
f
l

F
c
w
a
e
a

404 V A L U E I N H E A L T H 1 4 ( 2 0 1 1 ) 4 0 3 – 4 1 3
In October 2010, the task force met in person one last time to
finalize the report following the ISPOR membership review. All
comments are posted on the task force’s webpage, and reviewers
acknowledged. To view comments, background and membership
of the task force, please visit the Conjoint Analysis in Health Care
webpage: http://www.ispor.org/TaskForces/ConjointAnalysisGRP
.asp.

Introduction

Understanding how patients and other stakeholders value various
aspects of an intervention in health care is vital to both the design
and evaluation of programs. Incorporating these values in deci-
sion making may ultimately result in clinical, licensing, reim-
bursement, and policy decisions that better reflect the preferences
of stakeholders, especially patients. Aligning health care policy
with patient preferences could improve the effectiveness of health
care interventions by improving adoption of, satisfaction with,
and adherence to clinical treatments or public health programs
[1–3].

Economists differentiate between two approaches to the
measurement of preferences: revealed and stated [4]. Both ap-
proaches stem from the same theoretical foundation. Revealed
preferences are, however, derived from actual observed market
activities and require researchers to use complicated econo-
metric methods to identify them. Stated preferences are de-
rived from surveys and allow researchers to control the way in
which preferences are elicited.

In health, the term “preferences” includes methods beyond the
stated and revealed preference paradigms. For example, methods
such as the time-trade-off or standard gamble, which are used to
calculate quality-adjusted life years (QALYs), are referred to as
preference-based. Such methods are based on cardinal utility and
are beyond the scope of a scientific report on stated preferences.
Stated-preference studies are preferable to QALY or attitudinal-
based valuation methods because they are grounded in consumer
theory and the psychology of choice.

Stated-preference methods fall into two broad categories:

● Methods using ranking, rating, or choice designs (either indi-
vidually or in combination) to quantify preferences for various
attributes of an intervention (often referred to as conjoint anal-
ysis, discrete-choice experiments, or stated-choice methods),
or

● Methods using direct elicitation of monetary values of an inter-
vention (including contingent valuation or willingness-to-pay
and willingness-to-accept methods) [4,5].

A simple distinction between these two categories is that the
atter aims to estimate demand for a single product, whereas
he former aims to explore trade-offs between a product’s attri-
utes and its effect on choice. In practice, the distinctions be-
ween the two categories have blurred, with researchers esti-

ating demand using multiple-question and discrete-choice
ormats, and researchers using preference estimates to calcu-
ate willingness-to-pay for attributes.

This scientific report focuses on the first of these approaches.
ollowing standard convention in health care, we refer to them as
onjoint analysis. However, we acknowledge that many others
ould prefer the term “discrete-choice experiment” over “conjoint

nalysis.” This said, most of the material in this report applies
qually to discrete-choice experiments and other types of conjoint

nalysis.
Conjoint analysis in health care studies

There has been a rapid increase in the application of conjoint
analysis in health care studies [6 – 8]. Conjoint analysis is a de-
composition method, in that the implicit values for an attribute
of an intervention are derived from some overall score for a
profile consisting (conjointly) of two or more attributes [9 –13].

Conjoint-analysis methods are particularly useful for quantifying
preferences for nonmarket goods and services or where market
choices are severely constrained by regulatory and institutional fac-
tors, such as in health care [14]. Conjoint analysis has been applied
successfully to measuring preferences for a diverse range of health
applications. Examples include cancer treatments [15,16]; human
immunodeficiency virus prevention [17], testing [18], and treatment
[19]; dermatology services [20]; asthma medications [21]; genetic
counseling [22,23]; weight-loss programs [24]; diabetes treatment
[25] and prevention [26]; colorectal cancer screening [3,8]; depres-
sion [27]; and treatments for Alzheimer’s disease [28].

The potential benefits of conjoint analysis go beyond the valu-
ation of health care interventions. Increasingly, conjoint analysis
also is used as a means to understand patient preferences for
health states and as a means to value the various health states
described by patient-reported outcomes and health-related qual-
ity-of-life scales [29,30]. Licensing authorities recently have taken
an interest in conjoint analysis to assess patients’ willingness to
accept the therapeutic risks associated with more effective new
treatments [31]. Conjoint analysis also offers a mechanism for pa-
tients to participate in decision making [32,33] and may facilitate
shared decision making [34]. Conjoint analysis also can be used to
understand clinical decision making [35] and how different stake-
holders may value outcomes [36].

The task force thus endeavored to provide broad guidance on
good research practices by suggesting a structure to guide the
development, analysis, and publication of conjoint analyses in
health care studies, without necessarily endorsing any one ap-
proach. For its report, the task force also decided to use the
checklist format to guide research [37], rather than state the
principles by which such research should be conducted [38,39].

How the checklist can be used

The checklist should be used to understand the steps involved in
producing good conjoint-analysis research in health care. The fi-
nal format of the checklist follows the format establish by Drum-
mond and colleagues [40]. By outlining a systematic process of
good research practices for applying conjoint analysis—from for-
mulating the research question through the presentation of the
results (either in presentations, abstracts, reports, or manu-
scripts)—we intend to facilitate the research process and to high-
light important issues that often are neglected or poorly executed.
We highlight “good research practices” rather than “best research
practices,” with many elements of the checklist presented as
methodological considerations rather than as a necessary or suf-
ficient argument for research excellence.

Description of the checklist

The findings of the task force are presented as a 10-item check-
list and summarized in Figure 1. The checklist includes items
relating to the: 1) research question; 2) attributes and levels; 3)
construction of tasks; 4) experimental design; 5) preference elic-
itation; 6) instrument design; 7) data-collection plan; 8) statisti-
cal analyses; 9) results and conclusions; and 10) study presen-
tation.

Implicit in the structure of the checklist is that some tasks

should be considered jointly or collectively. These joint tasks
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are arranged horizontally in Figure 1. For example, in construct-
ing the preference-elicitation tasks, experimental design and
preference-elicitation methods should be considered as inter-
related. Likewise, instrument design is closely related to data
collection, and choice of statistical analyses and the ability to
draw results and conclusions also are inseparable. More expe-
rienced researchers may see additional connections (or may
suggest that all 10 items are linked). We highlight these partic-
ular relationships to emphasize that the checklist should not be
used as a simple “cookbook.”

In the remaining sections of this report, we describe issues to be
considered in evaluating each of these 10 items and elaborate on
additional points in each section of the checklist. These items are
summarized in Table 1. We have kept cross-referencing to a mini-
mum and avoided citing complex articles or books from other disci-
plines. Thus, we caution readers not to consider this report as an
exhaustive reference but simply as an introduction to conjoint-anal-
ysis good research practices.

Research question

Following generally accepted research practices in health care, a
conjoint-analysis study must clearly state a well-defined research
question that delineates what the study will attempt to measure
[5]. For example, a conjoint analysis might be undertaken to quan-
tify patients’ relative preferences for cost, risk of complications,
and health care service location for a given medical intervention.
Specifying a testable hypothesis, defining a study perspective, and
providing a rationale for the study are important good research
practices for applications of conjoint analysis in health care.

Testable hypothesis
In addition to defining the research question, researchers should
state any hypotheses to be tested in the study or acknowledge that
the study is exploratory and/or descriptive. A testable hypothesis

1. Research 
question 

2. Attributes 
and levels 

3. Construction 
of tasks 

4. Experimental 
design 

6. Instrument 
design 

5. Preference 
elicitation 

7. Data 
collection 

8. Statistical 
analyses 

9. Results and 
conclusions 

10. Study 
presentation 

Fig. 1 – A checklist for conjoint analysis in health care.
may be implicit in the research question itself. For example, if the
research question is to determine whether changes in surgical
wait time influence patient treatment choice, the testable null hy-
pothesis is that the parameter estimate for the wait-time attribute
is not statistically significantly different from zero. In other words,
the hypothesis test is designed to infer whether a change in the
level of the attribute (e.g., a change in surgical wait time from 1 to
2 months) is statistically significant. If the null hypothesis is re-
jected for a given attribute, then the parameter estimate on that
attribute is statistically significant, indicating that it has played a
role in the patients’ responses.

Study perspective
Researchers should define the study perspective, including any
relevant decision-making or policy context. The research question
“What are patients willing to pay for treatment to reduce the rate
of relapse in multiple sclerosis?” includes both the items to be
measured—the trade-off between cost and reduction in relapse
rate—and the perspective and decision context of the analysis, i.e.,
the patient’s perspective in making treatment decisions. Here re-
searchers may want to provide even more specifics in defining the
study perspective by focusing on a particular type of patient or a
particular timing or environment. Although it is good research prac-
tice to offer the most accurate study perspective possible, the more
specific the perspective, the more difficult it may be to find respon-
dents.

Rational for using conjoint analysis
A conjoint-analysis study should explain why conjoint methods
are appropriate to answer the research question. Conjoint analysis
is well suited to evaluate decision makers’ willingness to trade off
attributes of multi-attribute services or products. The multiple
sclerosis research question posed in the previous paragraph in-
volves explicit trade-offs between measurable attributes, so it can
be answered using conjoint analysis. The research question also
could be addressed using alternative methods such as contingent
valuation. Researchers should identify not only whether conjoint
analysis can be used to answer the research question but also why
conjoint analysis is preferable to alternative methods.

Attributes and levels

The objective of conjoint analysis is to elicit preferences or values
over the range of attributes and levels that define profiles in the
conjoint-analysis tasks. Although all attributes that potentially
characterize the alternatives should be considered, some may be
excluded to ensure that the profiles are plausible to subjects. For
the chosen attributes, the attribute levels should encompass the
range that may be salient to subjects, even if those levels are hy-
pothetical or not feasible given current technology. Again, the
choice of attribute levels may need to be restricted. Authors
should explain both inclusions and omissions of attributes and
levels. Good research practices should include attribute identifi-
cation, attribute selection, and level selection.

Attribute identification
Identifying attributes should be supported by evidence on the po-
tential range of preferences and values that people may hold. Here
researchers need to strike a balance between what may be impor-
tant to the respondent and what is relevant to the particular pol-
icy- or decision-making environment. The eventual balance of
these competing objectives must be guided by the research ques-
tion and the study perspective. Sources of evidence to support the
inclusion or exclusion of attributes should include literature re-
views and other evidence on the impact of the disease and the
nature of the health technology being assessed. Consultation with
clinical experts, qualitative research [41], or other preliminary

studies [42] can provide the basis for identifying the full set of
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attributes (and even possible attribute levels) that characterize the
profiles to be evaluated.

Attribute selection
The subset of all possible attributes that should be included in the
conjoint-analysis tasks can be determined on the basis of three cri-
teria: relevance to the research question, relevance to the decision
context, and whether attributes are related to one another. Attributes
central to the research question or to the decision context must ei-
ther be included or held constant across all profiles. It is important to
control for any potential attributes that are omitted from the con-
joint-analysis tasks but that correlate with attributes that are in-
cluded in these tasks. In the United States health care market, insur-
ance coverage and out-of-pocket medical expenses for procedures
are routine for many patients. Cost may be perceived as correlated
with improvements in medical outcomes or with access to advanced
interventions. If cost is not included, it should be controlled for by
informing subjects that it is constant across profiles.

Discussion with experts and further pilot testing with subjects
can be used to narrow the list of attributes. If the number of pos-
sible attributes exceeds what one may find possible to pilot in a

Table 1 – A checklist for conjoint analysis applications in h

1. Was a well-defined research question stated and is conjoint ana
1.1 Were a well-defined research question and a testable hypot
1.2 Was the study perspective described, and was the study pla
1.3 What is the rationale for using conjoint analysis to answer

2. Was the choice of attributes and levels supported by evidence?
2.1 Was attribute identification supported by evidence (literatu
2.2 Was attribute selection justified and consistent with theory
2.3 Was level selection for each attribute justified by the eviden

3. Was the construction of tasks appropriate?
3.1 Was the number of attributes in each conjoint task justified
3.2 Was the number of profiles in each conjoint task justified?
3.3 Was (should) an opt-out or a status-quo alternative (be) inc

4. Was the choice of experimental design justified and evaluated?
4.1 Was the choice of experimental design justified? Were alter
4.2 Were the properties of the experimental design evaluated?
4.3 Was the number of conjoint tasks included in the data-coll

5. Were preferences elicited appropriately, given the research que
5.1 Was there sufficient motivation and explanation of conjoin
5.2 Was an appropriate elicitation format (that is, rating, ranking,
5.3 In addition to preference elicitation, did the conjoint tasks i

confidence in response, and other methods)?
6. Was the data collection instrument designed appropriately?

6.1 Was appropriate respondent information collected (such as
experience)?

6.2 Were the attributes and levels defined, and was any contex
6.3 Was the level of burden of the data-collection instrument a

7. Was the data-collection plan appropriate?
7.1 Was the sampling strategy justified (for example, sample si
7.2 Was the mode of administration justified and appropriate (
7.3 Were ethical considerations addressed (for example, recrui

8. Were statistical analyses and model estimations appropriate?
8.1 Were respondent characteristics examined and tested?
8.2 Was the quality of the responses examined (for example, ra
8.3 Was model estimation conducted appropriately? Were issu

9. Were the results and conclusions valid?
9.1 Did study results reflect testable hypotheses and account fo
9.2 Were study conclusions supported by the evidence and com
9.3 Were study limitations and generalizability adequately disc

10. Was the study presentation clear, concise, and complete?
10.1 Was study importance and research context adequately m
10.2 Were the study data-collection instrument and methods d
10.3 Were the study implications clearly stated and understand
conjoint analysis, it may prove beneficial to use other types of
rating and/or ranking exercises (often referred to as compositional
approaches) to assess the importance of attributes and to facilitate
the construction of the final list of attributes to be included.

Level selection
Once the attributes have been decided upon, researchers must
identify the levels that will be included in the profiles in the con-
joint-analysis tasks. Levels can be categorical (e.g., a public or pri-
vate hospital), continuous (a copayment of $10, $20, or $30), or a
probability (a chance of rehospitalization of 2%, 5%, or 10%). Al-
though an emerging literature discusses the subjective recoding of
the levels [43], no clear best practice has emerged to avoid recod-
ing of the levels. Thus, researchers should avoid the use of ranges
to define attributes (such as a copayment from $5–$10) because
this requires the respondent to subjectively interpret the levels,
and the resulting ambiguity will affect the results.

Researchers also are cautioned against choosing too many attri-
bute levels. Although some attributes may require more or fewer
levels (especially those that are categorical), it is good research prac-
tice to limit levels to three or four per attribute. Finally, researchers
should avoid the use of extreme values that may cause a grounding
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need not span the full breadth of possible levels. For example, if one
were constructing an attribute to define the distance to the nearest
service in a national study, it might be plausible to have very small
and very large distances, but these could be considered outliers. In-
stead one might form levels across the interquartile range or at plus
and minus one standard deviation from the mean. Whatever the
logic used to determine the levels of an attribute, researchers should
make their decision making transparent, and assumptions need to
be tested during the pilot testing.

Construction of tasks

Conjoint-analysis tasks are the mechanism by which possible pro-
files are presented to respondents for the purpose of preference
elicitation. Conjoint-analysis tasks can be assembled in a number
of ways by varying the numbers of attributes, profiles (options or
choices), and other alternatives. Thus, researchers should con-
sider the use of full or partial profiles, an assessment of the appro-
priate number of profiles per task, and the inclusion of opt-out or
status-quo options.

Full or partial profiles
Within the tasks that respondents will evaluate, profiles (alterna-
tives or choices) can be presented with all the attributes that are
being considered in the study (a full profile) or with only a subset of
the attributes (a partial profile). Although it is generally considered
good practice in health care research to work with full profiles,
researchers should determine, through qualitative research or pi-
lot testing, whether subjects can reasonably evaluate the full pro-
files.

If researchers believe that the complexity of the conjoint-anal-
ysis task will encourage respondents to develop or employ simpli-
fying heuristics, such as focusing on only a few attributes while
ignoring others, then partial profiles may be preferred. If the use of
partial profiles is undesirable, then tasks can show full profiles, but
researchers should constrain some attribute levels to be the same
(i.e., overlap) between the profiles [44].

Number of profiles
Increasing the number of profiles included in each conjoint-anal-
ysis task is considered an efficient way to present more profiles to
each respondent. However, little has been written in health care
research on the effect that increasing the number of profiles has
on respondents. The optimal number of tasks also depends on the
method of preference elicitation, in addition to the number and
complexity of the attributes included in each task. Furthermore,
the number of profiles in each task will have implications for the
experimental design (see Fig. 1, checklist item 4).

In some studies, subjects may be presented with a set of many
alternative profiles and asked to order or rank the profiles from
most preferred to least preferred. In this type of study, subjects
often complete only one task. In other studies, profiles are grouped
into sets, and respondents are asked to choose among the alter-
natives in each set. In the latter approach, respondents are typi-
cally asked to complete multiple tasks and thus evaluate multiple
sets. In health care applications, it is common to present only two
profiles in each task, often using the forced choice-elicitation for-
mat.

Opt-out or status-quo options
In designing conjoint-analysis tasks, researchers may want to in-
corporate opt-out or status-quo options. An opt-out option allows
the respondent to not choose any of the alternatives in the choice
set (in health care, this is like choosing a no-treatment option). A
status-quo option is comparable to allowing a respondent to
choose to keep his or her current treatment. Such options differ

from “I can’t choose” or “I am indifferent between the options”—
which generally are considered less desirable or even poor re-
search practices—in that opting out or choosing the status quo
involves the elicitation of (strict) preferences.

The inclusion of an opt-out or status-quo option may be inap-
propriate for many types of research questions in health care.
Including these options, however, can be useful, or even neces-
sary, if researchers are assessing the potential demand or market
share of a (novel) product. Finally, the inclusion of an opt-out or
status-quo option may have serious implications for the experi-
mental design. It will limit the ability of the researchers to esti-
mate the underlying preference structure because the option re-
sults in the censoring of data.

Experimental design

A major advantage of conjoint analysis is that it gives researchers
control over the experimental stimuli used to generate the prefer-
ence data. Researchers thus avoid problems of confounding, cor-
relation, insufficient variation, and unobserved variables common
in the analysis of revealed-preference data. The experimental de-
sign defines the experimental stimuli used to elicit choices or
judgments necessary to identify underlying preference relations.
Good research practice requires a detailed explanation and justi-
fication of the chosen experimental design, an analysis of the
properties of the experimental design, and justification for the
number of conjoint tasks included in the data-collection instru-
ment.

Choice of experimental design
The goal of a conjoint-analysis experimental design is to create a
set of tasks that will yield as much statistical information as pos-
sible for estimating unbiased, precise preference parameters (usu-
ally preference weights for all attribute levels) [10]. Good designs
have several desirable properties. A design is orthogonal if all at-
tribute levels vary independently, and thus are not correlated. A
design is balanced when each level of an attribute occurs the same
number of times. A design is efficient when it has the smallest vari-
ance matrix. Efficient designs are orthogonal and balanced if the un-
derlying statistical model assumes linearity. For nonlinear statistical
models (e.g., the multinomial logit model), orthogonality and level
balance may not result in the most efficient design. Design algo-
rithms seeking to maximize efficiency can be used. D-efficient de-
signs assume a particular form of the variance matrix and seek to
minimize average parameter-estimate variances.

Theoretically efficient designs may have undesirable empirical
properties. For example, the variance of the design depends on the
actual parameter values. Most design programs assume equal
preference weights in calculating efficiency. Even when the actual
preference weights are unknown, attributes often have a natural
ordering such as “mild,” “moderate,” and “severe.” Designs that do
not incorporate such information can result in dominated pairs,
where all the attribute levels of one alternative are better than the
attribute levels of another alternative. Such choices provide no
preference information, although they may be included in a theo-
retically efficient design. Another concern is that designs can in-
clude implausible attribute combinations. For example, an orthog-
onal design might include a profile that combines “severe nausea”
with “no restrictions on activities of daily living.” Eliminating the
implausible combinations will result in a design that is no longer
orthogonal.

The problem of including illogical combinations is a special
case of the larger challenge of balancing the goals of minimizing
statistical error and minimizing measurement error (see Fig. 1,
checklist item 6). Conjoint questions using orthogonal designs
may be too difficult or confusing for respondents to answer, so

gains from reducing statistical error by using an orthogonal design
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may be outweighed by losses from increasing measurement error
by increasing the cognitive burden of the task [44].

Researchers have offered several alternative approaches for
conjoint studies, including D-optimal and near-D-optimal designs
[45,46], utility-imbalanced designs [47], cyclical designs [48], and
andom designs [49]. Each of these approaches has advantages
nd disadvantages, including conformity with theoretical opti-
ality, flexibility in accommodating prior information on prefer-

nces and constraints on plausible combinations, and ease of con-
truction [13,50].

Properties of the experimental design
There remains no gold standard for experimental design and it is
important for researchers to describe, evaluate, and document
how the particular design meets the goals of the study. Potential
criteria for evaluating designs include the following:

● Efficiency score,
● Correlations among attribute levels,
● Correlations among attribute-level differences,
● Level balance,
● Number of overlapping attributes,
● Restrictions on implausible combinations,
● Cognitive difficulty.

Experimental-design programs such as SAS (Cary, NC), SPSS
(Chicago, IL), and Sawtooth Software (Sequim, WA) typically gen-
erate a number of design diagnostics to assist in evaluating de-
signs, and at least one website offers a service to measure the
relative efficiency of any design [51].

Number of conjoint tasks
Some experimental designs will automatically set the number of
conjoint-analysis tasks. However, many computer-generated de-
signs require the researcher to select the number of conjoint-anal-
ysis tasks to be generated. In determining the number of conjoint-
analysis tasks, three broad questions need to be answered:

● How many tasks will be generated as part of the experimental
design?

● What is the maximum number of tasks that a respondent can
answer?

● Will the respondent receive any tasks that are not explicitly
part of the design?

For large designs it is often necessary to use a “block” design,
which partitions the main experimental design into a fixed num-
ber of groups. There is still much debate in health care research as
to the appropriate number of conjoint-analysis tasks a respondent
can complete, but it is good practice to include 8 to 16 conjoint-
analysis tasks. Still, some conjoint analysis practitioners advocate
that respondents can complete up to 32 tasks.

Preference elicitation

The purpose of conjoint analysis is to measure respondents’ pref-
erences or values within the bounds of specific research ques-
tions, hypotheses (if any), and a stated study perspective. Multiple
preference-elicitation methods exist, and the appropriate choice
needs to be well justified by researchers. Good research practices
for the choice of the preference-elicitation method must cover the
motivation and explanation of tasks, elicitation format, and any
qualifying questions.

Motivation and explanation
It is a good research practice to offer respondents sufficient moti-
vation and explanation to encourage them to respond to all con-

joint-analysis tasks; however, very little has been written on the
level of information that is appropriate for applications in
health care. Depending on the research question, study per-
spective, and study population, care must be taken to offer suf-
ficient information to the respondents as to why you want them
to complete the tasks. Too much information can result in yea-
saying, strategic voting, or information overload.

It is good research practice to introduce attributes and levels
prior to the introduction of the actual tasks. The respondents’
comprehension can be facilitated or tested with a simple question
relating to each attribute as it is introduced. Likewise, the con-
joint-analysis tasks can be introduced with an example question
that can be complete or which the respondent can fill out as a
practice question.

If the research question or study perspective requires the re-
spondent to think of a special circumstance, act as a proxy for
another decision maker, or consider an action in the future, then
this must be explained clearly and facilitated throughout all of the
tasks. Some researchers in health care use “cheap talk,” a moti-
vating statement given during the tasks to ensure that respon-
dents stay focused. The impact of such methods is not well under-
stood in health care applications.

Elicitation format
Multiple question formats can be used in conjoint-analysis stud-
ies. Researchers should ensure that the elicitation format used is
appropriate to answer the study’s research questions. In addition,
data generated using different question formats will require dif-
ferent methods of statistical analysis. In a discrete-choice or
forced-choice format, each task includes two or more profiles from
which respondents are asked to choose. In recent years, there has
been interest in Best-Worst Scaling, with three distinct elicitation
formats highlighted in the literature [52]. Researchers should
clearly explain why a specific elicitation format was chosen over
alternative approaches.

Qualifying questions
The primary purpose of a conjoint-analysis task is for the re-
spondent to state their preference by rating, ranking or choos-
ing among the profiles. Increasingly, researchers are consider-
ing the use of other qualifying questions following the
preference elicitation. These can ask the respondent to discuss
their level of confidence in their answer, estimate their willing-
ness to pay for their chosen profile, estimate their willingness to
accept the less preferred option, or compare their chosen out-
come with a choosing nothing or status-quo option.

When an opt-out alternative is included in the choice task,
some subjects may choose the opt-out option as a means to avoid
evaluating the hypothetical alternatives. An alternative to an opt-
out alternative in each conjoint-analysis task is to include an opt-
out option as a separate question following each task. That is,
respondents who select Alternative A in a forced-choice question
are then offered Alternative A or the opt-out option in a follow-up
question [3].

Instrument design

Conjoint-analysis tasks represent the method of preference elici-
tation. However, these tasks need to be delivered as part of a larger
survey instrument. Good research practices for conjoint-analysis
instrument design require researchers to consider the collection
of respondent information, the provision of contextual informa-
tion, and the level of burden. Supplemental to these concerns,
researchers should consider more general issues associated with

the survey design [53,54].



j
2
1

409V A L U E I N H E A L T H 1 4 ( 2 0 1 1 ) 4 0 3 – 4 1 3
Respondent information
Respondents’ previous knowledge and experience with health
outcomes or services may influence their preferences. It is im-
portant to elicit respondent-specific health and sociodemo-
graphic information to allow for testing for systematic differ-
ences in preferences based on these characteristics (e.g.,
attitudinal, health history and/or status, treatment experience).
Respondents’ health status also may influence their prefer-
ences in a systematic way. This may reduce the generalizability
of the findings if not considered as part of the study design [55].

If respondents’ preferences vary according to specific charac-
teristics or experiences, identifying these subgroups could be
valuable in tailoring programs to specific types of patients or tar-
geting interventions to individual preferences for health out-
comes.

Contextual information
The introductory section for the data-collection instrument can
present the overall context of the study, describe the attributes
and levels that will be included in the conjoint-analysis tasks, and
include one or more practice versions of the tasks. It is important
to describe all attributes and levels thoroughly and consistently, to
ensure that all respondents are evaluating the same task and not
making unobservable assumptions about the attributes and levels
in a given profile. For example, respondents may have quite dif-
ferent outcomes in mind for symptom levels described simply as
mild, moderate, or severe.

Bias may be introduced by the order in which attributes are
presented or by the order of the questions. The number of attri-
butes and levels may induce measurement error as well [56].
Work by Kjaer and colleagues [57] suggested that respondents
can show differential sensitivity to price, depending on where
the cost attribute occurs in the profile. Varying the order of
attributes may be prudent. Randomizing the order of tasks is
good practice.

Level of burden
If the data-collection instrument is too cognitively burdensome or
too long, the likely result is high rates of nonresponse or partial
response. Detailed pretests with potential respondents can iden-
tify these potential issues early in the development process. Ap-
propriate length for a particular survey will depend on the mode of
administration (mail, Internet, etc.), as well as the level of diffi-
culty of the choice tasks. The level of incentive for participation in
the survey will vary with the complexity of the survey, survey
length, and survey population. It can be tailored to match the con-
text of the survey. It is good practice to provide a respondent with
incentive for participation in the survey in a manner that is in
compliance with ethical guidelines.

It is important to include face-to-face pretest interviews and
a quantitative pilot test as part of the construction of the data-
collection instrument. Careful pretesting can identify areas of
misunderstanding or common errors, as well as whether the
survey is too long. In addition, it can reveal whether respon-
dents understand the instructions and feel the questions are
appropriate. A formal pilot study, in which the final question-
naire is administered on a subset of the final sample, allows for
consistency or rationality tests and can provide estimates of
coefficient size and direction.

Data collection

Given that conjoint analysis is an empirical method, it is impor-
tant to assess the appropriateness of the data-collection plan.
Good research practices for data collection associated with a con-

joint analysis require the explanation and justification for the
sampling strategy, mode of administration, and an assessment of
ethical considerations.

Sampling strategy
Sample-size calculations are particularly difficult for conjoint-
analysis applications in health care. The appropriate sample size
depends on the question format, the complexity of the choice
tasks, the desired precision of the results, the degree of heteroge-
neity in the target population, the availability of respondents, and
the need to conduct subgroup analyses [10]. Historically, research-
ers commonly applied rules of thumb, based on the number of
attribute levels, to estimate sample size [58].

Orme [58] recommended sample sizes of at least 300 with a
minimum of 200 respondents per group for subgroup analysis.
Marshall et al. [59] reported that the mean sample size for con-
oint-analysis studies in health care published between 2005 and
008 was 259, with nearly 40% of the sample sizes in the range of
00 to 300 respondents.

Modes of administration
Conjoint-analysis surveys can be administered in many ways, in-
cluding mail surveys using a paper-and-pencil survey instrument,
non-mediated paper-and-pencil surveys completed at a finite set
of study sites, electronic administration at a finite set of study sites
using a laptop computer, or electronic administration over the
Internet. The complexity of most conjoint-analysis questions
probably precludes the use of telephone-based data collection, un-
less the survey instrument is mailed to respondents in advance.
Interviewer-led administration of the survey may improve the
quality of data because the interviewer can recognize that more
explanation is needed, can more fully explain the task, and can
answer questions (without leading the respondent).

Ethical considerations
Furthermore, those who design and conduct conjoint-analysis
studies should consider the respondents and whether any issues
would affect their ability to complete the survey. Some patient
groups who have known difficulties with cognitive function—such
as individuals with neurological diseases—may not be able to
complete the tasks. In general, it is good practice to simplify the
tasks as much as possible without compromising accuracy or
completeness. Researchers should address the readability of the
survey instrument and assess its appropriateness for the study
population. Researchers also should address any ethical consider-
ations or requirements mandated by ethics laws or practices or by
ethics or institutional review boards.

Statistical analyses

Conjoint-analysis data and the modeling of preferences can re-
quire complex statistical analysis and modeling methods. There
are several objectives when analyzing conjoint-analysis data. The
primary objective is estimating the strength of preferences for the
attributes and attribute levels included in the survey. Another ob-
jective might be estimating how preferences vary by individual
respondent characteristics. For policy analysis, researchers may
calculate how choice probabilities vary with changes in attributes
or attribute levels or calculate secondary estimates of money
equivalence (willingness to pay) [60], risk equivalence (maximum
acceptable risk) [61], or time equivalence for various changes in
attributes or attribute levels [31]. As part of the statistical analysis,
good research practices require an assessment of the respondent
characteristics, the quality of the responses, and a description and

justification for the model estimation methods.
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Respondent characteristics
The characteristics of the respondent sample should be reported
and examined against the known characteristics of the population
whose preferences researchers may want to generalize. Paramet-
ric and nonparametric statistical tests, such as the chi-square
goodness-of-fit test, the Student’s t test, or the Kolmogorov-Smir-
nov test, are available to test the hypothesis that the respondent
sample has been drawn from the desired population. Further-
more, if data on the characteristics of those respondents who did
not complete the survey in whole or in part are available, it is
important to examine the differences between responders and
non-responders or between other subsets of the respondent sam-
ple.

Quality of responses
The quality of responses can be assessed by evaluating the inter-
nal validity of the data. Examples include a repeated question, an
alternative whose attribute levels are all better than the attributes
of another alternative in the choice set, or three questions that
support a check of preference transitivity. Analysis of these data
can include a tabulation of response errors, how response errors
relate to such demographic characteristics as age and education,
and interacting dummy variables for response errors with attri-
butes as one would do for other individual-specific characteristics.

Another type of check is to identify respondents who always or
nearly always choose the alternative with the best level of one
attribute. Preferences that are dominated by a single attribute can
bias model estimation. For any failure of internal validity, it gen-
erally is better to include statistical controls for the problem rather
than simply drop respondents from the data set.

Model estimation
Most conjoint analyses obtain multiple responses from each re-
spondent. The data thus have the characteristics of cross-section
panel data. Researchers should ensure that the statistical analysis
of the data accounts for within-subject correlation. Thus, re-
searchers who estimate these models should test that the data
being analyzed are consistent with the assumptions for the model.

Researchers need to address how the independent variables
are coded in the data. Attribute levels may be categorical (mild,
moderate, severe), or continuous (1 day, 3 days, 7 days). Continu-
ous variables can be modeled as either continuous or categorical.
If continuous models are used, standard tests should be used to
test whether the data are consistent with a linear, log, quadratic,
or other functional form. Categorical models avoid imposing any
functional form on preference weights and provide a validity
check on the correct ordering of naturally ordered attribute levels.
In addition, researchers need to consider whether categorical at-
tribute levels should be specified as dummy variables or effects-
coded variables. When effects coding is used, zero corresponds to
the mean effect for each attribute, rather than the combination of
all the omitted categories, and the parameter for the omitted cat-
egory is the negative sum of the included-category parameters.
Effects coding has desirable properties in modeling conjoint-anal-
ysis data and is widely used in many conjoint-analysis applica-
tions. However, effects coding is unfamiliar to most health care
researchers and thus can complicate the presentation of the re-
sults.

Preference variation among individuals that is unaccounted
for in modeling can result in biased estimates. Variations in pref-
erences that arise from differences in individual characteristics such
as age, education, gender, and health status often are of clinical or
policy interest. This type of preference variation can be incorporated
into the modeling process by interacting individual characteristics

with the attributes included in the conjoint analysis. Researchers
also may consider split-sample analysis if sample sizes are suffi-
ciently large.

A mixed-logit or random-parameter logit model allows for un-
observed or random preference variation; it also can incorporate
the cross-sectional panel structure of the data. The mixed-logit
model increasingly is used for studies published in peer-reviewed
journals. However, it can be difficult to implement because re-
searchers are required to assume that the random-preference
variation between respondents follows a particular pre-specified
distribution. Further, mixed-logit estimation involves complicated
statistical estimation techniques that can result in biased param-
eter estimates when the simulation methods fail to converge [23].
Latent-class models account for preference variation by using the
data to identify groups of respondents with similar preferences
[10] and may be preferable to mixed-logit models because re-
searchers are not required to make assumptions about the distri-
bution of preferences across respondents. Hierarchical Bayes is
another approach to estimating preference variation. It directly
estimates a different preference parameter for each respondent.

Results and conclusions

Researchers often are tempted to make inferences and predictions
that go beyond what the data and methods can support. Evaluat-
ing the validity of results and conclusions requires consideration
of the research question, as well as other aspects of the design and
analysis. In order to assess the validity of the study, good research
practices require an assessment of the study results and conclu-
sions and a consideration of any study limitations.

Study results
The results should present the statistical findings in the context
of the research question and should be presented in sufficient
detail. The results should state which attributes or levels (and
interaction terms, if relevant) were or were not significant, and the
results should report uncertainty associated with estimates. Find-
ings should be interpreted in the context of the choice being con-
sidered.

For example, in the multiple sclerosis example previously
cited, the results could indicate that the rate of relapse was a sig-
nificant attribute, and a negative coefficient could imply that
higher rates of relapse were less preferred. If attributes and levels
were found to be nonsignificant in the statistical analysis, these
findings should be clearly stated in the results. Results also
should provide interpretation of the relative value of specific
attributes. For example, how the acceptable waiting time for
nonemergency surgery varies with the rate of surgical errors
(i.e., the marginal willingness-to-wait for a reduced rate[s] of sur-
gical errors). Statistical uncertainty should be reported in a man-
ner consistent with the type of model selected. If alternative
model specifications were tested, the results of these alternative
analyses should be described or presented in full.

Equivalence calculations, such as willingness to pay or maxi-
mum acceptable risk, require dividing utility differences that re-
sult from some change in efficacy or side effects by the incremen-
tal utility of one dollar ($1.00) or by a 1% chance of a side effect.
Confidence intervals always should be reported for such calcula-
tions and can be obtained by the delta or Krinsky-Robb method
[62].

Study conclusions
The conclusions section should identify key findings of the study
in the context of the original research question. A key element of
any research study is to provide a relevant framework for inter-
preting the results: whether the results are consistent with or dif-

fer from existing studies in the literature and how this study ex-
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tends existing research all should be clearly identified and
discussed.

Study limitations
Limitations of the study and the potential effect(s) of these limita-
tions on results should be clearly identified in the discussion sec-
tion. Limitations can arise from selection of attributes and/or lev-
els, such as simplifications adopted during survey development in
order to produce a feasible design, possible correlation among se-
lected attributes, or other design features (e.g., the inclusion or
exclusion of an opt-out option). Assumptions underlying the ana-
lytic approach also may affect interpretation of results and should
be discussed. If the study population is not representative of the
population, this may limit generalizability of findings. Any extrap-
olation of results beyond the study population should be qualified
and discussed.

Study presentation

Good research practices for the application of conjoint analysis in
health care research not only require that the study is conducted
well, but that it also is presented appropriately. This requires an
adequate explanation of the research context, a description of the
instruments and methods used, and a discussion of the study im-
plications.

Research context
The study’s importance and context must be adequately moti-
vated so as to answer the “so what” question. Key background
literature should be cited to place the study in an appropriate clin-
ical or health policy context and to identify gaps in current knowl-
edge that are important to researchers or decision makers. The
specific contribution of the study, in terms of innovative methods
or an important application, should be clearly stated at the end of
the introduction.

The text describing the study should be worded and structured
appropriately for the target journal and audience. Journals vary in
both the type of reviewers and the eventual readers. In general, the
use of jargon should be minimized. Acronyms and technical lan-
guage (e.g., “importance weights” and “fractional factorial design”)
should be clearly defined, with any alternative terms included
with the definition. A journal such as Value in Health has reviewers
and readers who are familiar with conjoint-analysis methodology.
This is unlikely in the case of a clinically focused journal.

Moreover, conjoint analysis is a relatively new area of research
in health care. The use of technical terms is not always consistent
among authors. For example, results may be referred to as “impor-
tance weights” or “preference weights.” Such inconsistencies are
confusing to reviewers and readers alike. Because there are no
standardized rules for constructing a conjoint-analysis survey and
because there are a large number of possible experimental de-
signs, the methods and rationale for the study design must be
adequately described. This includes the qualitative research con-
ducted to identify the attributes and levels, the experimental de-
sign used to create the tasks, and the methods used to analyze the
results. The matrix of attributes and levels and the final survey
instrument should be submitted for review along with the paper.

Instrument and methods
A reviewer cannot provide a meaningful review of a conjoint-anal-
ysis paper without seeing the format and framing of the questions
that generated the data. The properties of the experimental design
should be described to provide a context for the strengths and
limitations of the survey results. For example, if the experimental
design does not allow interactions to be tested (a main-effects
design), this assumption should be clearly disclosed in the meth-

ods section. Many journals will publish on their web-sites the da-
ta-collection instrument as a technical appendix to a conjoint-
analysis manuscript. Even when the journal cannot or chooses not
to publish the data-collection instrument, the data-collection in-
strument should be made available to reviewers and readers.

Study implications
Finally, the discussion section should focus on both the innovative
features of the paper and the implications of the results for the
target audience. The unique contributions of the study should be
discussed and compared in the context of the current state of
knowledge, as found in the published literature, and health care
policy climate. However, as with all research, authors must be
careful not to overstate the importance of their findings. Because
conjoint analyses in health care are published in various types of
journals and may use different terminology, it is important for
authors to ensure that what may appear to be novel has not been
conducted previously. In addition, it is important that authors in-
form readers that the results of a conjoint analysis often provide
estimates of the value or importance of attributes to respondents,
but that these results often do not predict future behavior or
health outcomes.

As with all studies, the findings should be evaluated with re-
spect to the research question that the study was designed to
answer and the hypotheses to be tested in the study. If the target
audience is a clinical one, the conclusions of the paper should
focus on the clinical implications of the study findings. For exam-
ple, the results can be translated into simple statements about
their possible impact on physician practice. Alternatively, if a
study was designed to inform health care policy, the findings
about public, patient, or provider preferences can be translated
into suggestions for increasing the appropriate use of health care
services. For example, in a conjoint analysis of colorectal cancer
screening tests, the findings were translated into changes in the
rates of uptake of colorectal cancer screening based on the mix of
alternative screening tests offered [63].

Conclusions

This report presents a checklist for good research practices of con-
joint analysis in health care applications. The checklist was created
from discussions and the experience of the task force members. This
report presents researchers, reviewers, and readers with many ques-
tions to consider when assessing an application of conjoint analysis
in health care. Though we have not aimed to identify best practices,
we have intended to steer researchers away from bad practices. At
this time, many unanswered questions related to the application of
conjoint analysis in health care remain.

Conjoint analysis can be a powerful tool for quantifying decision
makers’ preferences for health care. There are, however, numerous
approaches to conducting conjoint analysis and not all of them are
appropriate for addressing every research question. In addition, ap-
proaches to conjoint analysis will continue to evolve as the number
of empirical applications of conjoint analysis in health care increases
and more researchers apply conjoint-analysis methods to a widen-
ing array of research questions. Therefore, researchers conducting
conjoint analyses in health care should always be clear about the
conjoint-analysis approaches they are using and why these ap-
proaches are appropriate to a particular study.
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