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1. Introduction

The notions of dependence and independence are among the most fundamental ones considered in logic, in mathematics,
and in many of their applications. For example, one of the main aspects in which modern predicate logic can be thought of as
superior to medieval term logic is that the former allows for quantifier alternation, and hence can express certain complex
patterns of dependence and independence between variables that the latter cannot easily represent.

Logics of imperfect information are a family of logical formalisms whose development arose from the observation that not
all possible patterns of dependence and independence between variables may be represented in first order logic. Among
these logics, dependence logic [20] is perhaps the one most suited for the analysis of the notion of dependence itself, since it
isolates it by means of dependence atoms which correspond, in a very exact sense, to functional dependencies of the exact
kind studied in database theory. The properties of this logic, and of a number of variants and generalizations thereof, have
been the object of much research in recent years, and we cannot hope to give here an exhaustive summary of the known
results. We will content ourselves, therefore, to recall in Section 2.1 those that will be of particular interest for the rest of
this work.

Independence logic [9] is a recent variant of dependence logic. In this new logic, the fundamental concept that is
being added to the first order language is not functional dependence, as for the case of dependence logic proper, but

* Tel.: +31 020 525 8260; fax: +31 20 525 5206.
E-mail address: pgallian@gmail.com.

0168-0072/$ - see front matter © 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.apal.2011.08.005



https://core.ac.uk/display/82153323?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://dx.doi.org/10.1016/j.apal.2011.08.005
http://www.elsevier.com/locate/apal
http://www.elsevier.com/locate/apal
mailto:pgallian@gmail.com
http://dx.doi.org/10.1016/j.apal.2011.08.005

P. Galliani / Annals of Pure and Applied Logic 163 (2012) 68-84 69

informational independence; as we will see, this is achieved by considering independence atoms y L, z, whose informal
meaning corresponds to the statement according to which, for any fixed value of x, the sets of the possible values for y and z
are independent. Just as dependence logic allows us to reason about the properties of functional dependence, independence
logic does the same for this notion. Much is not known at the moment about independence logic; in particular, one open
problem mentioned in [9] concerns the expressive power of this formalism over open formulas.

In this work, we will find an answer to this problem; and furthermore, as a means to do so, we will study some logics
obtained by extending the language of first order logic along the same lines of dependence or independence logic.

2. Dependence and independence logic

2.1. Dependence logic

Dependence logic [20] is, together with independence-friendly (IF) logic [ 10,19], one of the most widely studied logics of
imperfect information. In brief, it can be described as the extension of first order logic obtained by adding dependence atoms
=(ty ...t,) toits language, with the informal meaning of “The value of the term t, is functionally determined by the values
of the terms ty...t,—1".

We will later recall the full definition of the team semantics of dependence logic, an adaptation of Hodges’ compositional
semantics for IF logic [12], and one of the three equivalent semantics for dependence logic described in [20]. It is worth
noting already here, though, that the key difference between Hodges semantics and the usual Tarskian semantics is that in
the former the satisfaction relation |= associates to every first order model’ M and formula ¢ a set of teams, that is, a set of
sets of assignments, instead of just a set of assignments as in the latter.

As discussed in [13], the fundamental intuition behind Hodges’ semantics is that a team is a representation of an
information state of some agent: given a model M, a team X, and a suitable formula ¢, the expression M |=x ¢ asserts
that, from the information that the “true” assignment s belongs to the team X, it is possible to infer that ¢ holds, or, in
game-theoretic terms, that the verifier has a strategy t which is winning for all plays of the game G(¢) which start from any
assignment s € X.

The satisfaction conditions for dependence atoms are then given by the following semantic rule TS-dep.

Definition 2.1 (Dependence Atoms). Let M be a first order model, let X be a team over it,letn € N, and let t; .. . t, be terms
over the signature of M and with variables in Dom(X). Then the following holds.

TS-dep: M x=(t;...t,) ifand only if, for all s, s’ € X such that t;(s) = t;(s') fori=1...n — 1, t,(s) = t,(s').

This rule corresponds closely to the definition of functional dependency commonly used in database theory [4]: more
precisely, if X (t; . .. t,) is the relation {(t{(s), ..., ty(s)) : s € X} then

M ':X=(t1 . ..tn) <Z>X(f1 B ..tn) }: {f] ...tn_1} — ty,

where the right-hand expression states that, in the relation X (t . . . ), the value of the last term t;, is a function of the values
ofty...th_1.
The following known results will be of some use for the rest of this work.

Theorem 2.2 (Locality [20]). Let M be a first order model and let ¢ be a dependence logic formula over the signature of M with
free variables in v. Then, for all teams X with domain w D v, if X' is the restriction of X to v, then

MEx ¢ & MEx ¢.

As an aside, it is worth pointing out that the above property does not hold for most variants of IF logic: for example, if
Dom(M) = {0, 1} and X = {(x := 0,y := 0), (x := 1,y := 1)}, itis easy to see that M =x (3z/y)z = y, even though for
the restriction X’ of X to Free((3z/y)z = y) = {y} we have that M [~x (3z/y)z = y. This is a typical example of signalling
[10,14], one of the most peculiar and, perhaps, problematic aspects of IF logic.

Theorem 2.3 (Downwards Closure Property [20]). Let M be a model, let ¢ be a dependence logic formula over the signature of
M, and let X be a team over M with domain v 2 Free(¢p) such that M |=x ¢. Then, forall X' C X,

M Ex ¢.

Theorem 2.4 (Dependence Logic Sentences and 2} [20]). For every dependence logic sentence ¢, there exists a 2]1 sentence @
such that

MEw¢ < ME.

Conversely, for every 211 sentence @, there exists a dependence logic sentence ¢ such that the above holds.

1 In all of this paper, [ will assume that first order models have at least two elements in their domain.
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Theorem 2.5 (Dependence Logic Formulas and 211 [16]). For every dependence logic formula ¢ and every tuple of variables
X D Free(¢), there exists a 211 sentence @ (R), where R is a |X|-ary relation which occurs only negatively in ®, such that, for
all teams X with domain X and for R = {s(X) : s € X}, it holds that

MEx ¢ < ME R).

Conversely, for all such X sentences, there exists a dependence logic formula ¢ such that the above holds with respect to all
nonempty teams X.

2.2. Independence logic

Independence logic [9] is a recently developed logic which substitutes the dependence atoms of dependence logic with
independence atoms b 1y t;, where f; .. . 3 are tuples of terms (not necessarily of the same length).

The intuitive meaning of such an atom is that the values of the tuples t, and t; are informationally independent for any
fixed value of f;; or, in other words, that all information about the value of f5 that can be possibly inferred from the values
of fl and ?2 can already be inferred from the value of ?1 alone.

More formally, the definition of team semantics for the independence atom is as follows.

Definition 2.6 (Independence Atoms). Let M be a first order model, let X be a team over it, and let t1, > and t; be three

finite tuples of terms (not necessarily of the same length) over the signature of M and with variables in Dom(X). Then the

following holds.

TS-indep: M Ex b g, t; if and only if, for all 5,5 € X with ;(s) = t;(s), there exists an s” € X such that
6(s")6(s") = Ti($)Ea(s) and £ (s")E3(5") = E1(5)E3(5").

We refer to [9] for a discussion of this interesting class of atomic formulas and of the resulting logic. Here we only mention
a few results, found in that paper, which will be useful for the rest of this work?.

Theorem 2.7. Dependence atoms are expressible in terms of independence atoms: more precisely, for all suitable models M, teams
X,andtermsty ...t,,

M '=X=(t1 s tn) <M 'ZX ty Lt1.4.t,,,1 ty.

Theorem 2.8. Independence logic is equivalent to 211 (and therefore, by Theorem 2.4, to dependence logic) over sentences: in
other words, for every sentence ¢ of independence logic there exists a sentence @ of existential second order logic such that

MEg@gno¢oME®P,
and for every such @ there exists a ¢ such that the above holds.

There is no analogue of Theorem 2.3 for independence logic, however, as the classes of teams corresponding to
independence atoms are not necessarily downwards closed: for example, according Definition 2.6, the formula x L 4 y holds
inthe team {(x := a,y := b) : a, b € {0, 1}} but not in its subteam {(x := 0,y :=0), (x := 1,y := 1)}.

The problem of finding a characterization similar to that of Theorem 2.5 for the classes of teams definable by formulas of
independence logic was left open by Grddel and Vddnanen, who concluded their paper by stating that [9]

The main open question raised by the above discussion is the following, formulated for finite structures:

Open Problem: Characterize the NP properties of teams that correspond to formulas of independence logic.

In this paper, an answer to this question will be given, as a corollary of an analogous result for a new logic of imperfect
information.

3. Team semantics
3.1. First order (team) logic, in two flavors

In this subsection, we will present and briefly discuss the team semantics for first order logic, laying the groundwork for
reasoning about its extensions while avoiding, as far as we are able to do so, all forms of semantical ambiguity.

As we will see, some special care is required here, since certain rules which are equivalent with respect to dependence
logic proper will not be so with respect to these new logics.

But let us begin by recalling some basic definitions from [20].

2 Another interesting result about independence logic, pointed out by Fredrik Engstrom in [6], is that the semantic rule for independence atoms
corresponds to that of embedded multivalued dependencies, in the same sense in which the one for dependence atoms corresponds to functional ones.
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Definition 3.1 (Team). Let M be a first order model, and let v be a tuple of variables.> Then a team X for M with domain v is
simply a set of assignments with domain ¥ over M.

Pefinition 3.2 (From Teams to Relations). Let M be a first order model, let X be a team for M with domain v, and let
t =t;...t; be atuple of terms with variables in v. Then we write X (t) for the relation

X(E) = {(t1(s) ... tx(s)) : s € X}

Furthermore, if w is contained in v we will write Rely (X) for X (w); and, finally, if Dom(X) = v we will write Rel(X) for
Rel; (X).

Definition 3.3 (Team Restrictions). Let X be any team in any model, and let V be a set of variables contained in Dom(X).
Then

Xy ={sy:seX},
where s,y is the restriction of s to V, that is, the only assignment s’ with domain V such that s'(v) = s(v) forallv € V.
The team semantics for the first order fragment of dependence logic is then defined as follows.

Definition 3.4 (Team Semantics for First Order Logic [12,20])). Let M be a first order model, let ¢ be a first order formula in
negation normal form, and let X be a team over M with domain v 2 Free(¢). Then the following hold.

TS-atom: If ¢ is a first order literal, M |=x ¢ if and only if, for all assignments s € X, M = ¢ in the usual first order sense.
TS-v: If¢isy v 6, M =x ¢ if and only if there exist two teams Y and Z suchthatX =YUZ,M =y ¢ and M |, 6.
TS-A: If¢isy A0, M =x ¢ ifandonlyif M =x ¥ and M = 6.

TS-3s:  If ¢ is Ixyy, M |=x ¢ if and only if there exists a function F : X — Dom(M) such that M |=x¢/x ¥, where

X[F/x] = {s[F(s)/x] : s € X}.
TS-V: If¢pisVxy, M [=x ¢ if and only if M |=xm/x ¥, where
X[M/x] = {s[m/x] : s € X, m € Dom(M)}.

Over singleton teams, this semantics coincides with the usual one for first order logic.

Proposition 3.5 ([20]). Let M be a first order model, let ¢ be a first order formula in negation normal form over the signature of
M, and let s be an assignment with Dom(s) O Free(¢). Then M =, ¢ if and only if M |=; ¢ with respect to the usual Tarski
semantics for first order logic.

Proposition 3.6 ([20]). Let M be a first order model, let ¢ be a first order formula in negation normal form over the signature of
M, and let X be a team with Dom(X) 2 Free(¢). Then M |=x ¢ if and only if, for all assignmentss € X, M =) ¢.

These two propositions show that, for first order logic, all the above machinery is quite unnecessary. We have no need
to carry around such complex objects as teams, since we can consider the assignments in a team individually!

However, things change if we add dependence atoms = (t; ... t,) to our language, with the semantics of rule TS-dep
(Definition 2.1 here). In the resulting formalism, which is precisely dependence logic as defined in [20], not all satisfaction
conditions over teams can be reduced to satisfaction conditions over assignments: for example, a “constancy atom” =(x)
holds in a team X if and only if s(x) = s'(x) for all s, s’ € X, and verifying this condition clearly requires checking pairs of
assignments at least!

When studying variants of dependence logic, similarly, it is necessary to keep in mind that semantic rules which are
equivalent with respect to dependence logic proper may not be equivalent with respect to these new formalisms. In
particular, two alternative definitions of disjunction and existential quantification exist which are of special interest for
this work’s purposes.

Definition 3.7 (Alternative Rules for Disjunctions and Existentials). Let M, X, ¢, ¥, and 6 be as usual. Then the following hold.

TS-vs: Ifgisy v O, M =x ¢ if and only if there exist two teams Y and Z suchthat X =YUZ,YNZ =@, M =y ¢ and

M =7 6.
TS-3;:  If ¢ is 3xy/, M |=x ¢ if and only if there exists a function H : X — £ (Dom(M))\¥ such that M f=xx/x ¥, where

X[H/x] = {s[m/x] :s e X,m e H(s)}.

3 Or, equivalently, a set of variables; but having a fixed ordering of the variables as part of the definition of team will simplify the definition of the
correspondence between teams and relations. With an abuse of notation, we will identify this tuple of variables with the underlying set whenever it is
expedient to do so.

4 The rule TS-3; is also discussed in [6], in which it is shown that it arises naturally from treating the existential quantifier as a generalized quantifier [18,
17] for dependence logic.
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The subscripts -5 and -; of these rules and of the corresponding ones of Definition 3.4 allow us to discriminate between the
lax operators V| and 3; and the strict ones Vs and 3. From the point of view of game-theoretic semantics, it is not difficult to
verify that the choice between lax and strict semantics corresponds to the choice between allowing and disallowing players
from using nondeterministic strategies; but, even at a glance, this grouping of the rules is justified by the fact that TS-Vs and
TS-3s appear to be stronger conditions than TS-V; and TS-3;. We can then define two alternative semantics for first order
logic (and for its extensions, of course) as follows.

Definition 3.8 (Lax and Strict Semantics). The relation M |:§( ¢, where M ranges over all first order models, X ranges over
all teams, and ¢ ranges over all formulas with free variables in Dom(X), is defined as the relation M =x ¢ of Definition 3.4
(with additional rules for further atomic formulas as required), but substituting rule TS-3s with rule TS-3;. Similarly, the
relation M |=f< ¢ is defined as the relation M |=x ¢ of Definition 3.4, but substituting rule TS-V with rule TS-Vs.

For the cases of first order and dependence logic, lax and strict semantics are equivalent.
Proposition 3.9. Let ¢ be any formula of dependence logic. Then
M ¢ &My ¢
for all suitable models M and teams ¢.

Proof. This is easily verified by structural induction over ¢, using the downwards closure property (Theorem 2.3) to take
care of disjunctions and existentials (and, moreover, applying the Axiom of Choice for the case of existentials). O

As we will argue in Section 4.2, for the logics that we will study for which a difference exists between lax and strict
semantics the former will be the most natural choice; therefore, from this point until the end of this work, the symbol =
written without superscripts will stand for the relation =-.

3.2. Constancy logic

In this section, we will present and examine a simple fragment of dependence logic. This fragment, which we will call
constancy logic, consists of all the formulas of dependence logic in which only dependence atoms of the form =(t) occur; or,
equivalently, it can be defined as the extension of (team) first order logic obtained by adding constancy atoms to it, with the
semantics given by the following definition.

Definition 3.10 (Constancy Atoms). Let M be a first order model, let X be a team over it, and let t be a term over the signature
of M and with variables in Dom(X). Then the following holds.

TS-const: M |=x=(t) if and only if, for all 5, s’ € X, t(s) = t(s').

Clearly, constancy logic is contained in dependence logic. Furthermore, over open formulas it is more expressive than first
order logic proper, since, as already mentioned, the constancy atom =(x) is a counterexample to Proposition 3.6.

The question then arises whether constancy logic is properly contained in dependence logic, or if it coincides with it. This
will be answered through the following results.

Proposition 3.11. Let ¢ be a constancy logic formula, let z be a variable not occurring in ¢, and let ¢’ be obtained from ¢ by
substituting one instance of =(t) with the expression z = t.
Then

M Ex ¢ & M =x 3z2(=(2) A ¢).
Proof. The proofis an easy inductionon ¢. O
As a corollary of this result, we get the following normal form theorem for constancy logic’.
Corollary 3.12. Let ¢ be a constancy logic formula. Then ¢ is logically equivalent to a constancy logic formula of the form
n
3z ...z (/\ =) AY(z1 .. .zn)>
i=1

for some tuple of variables Z = z; . . . z, and some first order formula .

5 This normal form theorem s very similar to the one of dependence logic proper found in[20]. See also [5] for a similar, but not identical result, developed
independently, which Arnaud Durand and Juha Kontinen use in that paper in order to characterize the expressive powers of subclasses of dependence logic
in terms of the maximum allowed width of their dependence atoms.
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Proof. Repeatedly apply Proposition 3.11 to “push out” all constancy atoms from ¢, thus obtaining a formula, equivalent to
it, of the form

Jz1(=(z1) A Fza(= (@) A -+ A Tzp(=(20) AP (21 ... 20)))

for some first order formula v/ (z; . . . z,). It is then easy to see, from the semantics of our logic, that this is equivalent to
z1...20(=@Z )N AN =(2Z) AV (21...21)),

as required. O

The following result shows that, over sentences, constancy logic is precisely as expressive as first order logic.

Corollary 3.13. Let ¢ = 37 (/\, =(zj)) N\ 1//(2)) be a constancy logic sentence in normal form.
Then ¢ is logically equivalent to 3z (Z).

Proof. By the rules of our semantics, M =g v if and only if there exists a family A; . . . A; of nonempty sets of elements in
Dom(M) such that, for

X={(zy:=mq...zp:=my) : (M1...my) €Ay X --- X Ap},

it holds that M |=x . But ¢ is first order, and therefore, by Proposition 3.6, this is the case if and only if for all
my € Ay, ..., my € Ayitholds that M =, .=my,..z0:=mn)} ¥-

But then M =4 ¢ if and only if there exist m;...m, such that this holds®; and therefore, by Proposition 3.5,
M kg ¢ ifandonly if M =g 3z1...2,9(21...2,) according to Tarski's semantics, or, equivalently, if and only if
M =@ 321 ...z, (21 . . . z,) according to team semantics. O

Since, by Theorem 2.4, dependence logic is strictly stronger than first order logic over sentences, this implies that constancy
logic is strictly weaker than dependence logic over sentences (and, since sentences are a particular kind of formulas, over
formulas too).

The relation between first order logic and constancy logic, in conclusion, appears somewhat similar to that between
dependence logic and independence logic; that is, in both cases we have a pair of logics which are reciprocally translatable
on the level of sentences, but such that one of them is strictly weaker than the other on the level of formulas. This discrepancy
between translatability on the level of sentences and translatability on the level of formulas is, in the opinion of the author,
one of the most intriguing aspects of logics of imperfect information, and it deserves further investigation.

4. Inclusion and exclusion in logic

4.1. Inclusion and exclusion dependencies

Functional dependencies are the forms of dependency which attracted the most interest from database theorists, but
they certainly are not the only ones ever considered in that field.

Therefore, studying the effect of substituting the dependence atoms with ones corresponding to other forms of
dependency, and examining the relationship between the resulting logics, may be, in the author’s opinion, at least, a very
promising, and hitherto not sufficiently explored, direction of research in the field of logics of imperfect information.”

The present paper will, for the most part, focus on inclusion [8,2] and exclusion [3] dependencies and on the properties of
the corresponding logics of imperfect information. Let us start by recalling and briefly discussing these dependencies.

Definition 4.1 (Inclusion Dependencies). Let R be a relation, and let X, y be tuples of attributes of R of the same length. Then
R = x C yifand only if R(X) € R(y), where

RZ) = {r(z) : risatupleinR}.

In other words, an inclusion dependency x C ¥ states that all values taken by the attributes X are also taken by the
attributes y.
Exclusion dependencies [3], instead, assert that two tuples of attributes have no values in common.

Definition 4.2 (Exclusion Dependencies). Let R be a relation, and let X, y be tuples of attributes of R of the same length. Then
R = x| yifand only if R(x) N R(y) = @, where R(X) and R(y) are as stated in the previous definition.

6 Indeed, if this is the case we can just choose A; = {m1}, ..., An, = {m,}, and conversely if A; .. .A, exist with the required properties we can simply
select arbitrary elements of them for m; ... m,.

7 Apart from the present paper, [6], which introduces multivalued dependence atoms, is also a step in this direction. The resulting “multivalued dependence
logic” is easily seen to be equivalent to independence logic.
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We will not discuss here the significance of inclusion and exclusion dependencies in the context of database theory, nor the
results that were found in that area of study about their properties.

What interests us here is that it is not difficult to transfer the definitions of inclusion and exclusion dependencies to team
semantics, thus obtaining inclusion atoms and exclusion atoms.

Definition 4.3 (Inclusion and Exclusion Atoms). Let M be a first order model, let t; and ¢, be two finite tuples gf terms of the
same length over the signature of M, and let X be a team whose domain contains all variables occurring in t; and t,. Then
the following hold.

TS-inc: M Ex @ < t, ifand only if for every s € X there exists an s’ € X such that £;(s) = t,(s).
TS-exc: M |=x t; | t; ifand only if, for all s, s" € X, t1(s) # t2(s').

We will also consider another kind of atom, which can be seen as a symmetric version of inclusion.

Definition 4.4 (Equiextension Atoms). Let M be a first order model, let £; and ¢, be two finite tuples of terms of the same
length over the signature of M, and let X be a team whose domain contains all variables occurring in t; and &,. Then the
following holds.

TS-equ: M =y t; >< b if and only if X(6;) = X (&).

It is easy to see that ?1 > fz is equivalent to ?1 C fz A ?2 C ?1 and that it is strictly weaker than the first order formula

H=6:= @)= @
i
As we will see later, it is possible to recover inclusion atoms from equiextension atoms and the connectives of our logics.

4.2. Inclusion logic

In this section, we will begin to examine the properties of inclusion logic, that is, the logic obtained adding to (team) first
order logic the inclusion atoms ?1 C t, with the semantics of Definition 4.3.

A first, easy observation is that this logic does not respect the downwards closure property. For example, consider the
two assignments s = (x := 0,y := 1) ands; = (x := 1,y := 0); then, for X = {sq, s1} and Y = {sg}, it is easy to see by
rule TS-inc that M =x x C ybut M &y x C y.

Hence, the proof of Proposition 3.9 cannot be adapted to the case of inclusion logic. The question then arises whether
inclusion logic with strict semantics and inclusion logic with lax semantics are different; and, as the next two propositions
will show, this is indeed the case.

Proposition 4.5. There exist a model M, a team X, and two formulas v and 6 of inclusion logic such that M lzf( ¥ Vv 6 but
M W5 ¢ Vo.
Proof. Let Dom(M) = {0, 1, 2, 3, 4}, let X be the team

z
2
3
0

andlety =xCy,0 =y Cz

e MELYVO:
LetY = {sg,s1}and Z = {s1,s2}.ThenYUZ =X, Y(x) = {0, 1} = Y(y) and Z(y) = {0, 3} = Z(2).
Hence,M =} x C yand M =} y C z, and therefore M =5 x C y vV y C z as required.
o M5 ¥ Vo:
Suppose thatX =Y UZ,YNZ=0,M =y x CyandM 5y C z.
Now, s, cannot belong in Y, since s,(x) = 4 and s;(y) # 4 for all assignments s;; therefore, we necessarily have that
s, € Z.But since M |:§ y C z, this implies that there exists an assignment s; € Y such that s;(z) = s,(y) = 3. The only
such assignment in X is s1, and therefores; € Y.
Analogously, so cannot belong in Z: indeed, so(y) = 1 # si(z) foralli € 0...2. Therefore, s, € Y; and since
M |:f, x C y, there exists an s; € Y with s;(y) = so(x) = 0. But the only such assignment in X is s, and therefore
s1 €Y.
In conclusion, Y = {sg, $1},Z = {s1, sz} and Y N Z = {s1} # ¥, which contradicts our hypothesis. O

Proposition 4.6. There exist a model M, a team X, and a formula ¢ of inclusion logic such that M |:)L< dx¢ but M bé)s( Ix¢.
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Proof. Let Dom(M) = {0, 1}, let X be the team

_ y z
X= So 0o 1~
andlet¢pbey Cx Az Cx.
o M =% Ixg:
LetH : X — £ (Dom(M)) be such that H(sg) = {0, 1}.
Then
y z X
X[H/x]= s, |0 1 0,
510 1 1

and hence X[H/x](y), X[H/x](z) € X[H/x](x), as required.
o M W5 Ixy:
Let F be any function from X to Dom(M). Then

ly z  «x
sg |0 1 F(so) -

X[F/x] =

But F(sp) # 0 or F(sp) # 1; and in the first case M |;é)5<[F/X] ¥ C x, while in the second case M |7£)5<[F/X] zCx O

Therefore, when studying the properties of inclusion logic it is necessary to specify whether we are using strict or lax
semantics for disjunction and existential quantification. However, only one of these choices preserves locality in the sense
of Theorem 2.2, as the two following results show.

Proposition 4.7. The strict semantics does not respect locality in inclusion logic (or in any extension thereof). In other words,
there exists a model M, a team X, and two formulas v and 6 such that M |:§( ¥ Vv 6, but for X' = X[Free(qsvw) it holds that
M l;&i, Y Vv 6 instead; and, analogously, there exists a model M, a team X, and a formula & such that M |:)5< 3x&, but for
X' = X Freecxe) We have that M 1, 3¢ instead.

Proof. 1. Let Dom(M) = {0...4},letyr and0 bex C yandy C z, respectively, and let

|x ¥y z u

so|0 1 2 0

X= 511 0 3 0
s 11T 0 3 1
s34 3 0 O

Then M |:)5< Y Vv 0; indeed, for Y = {sg,s1} and Z = {s3,s3}, we havethatX = YUZ, YNZ = ¥, M Ey ¥, and
M =7 6, as required. However, the restriction X’ of X to Free(y v ) = {x, y, z} is the team considered in the proof of
Proposition 4.5, and, as shown in that proof, M b&)s( v Vve.

2. Let Dom(M) = {0, 1},let§ bey C x Az C X, and let

Then M I:)5< 3x&; indeed, for F : X — Dom(M) defined as
F(so) = 0;
F(s)) =1,

we have that

ly z u x
X[F/x]= 5,10 1 0 0,
S0 1 1 1

and it is easy to check that this team satisfies £. However, the restriction X’ of X to Free(3x§) = {y, z} is the team
considered in the proof of Proposition 4.6, and, again, as shown in that proof, M béf( Ixy. O

Theorem 4.8 (Inclusion Logic with Lax Semantics is Local). Let M be a first order model, let ¢ be any inclusion logic formula, and
let V be a set of variables with Free(¢p) C V. Then, for all suitable teams X,

MEL ¢ & MEL ¢
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Proof. The proof is by structural induction on ¢.
In Section 4.5, Theorem 4.22, we will prove the same result for an extension of inclusion logic; so we refer to that theorem
for the details of the proof. O

Since, as we saw, inclusion logic is not downwards closed, by Theorem 2.3, it is not contained in dependence logic. It is
then natural to ask whether dependence logic is contained in inclusion logic, or if dependence and inclusion logic are two
incomparable extensions of first order logic.

This is answered by the following result, and by its corollary.

Theorem 4.9 (Union Closure for Inclusion Logic). Let ¢ be any inclusion logic formula, let M be a first order model, and let (X;)ic;
be a family of teams with the same domain such that M |=x; ¢ for alli € I. Then, for X = |, Xi, we have that M |=x ¢.

iel
Proof. The proof is an easy structural induction over ¢. O
Corollary 4.10. There exist constancy logic formulas which are not equivalent to any inclusion logic formula.

Proof. This follows at once from the fact that the constancy atom =(x) is not closed under unions.
Indeed, let M be any model with two elements 0 and 1 in its domain, and consider the two teams Xq = {(x := 0)} and
Xi = {(x:=1)}; then M |=x,=(x) and M [=x,=(x), but M fx,ux,=(x). O

Therefore, not only does inclusion logic not contain dependence logic, it does not even contain constancy logic!

Now, by Theorem 2.7, we know that dependence logic is properly contained in independence logic. As the following
result shows, inclusion logic is also (properly, because dependence atoms are expressible in independence logic) contained
in independence logic.

Theorem 4.11. Inclusion atoms are expressible in terms of independence logic formulas. More precisely, an inclusion atom t, Ch
is equivalent to the independence logic formula

¢ =VZ(Z# G AZ# L)V W1 £ AZ#L)V (11 =0 VZ=106)AZLvw)),
where vy, vy, and Z do not occur in t; or t, and where, as in [9], Z L v1v, is a shorthand for 7 Ly vqvs.

Proof. Suppose that M = t; C t,. Then split the team X’ = X[M /v v,Z] into three teams Y, Z and W as follows.

o ¥V ={seX :5@2) #ti(s) and s(Z) # s )}
o Z={seX :s(v)) #s(vy) and s(2) # b (s
e W=X\(YUZ)={seX :5(Z) =t(s) or (s(z) = t;(s) and s(v;) = s(v2))}.

Clearly, X' = YUZUW,M |y z #t; Az # t,and M |=7 v1 # vy A Z # to; hence, if we can prove that
MEw (v =0 VZ=156) AZLuw,,

then we can conclude that M =x ¢, as required.

Now, suppose thats € W and s(vy) # s(vz) then necessarily s(Z) = t,, since otherwise we would have thats € Z
instead. Hence, the first conjunct vy = v, VZ = t, is satisfied by W.

Consider two assignments s and s’ in W; in order to conclude this direction of the proof, we need to show that there
exists ans” € W such that s”(z) = s(z) and s” (viv,) = s'(v1v,). There are two distinct cases to examine.

1. Ifs@) = b(s), consider the assignment s” = s[s’(vy)/v1][s’(v2)/v2]. By construction, s” € X’; and, furthermore, since
s"(Z) = G,(s) = f»(s"), s” is neither in Y nor in Z. Hence, it is in W, as required.

2. Ifs(Z) # ?2( )and s € W, then necessarlly s@z) = t1( ) and s(v1) = s(vy). Sinces € W < X' = X[M/vyv,Z], there exists
an assignment o € X such that t1(0) = t1{s) = s(Z); and since M E=x f1 C b, there also exists an aSSIgnment 0 eX
such that tz( = t1( ) = s(Z). Now, consider the assignment s” = o'[s'(v1)/v1][s' (v2) /v2][s(Z) /Z]; by construction,
s” € X', and, since s”(Z) = sZ) = £,(0') = ,(s”), we have thats” € W, that s”(Z) = s(Z), and that s” (v1v2) = §'(v1v2),
as required.

Conversely, suppose that M =x ¢, let 0 and 1 be two distinct elements of the domain of M, and let s € X.
By the definition of ¢, the fact that M |=x ¢ implies that the team X[M /v v,Z] can be split into three teams Y, Z, and W
such that

MEyZ#GNZ#D;
M=z v # v A2 # b
M ':W (v = vy VZ :?2) /\EJ_U]'Uz.
Then consider the assignments h = s[0/v1][0/v,][ ?1( y/Z] and ' = s[0/v][1/v;][ t2( )/z] .
Clearly, h and K’ are in X[M /v;v,Z]. However, neither of them is in Y, since h(Z) = t;(h) and I'(Z) = f,(h’), nor in Z,
since h(v1) = h(v,) and, again, since h'(z) = tz(h/) Hence, both of them are in W.

But we know that M =y Z L viv,, and thus there exists an assignment h” € W with h"(Z) = hZ) = £;(s) and
h”(l}]Uz) =Hn (U]Uz) =01.



P. Galliani / Annals of Pure and Applied Logic 163 (2012) 68-84 77

Independence Logic

R

Dependence
Logic
Inclusion ‘
" U
Logic
Constancy
Logic
D
C

First Order (Team) Logic

Fig. 1. Translatability relations between logics (with respect to formulas).

Now, since h”(v1) # h”(v,), since i € W, and since M =y vy = v, VZ = t,, it must be the case that b’ (Z) = & (h").
Finally, this h” corresponds to some s” € X; and, for this s”,

6(s") = 6(h") =h"@) = h@) =t(s).
This concludes the proof. O

The relations between first order (team) logic, constancy logic, dependence logic, inclusion logic, and independence logic
discovered so far are then represented by Fig. 1.

However, things change if we take in consideration the expressive power of these logics with respect to their sentences
alone. Then, as we saw, first order logic and constancy logic have the same expressive power, in the sense that every
constancy logic formula is equivalent to some first order formula and vice versa, and so do dependence and independence
logic. What about inclusion logic sentences?

At the moment, relatively little is known by the author about this. In essence, all that we know is the following result.

Proposition 4.12. Let (X, y) be any first order formula, where X and y are tuples of disjoint variables of the same arity.
Furthermore, let ¥'(X, V) be the result of writing =y (X, y) in negation normal form. Then, for all suitable models M and all
suitable pairs @, b of constant terms of the model,

My 3Z@<ZAZ#bAVW G ) Vb CZ))

ifand only if M = —[TGy ¥1(a, E), that is, if and only if the pair of tuples of elements corresponding to (d, B) is not in the
transitive closure of {(my, my) : M |= ¥ (my, my)}.

Proof. Suppose that M = 2@ C ZAZ # b Ao E, @)V C Z)). Then, by definition, there exists a tuple of
functions H = H; ... H, such that

1. M {2y z @ € Z thatis, @ € H({0});
2. M =y jijs Z # b, and therefore b ¢ H({});

Now, the third condition implies that, whenever M |= ¥ (M, fy) and my is in H({@}), i, is in H{¥}) too. Indeed, let
Y = {Q)}[H/E][M/ﬂ)]; then, by the semantics of our logic, we know that Y = Y; U Y, for two subteams Y; and Y, such that
M =y, ¥ (Z, w) and M Ey, W C Z.But ¢ is logically equivalent to the negation of v, and therefore we know that, for all
se YL, My (s@), s()) irl the usual Tarskian semantics.

Suppose now that m; € H({#}) and that M |= v (4, m,). Then's = (Z := my, w := my) is in Y; but it cannot be in Y3,
as we saw, and hence it must belong to Y,. But M =y, W C Z, and therefore there exists another assignment s’ € Y, such

thats (z) = s(w) = m,. But we necessarily have that s'(Z) € H({Q)}) and therefore m, € H({Q)}) as required.

So, H ({#Y)) is an set of tuples of elements of our models which contains the interpretation of @ but not that of b and such
that

iy € H{AY), M [= ¥ (i), My = ity € H({#)).

This implies that M = —[TG 5 ¥, B), as required.

Conversely, suppose that M = —[TG; 5 ¥(@a, B); then there exists a set A of tuples of elements of the domain of M which
contains the interpretation of @ but not that of b, and such that itis closed by transitive closure for ¥ (X, y). Then, by choosing
the functions H so that fl({@}) = A, it is easy to verify that M satisfies our inclusion logic sentence. 0O
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As a corollary, we have that inclusion logic is strictly more expressive than first order logic over sentences; for example, for
all finite linear orders M = (Dom(M), <, S, 0, e), where S is the successor function, 0 is the first element of the linear order
and e is the last one, we have that

MEJZOCzAz#eAVw(w #S(S(2) Vw C2)

ifand only if [M| is odd. It is not difficult to see, for example through the Ehrenfeucht-Fraissé method [11], that this property
is not expressible in first order logic.

4.3. Equiextension logic

Let us now consider equiextension logic, that is, the logic obtained by adding to first order logic (with lax team semantics)
equiextension atoms t; > t, with the semantics of Definition 4.4.
It is easy to see that equiextension logic is contained in inclusion logic.

Proposition 4.13. Let t; and t, be any two tuples of terms of the same length. Then, for all suitable models M and teams X,
MExti<t&MExt CSHALCH.
Proof. Obvious. O
Translating in the other direction, however, requires a little more care.

Proposition 4.14. Let t; and t, be any two tuples of terms of the same length. Then, for all suitable models M and teams X,
M Ex t; C t ifand only if

M '=X VulquIZ(fz B<1Z A (ul # Up VZ= E])),
where uy, uy, and 7 do not occur in t; and f,.

Proof. Suppose that M = ?1 C f,. Then, let X' = X[M /uqus,], and pick the tuple of functions H used to choose 7 so that

oo JEs)),if sy = s(iy);

H(s) = {{fz (s)}, otherwise

foralls € X'. . - _
Then, for Y = X'[H/Z], by definition we have that M |=y u; # u;VZ = ty,and it only remains to verify that M =y t; >< Z,

thatis, that Y(5;) = Y (2).

o Y(&) CY(Q):
Let h € Y. Then there exists an assignment s € X with ?2( ) = [ (h). Now, let 0 and 1 be two distinct elements ofM and
consider the assignment h = s[0/uq][1 /uz][H /Z]. By construction, i’ € Y; and furthermore, by the definition of H we
have that h/(z) = 6,(s) = t,(h), as required.

° Y(Z) c Y(tz).
Let h € Y. Then, by construction, h(Z) is ?1 (h) or ?2 (h). But, since X(?l) C X(?z), in either case there exists an assignment
s € X such t,(s) = h(Z). Now, consider h’ = s[0/u;][1/u,][H/Z]; again, i’ € Y and t, (k') = t,(s) = h(Z), as required.

Conversely, suppose that M |=x Vu1quIz(t2 baZA (U £ UpVZ = t1)) and that therefore there exists a tuple of functions
H such that, forY = M/uluz][H/z M Ey 6z A (1 #uVZ= t,). Then, consider any assignment s € X, and let
h = s[0/uq][ O/uz [H/Z] Now, h € Y and h(z) = tl( }; but, since M =y tz ><i Z, this 1mp11es that there exists an assignment
h e _Y such that t(h ) = h(Z) = t;(s). Finally, i’ derives from some assignment s’ € X, and for this assignment we have
that tz( y = 6,(') = t1(s), as required. O

As a consequence, inclusion logic is precisely as expressive as equiextension logic.

Corollary 4.15. Any formula of inclusion logic is equivalent to some formula of equiextension logic, and vice versa.

4.4. Exclusion logic

With the name of exclusion logic we refer to (lax, team) first order logic supplemented with the exclusion atoms t; | t,
with the satisfaction condition given in Definition 4.3.
As the following results show, exclusion logic is, in a very strong sense, equivalent to dependence logic.

Theorem 4.16. For all tuples of terms t; and &5, of the same length, there exists a dependence logic formula ¢ such that
MEx¢ & MExt |G

for all suitable models M and teams X.
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Proof. This follows immediately from Theorem 2.5, since the satisfaction condition for the exclusion atom is downwards
monotone and expressible in . O

An exclugion atom t; | t, can glso be translated explicitly in dependence logic as YZ3u u(=Z, u))A =Z, ux) A (U =
Uy AZ # t1) V(U1 # uy AZ # 1))), and interested readers should be able to verify that the interpretation of this expression
is indeed the required one.

Theorem 4.17. Lett; . ..t, be terms, and let z be a variable not occurring in any of them. Then the dependence atom =(t; . .. t;)
is equivalent to the exclusion logic expression

¢ = VZ(Z =t, V (t] ootz | t1...th—1tn)),
for all suitable models M and teams X.

Proof. Suppose that M |=x=(t; .. .t;), and consider the team X[M/z]. Now, let Y = {s € X[M/z] : s(z) = t,(s)}, and let
Z =X[M/z]\Y.

Clearly, Y UZ = X[M/x] and M =y z = t;,; hence, if we show that Z =t ...t,_1z | t; ... ty_1t,, we can conclude that
M Ex ¢, as required.

Now, consider any two s,s’ € Z, and suppose that t;(s) = t;(s’) foralli = 1...n — 1. But then s(z) # t,(s');
indeed, since M |=x=(t; ...t,), by the locality of dependence logic and by the downwards closure property, we have that
M =z=(t; ...t,), and hence that t,(s) = t,(s').

Therefore, if we had that s(z) = t,(s), it would follow that s(z) = t,(s), and s would be in Y instead.

So, s(z) # t,(s'), and, since this holds for all s and s” in Z which coincide over t; . .. t,_1, we have that

M ':Z t1...th—12 | ty...th—1ty,

as required.
Conversely, suppose that M |=x ¢, and lets, s’ € X assign the same values to t; ...t,_1. Now, by the definition of ¢,
X[M/z] can be split into two subteams Y and Z such that M =y z = t;, and such that M =7 (¢ ... th—1z | t1 ... ta—1tp).
Suppose that t,(s) = mand t, (s_/) = m/_, and that m # m’; then s[m’/z] and s'[m/z] are in s[M /z] but not in Y, and hence
they are both in Z. But then, since t;(s) = t;(s') foralli=1...n— 1,
ta(s’) = m' = s[m'/z](2) # ta(s'[m/z]) = t(s),
which is a contradiction. Therefore, m = m’, as required. O

Corollary 4.18. Dependence logic is precisely as expressive as exclusion logic, both with respect to definability of sets of teams
and with respect to sentences.

4.5. Inclusion/exclusion logic

Now that we have some information about inclusion logic and about exclusion logic, let us study inclusion/exclusion logic
(I/E logic for short), that is, the formalism obtained by adding both inclusion and exclusion atoms to the language of first
order logic.

By the results of the previous sections, we already know that inclusion atoms are expressible in independence logic and
that exclusion atoms are expressible in dependence logic; furthermore, by Theorem 2.7, dependence atoms are expressible
in independence logic.

Then it follows at once that I/E logic is contained in independence logic.

Corollary 4.19. For every inclusion/exclusion logic formula ¢ there exists an independence logic formula ¢* such that
MEx ¢ & M x ¢*
for all suitable models M and teams X.

Now, is I/E logic properly contained in independence logic?
As the following result illustrates, this is not the case.

Theorem 4.20. Let f, g t; be an independence atom, and let ¢ be the formula

4
VBT Jutpusus(/\ =@Br, u) A (1 # us A (B4 | Thz)) v
i=1

V(uy =y Aus # ug AP E83)) V (U = tx Aus = g A (PG C £1613)))),
where the dependence atoms are used as shorthand for the corresponding exclusion logic expressions, which exist because of

Theorem 4.17, and where all the quantified variables are new.
Then, for all suitable models M and teams X,

MEx b Ly 3 & M Ex ¢.
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S

Proof. Suppose that M = b 1z t3, and consider the team X’ = X[M /pgr].
Now, let 0 and 1 be two dlstmct elements of the domain of M, and let the functions F; . . . F4 be defined as follows.

Foralls € X', Fi(s) = 0.
For all s € X'[F;/uq],

Fy(s) = 0 ifthereexistsas € X such that &;(s) (s} = s(p)s(q);
2277 11 otherwise.

For all s € X'[F;/u{][F>/u3], F3(s) = 0.
Foralls € X'[Fy /u][F2/uz][F3/usl,

Fa(s) = 0 ifthere exists as’ € X such that tl( "VEs(s') = s(P)s(r);
427711 otherwise.

Now, let Y = X'[F;/u][F>/u;][F3/us][Fs/u4]; by the definitions of F; ... Fy, it holds that all dependencies are respected.
Then, let Y be split into Y7, Y5, and Y3, according to: the following:

oYy ={seVY:s(u)#sw)}
o Yo ={s €Y :s(u3) #su)\Y;
L] Y3 = Y\(Y] U Yz)

Now, let s be any assignment of Y7; then, since s(u;) # s(u5), by the definitions of F; and F,, we have that, for all s ey,
s(P)s(q) # t1(s")t,(s'), and, in particular, that the same holds for all the s’ € Y;. Hence, M Ey, U1 # Uy A (q | t1t2) as
required.

Analogously, let s be any a551gnment of Yo thens(uq) = s(uy), since otherwise s would be in Y1 Moreover, s(u3) # s(uq),
and therefore, for all s’ € Y, s(p)s(¥) # tl( ) 3(s'),and thus M =y, up = up Aus # g A @r | £ t3)

Finally, suppose thag S € Y3; then, by deﬁmtlon s(ug) = s(uz) and s(u3) = s(uy). Therefore, there exist two assignments
s’ and s” in X such that t; (s )tz( ) = s(p)s(q) and t]( "VE3(s") = s(p)s(r)

But, by hypothesis, M |=x b 1z t3, and s’ and s” coincide over t;; thus, there exists a new assignment h € X such that

t (h>t2<h>t3( ) = s(p)s(q)s(7). Now, let o be the assignment of Y given by
0 = h[ty(h)E(h)Ts(h) /PGTILFy ... Fa/us ... us}

then, by the definitions of F; ... F; and by the construction of o, we get that o(u;) = o(u;) = o(usz) = o(ug) = 0, and
therefore that o € Ys.
But, by construction, ?1( )fz( )fg( y = (WG (h) ) = s(p)s(q)s(r) and hence M |=y, pqr € t16af3, as required.
Conversely, suppose that M =y ¢ and let S, s’ € X be such that t1( ) = t1( ) Now, consnder the two assignments

h, ' € X' = X[M/pgr] given by h = s[t:(s) /Bllt2(s) /Gl[E3(s) /T and I = s [6(s)/PllExs }/qllEs(s') /7].
Now, since M }=x ¢, there exist functions F; . . . F4, depending only on p, g, and T, such that
Y = X'[F;/uq][F2/u2][F3/u3][F4/u4] can be split into three subteams Y1, Y,, and Y3, and

M =y, (U1 # uz A (B4 | 6iE2));
M vy, (1 =ty AUz # ug A (BF | 613));
M Ey, (U1 =uy; Aus =ug A (pgr tit3)).

Now, let 0 = h[F;/uq][F,/uy][Fs/us][Fs4/u4], and let

0 = W[F;/u;][F;/u;][Fs/us][Fs/u4]; since the F; depend only on pgr, and the values of these variables are the same for h
and for h’, we have that 0 and o’ have the same values for 1 . . . u4, and therefore that they belong to the same Y;. But they
cannot be in Y; or in Y, since

0(P)o(@) = o' (9)0' (@) = t1(s)Ex(s) = t1(0)E; (o)

and

-

0(B)o(P) = o' (B)'(F) = tr(s)E3(s') = £1(0)E3(0);
therefore, 0 and o’ are in Y3, and there exists an assignment 0” € Y3 with

£(0")E2(0")E3(0") = 0B)o(@o(F) = L ()L (s)E(s'):
and, finally, there exists an s” € X such that ;(s")t,(s")t5(s") = t1(s)f2(s)t5(s'), as required. O
Independence logic and inclusion/exclusion logic are therefore equivalent.

Corollary 4.21. Any independence logic formula is equivalent to some inclusion/exclusion logic formula, and any inclusion/
exclusion logic formula is equivalent to some independence logic formula.



P. Galliani / Annals of Pure and Applied Logic 163 (2012) 68-84 81

1
1
! I/E Logic

1
1
! Logic ’ Logic

Constancy
Logic

1 First Order (Team) Logici

Fig. 2. Relations between logics of imperfect information (with respect to formulas).

Fig. 2 summarizes the translatability® relations between the logics of imperfect information which have been considered

in this work.

Let us finish this section by verifying that I/E logic (and, as a consequence, also inclusion logic, equiextension logic, and

independence logic) with lax semantics is local.

Theorem 4.22 (Inclusion/Exclusion Logic with Lax Semantics is Local). Let M be a first order model, let ¢ be any I/E logic formula,
and let V be a set of variables such that Free(¢) C V. Then, for all suitable teams X,

MEx ¢ & M, ¢.

Proof. The proof is by structural induction on ¢.

1.

2.

If ¢ is a first order literal, an inclusion atom, or an exclusion atom then the statement follows trivially from the corre-
sponding semantic rule.
Let ¢ be of the form ¢ V 0, and suppose that M |=x ¥ V 6. Then, by definition, X = Y UZ for two subteams Y and Z such
that M &=y ¥ and M |=; 6. Then, by the induction hypothesis, M |:yW Y and M ':ZW 0.But X,y = Y,y UZ;y. Hence,
M [=x, ¥ V 0, as required.

Conversely, suppose that M {=x,, ¥ V0, thatis, that X,y = Y’ UZ' for two subteams Y’ and Z" such that M |=y ¢ and
M |z 0.Then,defineY = {se X :s,y € Y}andZ = {s € X : s;y € Z'}. Now, X = Y U Z and, furthermore, Y,y = Y’
and Zy = Z’, and hence, by the induction hypothesis, M =y ¥ and M =z 0, and finally M }=x ¢ Vv 0.

. Let ¢ be of the form { A 8. Then M =x ¢ A 8 ifand only if M |=x ¥ and M =y 0, that is, by the induction hypothesis,

ifand only if M =x, ¥ and M f=x,, 6. But this is the case if and only if M =x,, ¥ A 6, as required.

. Let ¢ be of the form Ixy/, and suppose that M =x Ixi. Then there exists a function H : X — £ (Dom(M))\{@} such

that M {=x(u/x ¥ Then, by the induction hypothesis, M = (n/x) yopg V-
Now, consider the function H" : X;y — £ (Dom(M))\@, which assigns to every s’ € X,y the set

H'() = JiHG) :s e X, s =sy).

Then H’ assigns a nonempty set to every s’ € Xy, as required; and furthermore, X,y[H'/x] is precisely (X[H/X])uiy-
Therefore, M ':XW Axyr, as required.

Conversely, suppose that M =y, 3xy, that is, that M f=x,, 1/ ¥ for some H'. Then, define the functionH : X —
P (Dom(M))\{x} so that H(s) = H'(sy) for all s € X; now, X,v[H'/x] = (X[H/X])vux, and hence, by the induction
hypothesis, M |=x Ixyr.

. For all suitable teams X, X[M/x],vuy = Xjv[M/x]; and hence, M IZXW Vxy < M |=X[M/Xl~vu(x; Y& M Exmm ¥ &

M Ex Vxy, asrequired. O

8 To be more accurate, Fig. 2 represents the translatability relations between the logics which we considered, with respect to all formulas. Considering
sentences only would lead to a different graph.
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5. Definability in I/E logic (and in independence logic)

In [16], Kontinen and Vddndnen characterized the expressive power of dependence logic formulas (Theorem 2.5 here),
and, in [15], Kontinen and Nurmi used a similar technique to prove that a class of teams is definable in team logic [21] if and
only if it is expressible in full second order logic.

In this section, [ will attempt to find an analogous result for I/E logic (and hence, through Corollary 4.21, for independence
logic). One direction of the intended result is straightforward.

Theorem 5.1. Let ¢ (V) be a formula of I/E logic with free variables in v. Then there exists an existential second order logic formula
@ (A), where A is a second order variable with arity |v|, such that

M Ex ¢(V) & M = @ (Rel;(X))
for all suitable models M and teams X.

Proof. The proof is an unproblematic induction over the formula ¢, and follows closely the proof of the analogous results
for dependence logic [20] or independence logic [9]. O

The other direction, instead, requires some care.’

Theorem 5.2. Let @ (A) be a formulain 211 such that Free(®) = {A}, and let v be a tuple of distinct variables with |v| = Arity(A).
Then there exists an I/E logic formula ¢ (V) such that

M [=x ¢(0) & M = @ (Rel; (X))
for all suitable models M and nonempty teams X.

Proof. It is easy to see that any @ (A) as in our hypothesis is equivalent to the formula ®*(A) = 3B(VX(AX <> BX) A @(B)),
1n which the variable A occurs only in the conjunct VX(AX <> BX). Then as in [16], it is possible to write @*(A) in the form
Elf VXY((AX < fi(X) = H&) A YR, Y, f)) Wheref fifh. . fa 1//(f X, y) is a quantifier-free formula in which A does not
appear, and each f; occurs only as f (w;) for some fixed tuple of variables w; C Xy. Now, define the formula ¢ (%) as

Vxy 3z (/\ =W, zZ) AN(DCXAZ1=2) V(@ X 21 #2) AR, Y, 2))) ,
i
where ¥/ (%, 7, 7) is obtained from v (%, J, f) by substituting each f;(i;) with z, and the dependence atoms are used as
shorthand for the corresponding expressions of I/E logic.

Now, we have that M = ¢(V) & M = @*(Rel;(X)). Indeed, suppose that M |=x ¢ (V). Then, by construction, for each
i = 1...n there exists a function F;, depending only on w;, such that, for Y = X[M /xy][F /Z],

MEy (0CXAz1=2) V@ I|XAZ1 #22) AV R, 2).

Therefore, we can split Y into two subteams Y; and Y> such that M =y, 9 CXAzy =2z and M f=y, U | X A zi # 2.

Now, for each i, define the function f; so that, for every tuple m of the required arity, f;(m) corresponds to Fi(s) for
an arbitrary s € X[M/Xy] with s(i;) = ﬁi,ﬁand let o be any assignment with domain Xy. Thus, if we can prove that
M =, ((Rel; X)X < f1(R) = (X)) A ¥ (X, ¥, f), then the left-to-right direction of our proof is done.

First of all, suppose that M |=, (Rel;(X))X, that is, that o(x) = m = s(v) for some s € X. Then, choose an
arbitrary tuple of elements 7, and consider the assignment h = s[m/x][7/y][F/Z] € Y. This h cannot belong to Y5, since
h(¥) = s(v) = m = h(X), and therefore it is in Y7, and h(z;) = h(z,). By the definition of the f;, this implies that
fi(m) = f,(m), as required.

Analogously, suppose that M &, (Rely(X))X, that is, that o(X) = m # s(v) for all s € X. Then, pick an arbitrary such
s € X and an arbitrary tuple of elements 7, and consider the assignment h = s[m/X][7/V][F/Z] € Y.

If h were in Y7, there would exist an assignment h’ € Y; such that b’ (¥) = h(x) = m; but this is impossible, and therefore
h € Y,. Hence h(z;) # h(z,), and therefore f,(m) # f,(m).

Putting everything together, we have Just proved that M =, RX < f;(X) = f>(X) for all assignments o with domain Xy,
and we still need to verify that M =, ¥ (%, y, f) for all such o. R

But this is immediate: indeed, let s be an arbitrary assignment of X, and construct the assignment h = slo(xy) /Xy1[F/Z] €
X[M /FH(F/Z].

Then, since M I:XIM/ SIIE/3] Y¥'(X,¥,Z) and ¥'(X, y, Z) is first order, M }:{h ¥ (X, 9,Z); but ¥'(x, ¥, f(xy)) is equivalent
to Y (X, y,f) and h(z) = f(h(w;)) = f(o(w;)), and therefore M |=, 1//(x,y,f), as required.

9 The details of this proof are similar to those of [16,15].
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Conversely, suppose that M =, (Rel; (X))?< <« (fi (?(l = (X)) A ¥ (X, ¥, f) for all assignments s with domain Xy and for
some fixed choice of the tuple of functions f. Then, let F be such that, for all assignments h, and for all i, F;(h) = fi(h(w;)),
and consider Y = X[M/Xy][F /Z].

Clearly, Y satisfies the dependency conditions; furthermore, it satisfies ¥'(x, y, Z), because, for every assignment h € Y
and everyi € 1...n, we have that h(z;)) = F;(h) = f;(h(w;)). Finally, we can split Y into two subteams Y; and Y, as follows:

Yi={oeY:0@Z) =0}
Y, ={oeY:0) # o).

It is then trivially true that M |=y, z; =z, and M =y, z; # 2, and all that is left to do is to prove that M =y, v C Xand
M =y, |

As for the former, let 0 € Y;; then, since 0(z;) = 0(z), f1(0(X)) = f>(0(X)). This implies that o(x) € Rel;(X), and hence
that there exists an assignment s’ € X with s’ (V) = ogc).

Now, consider the assignment o' = s'[0o(Xy)/Xy][F/Z]; since in Y the values of Z depend only on the values of Xy, and,
since 0(z;) = 0(z;), we have that 0'(z;) = 0'(z,), and hence o’ € Y; too. But o'(v) = s'(v) = o(x), and, since o0 was an
arbitrary assignment of Yy, this implies that M =y, v C X.

Finally, suppose that o € Y. Then, since o(z;) # 0(z;), we have that f;(0(X)) # f2(0(X)), and therefore, 0(xX) & Rel;(X);
that is, for all assignments s € X it holds that s(¥)  o(x). Then, the same holds for all o’ € Y5.

This concludes the proof. O

Since, by Corollary 4.21, we already know that independence logic and I/E logic have the same expressive power, this has
the following corollary.

Corollary 5.3. Let ®(A) be an existential second order formula with Free(®) = A, and let v be any set of variables such that
|v| = Arity(A). Then there exists an independence logic formula ¢ (v) such that

M Ex ¢(0) & M | @ (Rel; (X))
for all suitable models M and teams X.
Finally, by Fagin's Theorem [7], this gives an answer to Grddel and Vddnanen'’s question.
Corollary 5.4. All NP properties of teams are expressible in independence logic.

This result has far-reaching consequences. First of all, it implies that independence logic (or, equivalently, I/E logic) is
the most expressive logic of imperfect information which only deals with existential second order properties. Extensions of
independence logic can of course be defined; but unless they are capable of expressing some property which is not existential
second order (as, for example, is the case for the intuitionistic dependence logic of [22], or for the logics discussed in[1]), they
will be expressively equivalent to independence logic proper. As Jouko Vddndnen pointed out, in a private communication,
this means that independence logic is maximal among the logics of imperfect information which always generate existential
second order properties of teams. In particular, any dependency condition which is expressible as an existential second order
property'? over teams can be expressed in independence logic.

As was to be expected, this vast expressive power comes at a very high computational cost; but nonetheless, it is the
hope of the author that these results may provide some justification for the study of variants of dependence logic of the sort
that was discussed in this work.
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