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#### Abstract

This paper is concerned with the nonoscillatory problems of odd-dimensional systems of linear retarded functional differential equations. Based upon the corresponding characteristic equations, we get some criteria for nonoscillations by utilizing the matrix measures. © 2003 Elsevier Inc. All rights reserved.
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## 1. Introduction

Recently there have been several papers concerning the study of the oscillations for linear functional differential systems; see, for example, [1-11] and references therein. Some explicit conditions for oscillation are investigated by exploiting the characteristic equations or by some other methods, such as the matrix measures (some authors also use the term logarithmic derivatives, or Lozinskii measures); see $[1-4,6,9]$. However, there are few results about the corresponding nonoscillation problems. Our purpose in this paper is to study some explicit nonoscillation criteria for certain linear functional differential systems.

Consider the linear system

$$
\begin{equation*}
x^{\prime}(t)=Q_{0} x(t)+\int_{-r}^{0} d \eta(\theta) x(t+\theta) \tag{1.1}
\end{equation*}
$$
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and the system of neutral type

$$
\begin{equation*}
(x(t)-A x(t-\tau))^{\prime}=Q_{0} x(t)+\int_{-r}^{0} d \eta(\theta) x(t+\theta) \tag{1.2}
\end{equation*}
$$

where $x(t) \in R^{n}, r>0, \tau>0, Q_{0}, A \in R^{n \times n}, \eta(\theta)$ is a left-continuous matrix-valued function of bounded variation on $[-r, 0]$ and vanishes at $\theta=0$.

Obviously, if we assume $\eta(\theta)=\sum_{j=1}^{m} H\left(\theta+\tau_{j}\right) Q_{j}, \tau_{j} \in(0, r]$, where $H(\theta)$ is the Heaviside function and $Q_{j} \in R^{n \times n}, j=1,2, \ldots, m$, then Eq. (1.1) becomes

$$
\begin{equation*}
x^{\prime}(t)=Q_{0} x(t)+\sum_{j=1}^{m} Q_{j} x\left(t-\tau_{j}\right) \tag{1.3}
\end{equation*}
$$

and Eq. (1.2) becomes

$$
\begin{equation*}
(x(t)-A x(t-\tau))^{\prime}=Q_{0} x(t)+\sum_{j=1}^{m} Q_{j} x\left(t-\tau_{j}\right) \tag{1.4}
\end{equation*}
$$

We first give the definitions of oscillation and nonoscillation of Eq. (1.1). The corresponding definitions of the system (1.2) of neutral type are similar.

Definition 1.1. A nontrivial vector solution $x(t)=\left(x_{1}(t), x_{2}(t), \ldots, x_{n}(t)\right):[-r, \infty) \rightarrow$ $R^{n}$ of Eq. (1.1) is oscillatory if at least one of its nontrivial components $x_{i}(t), 1 \leqslant i \leqslant n$, has arbitrarily large zeros. We say Eq. (1.1) is oscillatory if all its nontrivial solutions are oscillatory. Otherwise, Eq. (1.1) is said to be nonoscillatory.

The following Lemmas 1.1 and 1.2 are due to Krisztin [12]. One also can see [4,5,8] for reference.

Lemma 1.1. Equation (1.1) is oscillatory if and only if the characteristic equation

$$
\begin{equation*}
\operatorname{det}\left(-\lambda I+Q_{0}+\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right)=0 \tag{1.5}
\end{equation*}
$$

has no real root.

Lemma 1.2. Equation (1.2) is oscillatory if and only if the characteristic equation

$$
\begin{equation*}
\operatorname{det}\left(-\lambda\left(I-A e^{-\lambda \tau}\right)+Q_{0}+\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right)=0 \tag{1.6}
\end{equation*}
$$

has no real root.
For a matter of completeness, we recall the definitions of the matrix measures and their main properties. For any $A \in R^{n \times n}$, we denote by $\lambda_{1}(A)$, the eigenvalue with maximum real part.

Definition 1.2 [13,14]. For $A \in R^{n \times n}$, we define the induced norms

$$
\|A\|_{i}=\sup _{x \in R^{n}, x \neq 0} \frac{\|A x\|_{i}}{\|x\|_{i}} \quad \text { for each } i=1,2, \ldots, \infty
$$

where

$$
x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T}, \quad\|x\|_{i}=\left(\sum_{j=1}^{n}\left|x_{j}\right|^{i}\right)^{1 / i}, \quad i<\infty,
$$

and

$$
\|x\|_{\infty}=\max _{1 \leqslant j \leqslant n}\left\{\left|x_{j}\right|\right\} .
$$

The corresponding matrix measures $\mu_{i}: R^{n \times n} \rightarrow R$, for $i=1,2, \ldots, \infty$, are defined by

$$
\mu_{i}(A)=\lim _{\varepsilon \rightarrow 0^{+}} \frac{\|I+\varepsilon A\|_{i}-1}{\varepsilon} .
$$

It has been proved that $\mu_{i}(A), i=1,2, \ldots, \infty$, exist for any $A \in R^{n \times n}$ and can be explicitly evaluated for $i=1,2, \infty$ as follows:

$$
\begin{aligned}
& \mu_{1}(A)=\sup _{j}\left\{a_{j j}+\sum_{i, i \neq j}\left|a_{i j}\right|\right\}, \quad \mu_{2}(A)=\lambda_{1}\left(\frac{1}{2}\left(A+A^{T}\right)\right), \\
& \mu_{\infty}(A)=\sup _{i}\left\{a_{i i}+\sum_{i, j \neq i}\left|a_{i j}\right|\right\} .
\end{aligned}
$$

In general, without specification, we denote by $\mu(\cdot)$ any one of $\mu_{i}(\cdot), i=1,2, \ldots, \infty$. Independently of the considered norm, a matrix measure $\mu(\cdot)$ has the following basic properties:
(i) $-\|A\| \leqslant-\mu(-A) \leqslant \mu(A) \leqslant\|A\|, \forall A \in R^{n \times n}$;
(ii) $\mu(\alpha A)=\alpha \mu(A), \forall \alpha>0, \forall A \in R^{n \times n}$;
(iii) $\max \{\mu(A)-\mu(-B),-\mu(-A)+\mu(B)\} \leqslant \mu(A+B) \leqslant \mu(A)+\mu(B), \forall A, B \in R^{n \times n}$;
(iv) $-\mu(-A) \leqslant \operatorname{Re} \lambda \leqslant \mu(A)$, where $\lambda$ is an eigenvalue of $A, \forall A \in R^{n \times n}$.

## 2. Preliminaries

Throughout this paper, we denote by $B V[a, b]$ the set of $n \times n$ matrix-valued functions of bounded variation on $[a, b]$.

Definition 2.1 [1]. Let $\eta \in B V[a, b]$. We say that $\mu(d \eta(\theta)) \leqslant 0$ on [a,b], if $\mu(\eta(d)-$ $\eta(c)) \leqslant 0, \forall c, d \in[a, b]$ such that $c \leqslant d$.

Lemma 2.1 [1]. Let $\eta \in B V[a, b]$ and $\mu(d \eta(\theta)) \leqslant 0$ on $[a, b]$. Then $\mu\left(\int_{a}^{b} d \eta(\theta)\right) \leqslant 0$.

Lemma 2.2 [1]. Let $f, g \in C([a, b], R)$ and $\eta \in B V[a, b]$ such that $f(\theta) \geqslant g(\theta)$ and $\mu(d \eta(\theta)) \leqslant 0$ on $[a, b]$. Then

$$
\mu\left(\int_{a}^{b} f(\theta) d \eta(\theta)\right) \leqslant \mu\left(\int_{a}^{b} g(\theta) d \eta(\theta)\right)
$$

Definition 2.2. Let $\eta \in B V[a, b]$. We say that $\mu(d \eta(\theta)) \geqslant 0$ on $[a, b]$, if $\mu(\eta(c)-\eta(d))$ $\leqslant 0, \forall c, d \in[a, b]$ such that $c \leqslant d$.

Lemma 2.3. Let $\eta \in B V[a, b]$ and $\mu(d \eta(\theta)) \geqslant 0$ on $[a, b]$. Then $\mu\left(\int_{a}^{b} d \eta(\theta)\right) \geqslant 0$.
Proof. Since $\mu(d \eta(\theta)) \geqslant 0$ on $[a, b]$ and $\mu((-\eta(d))-(-\eta(c)))=\mu(\eta(c)-\eta(d))$, $\forall c, d \in[a, b]$ such that $c \leqslant d$, one can easily observe that $\mu(d(-\eta(\theta))) \leqslant 0$ on $[a, b]$. Therefore, from Lemma 2.1, we know $\mu\left(\int_{a}^{b} d(-\eta(\theta))\right) \leqslant 0$, which, together with the property (i) of matrix measures, shows

$$
\mu\left(\int_{a}^{b} d \eta(\theta)\right) \geqslant-\mu\left(\int_{a}^{b} d(-\eta(\theta))\right) \geqslant 0
$$

Lemma 2.4. Let $f, g \in C([a, b], R)$ and $\eta \in B V[a, b]$ such that $f(\theta) \geqslant g(\theta)$ and $\mu(d \eta(\theta)) \geqslant 0$ on $[a, b]$. Then

$$
\mu\left(\int_{a}^{b} f(\theta) d \eta(\theta)\right) \geqslant \mu\left(\int_{a}^{b} g(\theta) d \eta(\theta)\right) .
$$

Proof. It follows from $\mu(d \eta(\theta)) \geqslant 0$ and $f(\theta) \geqslant g(\theta)$ on $[a, b]$ that $\mu(d(-\eta(\theta))) \leqslant 0$ and $-g(\theta) \geqslant-f(\theta)$ on $[a, b]$. Therefore, by applying Lemma 2.2, we have that

$$
\mu\left(\int_{a}^{b}(-g(\theta)) d(-\eta(\theta))\right) \leqslant \mu\left(\int_{a}^{b}(-f(\theta)) d(-\eta(\theta))\right),
$$

that is,

$$
\mu\left(\int_{a}^{b} f(\theta) d \eta(\theta)\right) \geqslant \mu\left(\int_{a}^{b} g(\theta) d \eta(\theta)\right)
$$

## 3. The nonoscillation of Eq. (1.1)

Ferreira and Györi [3] first use the general matrix measures to investigate the oscillation criteria for Eq. (1.1), but the explicit conditions were only applicable with the particular matrix measure $\mu_{2}$. Kong [1] and Tian et al. [2] use some new techniques to extend their results by the general matrix measures. The following propositions are adopted from [2], which improve the results in [1].

Proposition 3.1. Assume $\mu(d \eta(\theta)) \leqslant 0$ on $[-r, 0]$. If

$$
\begin{equation*}
\mu\left(\int_{-r}^{0}|\theta| e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right)<-\frac{1}{e} \tag{3.1}
\end{equation*}
$$

then Eq. (1.1) is oscillatory.

Proposition 3.2. Assume $\mu\left(Q_{j}\right) \leqslant 0, j=1,2, \ldots$, m. If

$$
\begin{equation*}
\mu\left(\sum_{j=1}^{m} \tau_{j} e^{-\mu\left(Q_{0}\right) \tau_{j}} Q_{j}\right)<-\frac{1}{e} \tag{3.2}
\end{equation*}
$$

then Eq. (1.3) is oscillatory.

With respect to the nonoscillation of Eq. (1.1), we will investigate it in two different cases: $\mu(d \eta(\theta)) \leqslant 0$, and $\mu(d \eta(\theta)) \geqslant 0$ on $[-r, 0]$.

Throughout this section, we denote $F(\lambda)=-\lambda I+Q_{0}+\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)$ and the eigenvalues of $F(\lambda)$ and $-F(\lambda)$ by $\bar{\lambda}_{F(\lambda)}$ and $\bar{\lambda}_{-F(\lambda)}$, respectively.

Theorem 3.1. Let $n$ be odd, and assume $\mu(d \eta(\theta)) \leqslant 0$ on $[-r, 0]$. If

$$
\begin{equation*}
r \cdot \mu\left(-\int_{-r}^{0} e^{-\mu\left(-Q_{0}\right) \theta} d \eta(\theta)\right) \leqslant \frac{1}{e} \tag{3.3}
\end{equation*}
$$

then Eq. (1.1) is nonoscillatory. Furthermore, if $\mu\left(Q_{0}\right) \leqslant 0$, then Eq. (1.1) has at least one bounded nonoscillatory solution.

Proof. According to Lemma 1.1, it suffices to prove that Eq. (1.5) has at least one real root, that is, there exists $\lambda_{0} \in R$ such that $\operatorname{det} F\left(\lambda_{0}\right)=0$. Assume for the sake of contradiction that $\operatorname{det} F(\lambda) \neq 0$, for all $\lambda \in R$; then we have either $\operatorname{det} F(\lambda)<0$ for all $\lambda \in R$, or $\operatorname{det} F(\lambda)>0$ for all $\lambda \in R$, since $\operatorname{det} F(\lambda)$ is continuous about $\lambda$.
(i) $\operatorname{det} F(\lambda)<0$ for all $\lambda \in R$.

It is well known that the determinant of a matrix equals the product of all of its eigenvalues, so we can obtain that for each $\lambda \in R, F(\lambda)$ has at least one negative real eigenvalue. Then from the property (iv) of matrix measures, we know

$$
-\mu(-F(\lambda)) \leqslant \operatorname{Re} \bar{\lambda}_{F(\lambda)} \leqslant \mu(F(\lambda)),
$$

and so

$$
\mu(-F(\lambda))>0
$$

for each $\lambda \in R$.
On the other hand, when $r\left(\lambda+\mu\left(-Q_{0}\right)\right)=-1$, from the property (iii) of matrix measures and Lemma 2.2, we have

$$
\begin{aligned}
\mu(-F(\lambda)) & =\mu\left(\lambda I-Q_{0}-\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right) \leqslant \lambda+\mu\left(-Q_{0}\right)+\mu\left(-\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right) \\
& =\lambda+\mu\left(-Q_{0}\right)+\mu\left(-\int_{-r}^{0} e^{\left(\lambda+\mu\left(-Q_{0}\right)\right) \theta} e^{-\mu\left(-Q_{0}\right) \theta} d \eta(\theta)\right) \\
& \leqslant \lambda+\mu\left(-Q_{0}\right)+e^{-r\left(\lambda+\mu\left(-Q_{0}\right)\right)} \mu\left(-\int_{-r}^{0} e^{-\mu\left(-Q_{0}\right) \theta} d \eta(\theta)\right) \\
& \leqslant \lambda+\mu\left(-Q_{0}\right)+\frac{1}{r e} e^{-r\left(\lambda+\mu\left(-Q_{0}\right)\right)} \\
& =\frac{1}{r e}\left(r e\left(\lambda+\mu\left(-Q_{0}\right)\right)+e^{-r\left(\lambda+\mu\left(-Q_{0}\right)\right)}\right)=0 .
\end{aligned}
$$

This is a contradiction.
(ii) $\operatorname{det} F(\lambda)>0$ for all $\lambda \in R$.

Since $n$ is odd, we have $\operatorname{det}(-F(\lambda))=(-1)^{n} \operatorname{det} F(\lambda)<0$ for all $\lambda \in R$. So $-F(\lambda)$ has at least one negative real eigenvalue for each $\lambda \in R$. It follows from $-\mu(F(\lambda)) \leqslant$ $\operatorname{Re} \bar{\lambda}_{-F(\lambda)} \leqslant \mu(-F(\lambda))$ that $\mu(F(\lambda))>0$ for each $\lambda \in R$.

On the other hand, when $\lambda=\mu\left(Q_{0}\right)$,

$$
\begin{aligned}
\mu(F(\lambda)) & =\mu\left(-\lambda I+Q_{0}+\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right) \leqslant-\lambda+\mu\left(Q_{0}\right)+\mu\left(\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right) \\
& \leqslant-\lambda+\mu\left(Q_{0}\right)+\min \left\{1, e^{-\lambda r}\right\} \mu\left(\int_{-r}^{0} d \eta(\theta)\right) \\
& =\min \left\{1, e^{-\lambda r}\right\} \mu\left(\int_{-r}^{0} d \eta(\theta)\right) \leqslant 0
\end{aligned}
$$

which leads to a contradiction.
Therefore, Eq. (1.1) is nonoscillatory.
One can see from [12] that a necessary and sufficient condition for all bounded solutions of Eq. (1.1) to be oscillatory is that the corresponding characteristic equation (1.5) has no real nonpositive root. Hence in order to prove Eq. (1.1) has at least one bounded nonoscillatory solution, it suffices to show that there exists $\lambda_{0} \leqslant 0$, such that $\operatorname{det} F\left(\lambda_{0}\right)=0$. To achieve a contradiction we assume $\operatorname{det} F(\lambda) \neq 0$ for all $\lambda \leqslant 0$; then we have either $\operatorname{det} F(\lambda)<0$ for all $\lambda \leqslant 0$, or $\operatorname{det} F(\lambda)>0$ for all $\lambda \leqslant 0$.

From the former proof (i), we know that when $\lambda=-1 / r-\mu\left(-Q_{0}\right) \leqslant-1 / r+\mu\left(Q_{0}\right) \leqslant$ $-1 / r<0$, a contradiction leads to the invality of the assumption $\operatorname{det} F(\lambda)<0$ for all $\lambda \leqslant 0$.

From the former proof (ii), we find that when $\lambda=\mu\left(Q_{0}\right) \leqslant 0$, a contradiction shows that $\operatorname{det} F(\lambda)>0$ for all $\lambda \leqslant 0$ fails to work.

Hence we come to the conclusion that Eq. (1.1) has at least one bounded nonoscillatory solution.

The proof is complete.
Theorem 3.2. Let $n$ be odd. Assume $\mu(d \eta(\theta)) \geqslant 0$ on $[-r, 0]$. Then Eq. (1.1) has at least one nonoscillatory solution. Furthermore, if $\mu\left(Q_{0}\right) \leqslant-\mu\left(\int_{-r}^{0} e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right)$, then Eq. (1.1) has at least one bounded nonoscillatory solution.

Proof. From the similar reasoning with Theorem 3.1, it suffices to prove that there exists $\lambda \in R(\lambda \leqslant 0)$, such that $\mu(-F(\lambda)) \leqslant 0$, and another $\lambda \in R(\lambda \leqslant 0)$, such that $\mu(F(\lambda)) \leqslant 0$.

When $\lambda+\mu\left(-Q_{0}\right) \leqslant 0$, from the property (iii) of matrix measures and Lemma 2.4 we have

$$
\begin{aligned}
\mu(-F(\lambda)) & =\mu\left(\lambda I-Q_{0}-\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right) \leqslant \lambda+\mu\left(-Q_{0}\right)+\mu\left(-\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right) \\
& \leqslant \lambda+\mu\left(-Q_{0}\right)+\mu\left(-\int_{-r}^{0} e^{\left(\lambda+\mu\left(-Q_{0}\right)\right) \theta} e^{-\mu\left(-Q_{0}\right) \theta} d \eta(\theta)\right) \\
& \leqslant \lambda+\mu\left(-Q_{0}\right)+\mu\left(-\int_{-r}^{0} e^{-\mu\left(-Q_{0}\right) \theta} d \eta(\theta)\right) \\
& \leqslant \mu\left(-\int_{-r}^{0} e^{-\mu\left(-Q_{0}\right) \theta} d \eta(\theta)\right) \leqslant 0 .
\end{aligned}
$$

When $\lambda \geqslant \mu\left(Q_{0}\right)+\mu\left(\int_{-r}^{0} e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right)$, we have

$$
\begin{aligned}
\mu(F(\lambda)) & =\mu\left(-\lambda I+Q_{0}+\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right) \leqslant-\lambda+\mu\left(Q_{0}\right)+\mu\left(\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right) \\
& =-\lambda+\mu\left(Q_{0}\right)+\mu\left(\int_{-r}^{0} e^{\left(\lambda-\mu\left(Q_{0}\right)\right) \theta} e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right) \\
& \leqslant-\lambda+\mu\left(Q_{0}\right)+\mu\left(\int_{-r}^{0} e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right) \leqslant 0
\end{aligned}
$$

Under the assumption $\mu\left(Q_{0}\right) \leqslant-\mu\left(\int_{-r}^{0} e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right)$, it is obvious that if we, respectively, let $\lambda_{1}=-\mu\left(-Q_{0}\right) \leqslant \mu\left(Q_{0}\right) \leqslant 0$ and $\lambda_{2}=\mu\left(Q_{0}\right)+\mu\left(\int_{-r}^{0} e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right) \leqslant 0$; then we can, respectively, obtain $\mu\left(-F\left(\lambda_{1}\right)\right) \leqslant 0$ and $\mu\left(F\left(\lambda_{2}\right)\right) \leqslant 0$.

Then the above discussion shows that Eq. (1.1) is nonoscillatory, and the assumption $\mu\left(Q_{0}\right) \leqslant-\mu\left(\int_{-r}^{0} e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right)$ implies that Eq. (1.1) has at least one bounded nonoscillatory solution.

Corollary 3.1. Let $n$ be odd. If $\mu\left(Q_{j}\right) \leqslant 0, j=1,2, \ldots, m$, and

$$
\begin{equation*}
r \cdot \mu\left(-\sum_{j=1}^{m} e^{\mu\left(-Q_{0}\right) \tau_{j}} Q_{j}\right) \leqslant \frac{1}{e} \tag{3.4}
\end{equation*}
$$

where $r=\max _{1 \leqslant j \leqslant m} \tau_{j}$, then Eq. (1.3) is nonoscillatory. If we further assume $\mu\left(Q_{0}\right) \leqslant 0$, then Eq. (1.3) has at least one bounded nonoscillatory solution.

Corollary 3.2. Let $n$ be odd. If $\mu\left(Q_{j}\right) \geqslant 0, j=1,2, \ldots, m$, then Eq. (1.3) is nonoscillatory. Furthermore, if $\mu\left(Q_{0}\right) \leqslant-\mu\left(\sum_{j=1}^{m} e^{-\mu\left(Q_{0}\right) \tau_{j}} Q_{j}\right)$, then Eq. (1.3) has at least one bounded nonoscillatory solution.

Remark 3.1. Under the assumption $\mu(d \eta(\theta)) \leqslant 0$ on $[-r, 0]$ and that $n$ is odd, from the inequality (3.3), we have

$$
\begin{aligned}
\frac{1}{e} & \geqslant r \cdot \mu\left(-\int_{-r}^{0} e^{-\mu\left(-Q_{0}\right) \theta} d \eta(\theta)\right) \geqslant r \cdot \mu\left(-\int_{-r}^{0} e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right) \\
& \geqslant \mu\left(-\int_{-r}^{0}|\theta| e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right) \geqslant-\mu\left(\int_{-r}^{0}|\theta| e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right),
\end{aligned}
$$

that is,

$$
\begin{equation*}
\mu\left(\int_{-r}^{0}|\theta| e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right) \geqslant-\frac{1}{e} \tag{3.5}
\end{equation*}
$$

which is opposite to inequality (3.1). This reasoning shows that the sufficient condition for Eq. (1.1) to be nonoscillatory is contained in the necessary conditions (3.5). Therefore one can see that our conclusion in Theorem 3.1 is reasonable.

We next give two examples as applications of Corollaries 3.1 and 3.2.
Example 3.1. Consider the equation

$$
\begin{equation*}
x^{\prime}(t)=Q_{0} x(t)+Q x(t-\tau) \tag{3.6}
\end{equation*}
$$

where

$$
n=3, \quad Q_{0}=\left(\begin{array}{ccc}
-5 & 0 & 0 \\
1 & -2 & 0 \\
0 & \frac{1}{2 e} & -\frac{1}{2}
\end{array}\right), \quad Q=\left(\begin{array}{ccc}
-\frac{1}{4} & \frac{1}{10} & \frac{1}{4 e} \\
\frac{1}{2 e} & -\frac{1}{e} & \frac{1}{4 e} \\
0 & \frac{1}{5} & -\frac{1}{4}
\end{array}\right) \quad \text { and } \quad \tau=\frac{1}{6} .
$$

By easy calculation, we have $\mu_{1}(Q)=-1 / 4+1 /(2 e)<0, \mu_{1}(-Q)=1 / e+3 / 10$, $\mu_{1}\left(Q_{0}\right)=-1 / 2<0, \mu_{1}\left(-Q_{0}\right)=6$, and

$$
\tau \cdot \mu_{1}\left(-e^{\mu_{1}\left(-Q_{0}\right) \tau} Q\right)=\frac{1}{6} \cdot e \cdot \mu_{1}(-Q)=\frac{e}{6}\left(\frac{1}{e}+\frac{3}{10}\right)=\frac{1}{6}+\frac{e}{20}<\frac{1}{e}
$$

Then Eq. (3.6) satisfies all the conditions in Corollary 3.1, and hence Eq. (3.6) has at least one bounded nonoscillatory solution.

Example 3.2. Consider the equation

$$
\begin{equation*}
x^{\prime}(t)=Q_{0} x(t)+Q_{1} x\left(t-\tau_{1}\right)+Q_{2} x\left(t-\tau_{2}\right), \tag{3.7}
\end{equation*}
$$

where

$$
\begin{aligned}
& n=3, \quad Q_{0}=\left(\begin{array}{ccc}
-4 & 0 & 0 \\
1 & -3 & -1 \\
-1 & -\frac{1}{2} & -2
\end{array}\right), \quad Q_{1}=\left(\begin{array}{ccc}
-1 & 1 & 0 \\
0 & -2 & 1 \\
0 & -1 & -3
\end{array}\right), \\
& Q_{2}=\left(\begin{array}{ccc}
\frac{1}{5} & -\frac{1}{8} & 0 \\
0 & \frac{1}{8} & 0 \\
0 & 0 & \frac{1}{4}
\end{array}\right), \quad \tau_{1}=\frac{1}{2} \quad \text { and } \quad \tau_{2}=1 .
\end{aligned}
$$

One can easily obtain that $\mu_{1}\left(Q_{0}\right)=-1, \mu_{1}\left(Q_{1}\right)=0$, and $\mu_{1}\left(Q_{2}\right)=1 / 4$, so the conditions $\mu\left(Q_{j}\right) \geqslant 0$, for $j=1,2$, are satisfied in Corollary 3.2. In addition,

$$
\begin{aligned}
-\mu_{1}\left(\sum_{j=1}^{2} e^{-\mu_{1}\left(Q_{0}\right) \tau_{j}} Q_{j}\right) & \geqslant-\mu_{1}\left(e^{-\mu_{1}\left(Q_{0}\right) \tau_{1}} Q_{1}\right)-\mu_{1}\left(e^{-\mu_{1}\left(Q_{0}\right) \tau_{2}} Q_{2}\right) \\
& =-\mu_{1}\left(e^{-\mu_{1}\left(Q_{0}\right) \tau_{2}} Q_{2}\right)=-\frac{e}{4}>\mu_{1}\left(Q_{0}\right)=-1
\end{aligned}
$$

From Corollary 3.2, we conclude that Eq. (3.7) has at least one bounded nonoscillatory solution.

Remark 3.2. When $n$ is even, the following two examples suggest the invality of Theorems 3.1 and 3.2.

Example 3.3. Consider the equation

$$
\begin{equation*}
x^{\prime}(t)=Q_{0} x(t)+Q x(t-\tau) \tag{3.8}
\end{equation*}
$$

where

$$
Q_{0}=0, \quad Q=\left(\begin{array}{cc}
-\frac{1}{e} & -\frac{1}{2 e} \\
\frac{1}{2 e} & -\frac{1}{e}
\end{array}\right) \quad \text { and } \quad \tau=\frac{2}{3} .
$$

One can easily obtain $\mu_{1}\left(Q_{0}\right)=0, \mu_{1}(Q)=-1 /(2 e)<0, \mu_{1}(-Q)=3 /(2 e)$ and

$$
\tau \cdot \mu_{1}\left(-e^{\mu_{1}\left(-Q_{0}\right) \tau} Q\right)=\frac{2}{3} \mu_{1}(-Q)=\frac{1}{e}
$$

Hence Eq. (3.8) satisfies the conditions in Corollary 3.1 except the one that $n$ is odd.

However, since for each $\lambda \in R$

$$
\operatorname{det} F(\lambda)=\operatorname{det}\left(\begin{array}{cc}
-\lambda-\frac{1}{e} e^{-\lambda \tau} & -\frac{1}{2 e} e^{-\lambda \tau} \\
\frac{1}{2 e} e^{-\lambda \tau} & -\lambda-\frac{1}{e} e^{-\lambda \tau}
\end{array}\right)=\left(\lambda+\frac{1}{e} e^{-\lambda \tau}\right)^{2}+\frac{1}{4 e^{2}} e^{-2 \lambda \tau}>0,
$$

that is, the characteristic equation of Eq. (3.8) has no real root, it follows from Lemma 1.1 that Eq. (3.8) is oscillatory.

Example 3.4. Consider the equation

$$
\begin{equation*}
x^{\prime}(t)=Q_{0} x(t)+Q x(t-\tau) \tag{3.9}
\end{equation*}
$$

where

$$
n=2, \quad Q_{0}=\left(\begin{array}{cc}
2 & 0 \\
0 & 1
\end{array}\right), \quad Q=\left(\begin{array}{cc}
0 & -2 \\
2 & 0
\end{array}\right) \quad \text { and } \quad \tau=\frac{1}{2}
$$

Obviously, $\mu_{1}(Q)=2>0$, which satisfies the condition $\mu\left(Q_{j}\right) \geqslant 0$, for $j=1, \ldots, m$, in Corollary 3.2.

However, from Lemma 1.1 and

$$
\operatorname{det} F(\lambda)=\operatorname{det}\left(\begin{array}{cc}
-\lambda+2 & -2 e^{-\lambda \tau} \\
2 e^{-\lambda \tau} & -\lambda+1
\end{array}\right)=(\lambda-1)(\lambda-2)+4 e^{\lambda}>0,
$$

for each $\lambda \in R$, since $\min _{\lambda \in[1,2]} \operatorname{det} F(\lambda)>-1 / 4+4 e^{2}>0$, we know that Eq. (3.9) is oscillatory.

The two examples imply that when $n$ is even, Theorems 3.1 and 3.2 are invalid, and we need stronger conditions to guarantee the nonoscillation of Eq. (1.1).

## 4. The nonoscillation of Eq. (1.2)

There are few papers concerned with the oscillatory problem of Eq. (1.2), and much less about its nonoscillation. Paper [3] is one of the most recent papers about the oscillation of its discrete case with several neutral terms. Here, in this section, we will establish the nonoscillatory criteria of Eq. (1.2).

For a matter of completeness, we first give the oscillatory criteria of Eq. (1.2).
Lemma 4.1. Let $A \in R^{n \times n}$. If $\mu(A)<0$, then $\operatorname{det} A \neq 0$.
Theorem 4.1. Assume $\mu\left(Q_{0}\right) \leqslant 0, \mu(d \eta(\theta)) \leqslant 0$ on $[-r, 0], 0 \leqslant-\mu(-A) \leqslant \mu(A) \leqslant 1$, and

$$
\begin{equation*}
\mu\left(\int_{-r}^{0}|\theta| e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right)<-\frac{1}{e} \tag{4.1}
\end{equation*}
$$

Then Eq. (1.2) is oscillatory.

Proof. From Lemma 1.2, it suffices to prove that Eq. (1.6) has no real root. Let

$$
G(\lambda)=-\lambda\left(I-A e^{-\lambda \tau}\right)+Q_{0}+\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta) .
$$

From Lemma 4.1, we only need to show $\mu(G(\lambda))<0$ for all $\lambda \in R$. It follows from inequality (4.1) that

$$
\mu\left(\int_{-r}^{0} d \eta(\theta)\right) \leqslant \frac{e^{\mu\left(Q_{0}\right) r}}{r} \mu\left(\int_{-r}^{0}|\theta| e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right)<-\frac{e^{\mu\left(Q_{0}\right) r}}{r e}<0 .
$$

We next show $\mu(G(\lambda))<0$, for all $\lambda \in R$, in three cases.
(1) $\lambda=0$. It is obvious that

$$
\mu(G(0))=\mu\left(Q_{0}+\int_{-r}^{0} d \eta(\theta)\right)<0 .
$$

(2) $\lambda>0$. From $\mu(A) \leqslant 1$, we have

$$
\begin{aligned}
\mu(G(\lambda)) & =\mu\left(-\lambda\left(I-A e^{-\lambda \tau}\right)+Q_{0}+\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right) \\
& \leqslant-\lambda+\lambda e^{-\lambda \tau} \mu(A)+\mu\left(Q_{0}\right)+\mu\left(\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right) \\
& \leqslant-\lambda+\lambda e^{-\lambda \tau}<0 .
\end{aligned}
$$

(3) $\lambda<0$. From $-\mu(-A) \geqslant 0$, we know

$$
\begin{aligned}
\mu(G(\lambda)) & \leqslant-\lambda-\lambda e^{-\lambda \tau} \mu(-A)+\mu\left(Q_{0}\right)+\mu\left(\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right) \\
& \leqslant-\lambda+\mu\left(Q_{0}\right)+\mu\left(\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right)
\end{aligned}
$$

If $-\lambda+\mu\left(Q_{0}\right) \leqslant 0$, then

$$
\mu(G(\lambda)) \leqslant \mu\left(\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right)<0 .
$$

If $-\lambda+\mu\left(Q_{0}\right)>0$, from inequality (4.1) and $e^{x} \geqslant e x$, for $x \in R$, we have

$$
\begin{aligned}
\mu(G(\lambda)) & \leqslant-\lambda+\mu\left(Q_{0}\right)+\mu\left(\int_{-r}^{0} e^{\left(\lambda-\mu\left(Q_{0}\right)\right) \theta} e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right) \\
& \leqslant-\lambda+\mu\left(Q_{0}\right)+\left(-\lambda+\mu\left(Q_{0}\right)\right) e \mu\left(\int_{-r}^{0}|\theta| e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right) \\
& =\left(-\lambda+\mu\left(Q_{0}\right)\right)\left[1+e \mu\left(\int_{-r}^{0}|\theta| e^{\mu\left(Q_{0}\right) \theta} d \eta(\theta)\right)\right]<0 .
\end{aligned}
$$

The above discussion shows that Eq. (1.2) is oscillatory.
Remark 4.1. One can see that Theorem 4.1 extends the Proposition 3.1 and that Eq. (1.2) is oscillatory independently on the delay $\tau$ under the condition $0 \leqslant-\mu(-A) \leqslant \mu(A) \leqslant 1$.

For convenience, we let $Q_{0}=0$ in Eq. (1.2), and consider the following functional differential system of neutral type:

$$
\begin{equation*}
(x(t)-A x(t-\tau))^{\prime}=\int_{-r}^{0} d \eta(\theta) x(t+\theta) \tag{4.2}
\end{equation*}
$$

In addition, we let $G(\lambda)=-\lambda I+\lambda e^{-\lambda \tau} A+\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)$ and denote the eigenvalues of $G(\lambda)$ by $\bar{\lambda}_{G(\lambda)}$.

Theorem 4.2. Let $n$ be odd. Assume $\mu(d \eta(\theta)) \leqslant 0$ on $[-r, 0]$ and

$$
\mu(A) \leqslant \max \left\{\frac{1}{e}-\frac{\tau}{e} e^{r / \tau} \mu\left(-\int_{-r}^{0} d \eta(\theta)\right), r e^{-\tau / r}\left(\frac{1}{r}-e \mu\left(-\int_{-r}^{0} d \eta(\theta)\right)\right)\right\}
$$

Then Eq. (4.2) is nonoscillatory and has at least one bounded nonoscillatory solution.
Proof. From Lemma 1.2, it suffices to show there exists $\lambda_{0} \leqslant 0$, such that $\operatorname{det} G\left(\lambda_{0}\right)=0$. Assume $\operatorname{det} G(\lambda) \neq 0$ for all $\lambda \leqslant 0$, then either $\operatorname{det} G(\lambda)<0$ for all $\lambda \leqslant 0$, or $\operatorname{det} G(\lambda)>0$ for all $\lambda \leqslant 0$, since $\operatorname{det} G(\lambda)$ is continuous about $\lambda$.
(i) $\operatorname{det} G(\lambda)<0$ for all $\lambda \leqslant 0$. We know that $G(\lambda)$ has at least one negative real eigenvalue for each $\lambda \leqslant 0$. Then from $-\mu(-G(\lambda)) \leqslant \operatorname{Re} \bar{\lambda}_{G(\lambda)} \leqslant \mu(G(\lambda))$, it follows that $\mu(-G(\lambda))>0, \forall \lambda \leqslant 0$.

On the other hand, when $\lambda \leqslant 0$,

$$
\begin{aligned}
\mu(-G(\lambda)) & =\mu\left(\lambda\left(I-A e^{-\lambda \tau}\right)-\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right) \\
& \leqslant \lambda-\lambda e^{-\lambda \tau} \mu(A)+e^{-\lambda r} \mu\left(-\int_{-r}^{0} d \eta(\theta)\right) .
\end{aligned}
$$

If $\mu(A) \leqslant r e^{-\tau / r}\left(1 / r-e \mu\left(-\int_{-r}^{0} d \eta(\theta)\right)\right)$, we let $\lambda=-1 / r$, then

$$
\mu(-G(\lambda)) \leqslant-\frac{1}{r}+\frac{1}{r} e^{\tau / r} \mu(A)+e \mu\left(-\int_{-r}^{0} d \eta(\theta)\right) \leqslant 0
$$

If $\mu(A) \leqslant 1 / e-(\tau / e) e^{r / \tau} \mu\left(-\int_{-r}^{0} d \eta(\theta)\right)$, we let $\lambda=-1 / \tau$, then

$$
\mu(-G(\lambda)) \leqslant-\frac{1}{\tau}+\frac{1}{\tau} e \mu(A)+e^{r / \tau} \mu\left(-\int_{-r}^{0} d \eta(\theta)\right) \leqslant 0
$$

We get a contradiction.
(ii) $\operatorname{det} G(\lambda)>0$ for all $\lambda \leqslant 0$. It is known that $\operatorname{det}(-G(\lambda))<0$, and then $-G(\lambda)$ has at least one negative real root for each $\lambda \leqslant 0$. So $\mu(G(\lambda))>0$ for all $\lambda \leqslant 0$. However, when we let $\lambda=0$,

$$
\mu(G(\lambda))=\mu\left(-\lambda\left(I-A e^{-\lambda \tau}\right)+\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right)=\mu\left(\int_{-r}^{0} d \eta(\theta)\right) \leqslant 0 .
$$

It is also a contradiction.
Hence Eq. (4.2) is nonoscillatory, and has at least one bounded nonoscillatory solution.

Theorem 4.3. Let $n$ be odd. Assume $\mu(d \eta(\theta)) \geqslant 0$ on $[-r, 0]$. Then Eq. (4.2) is nonoscillatory.

Proof. From the similar reasoning with the proof of Theorem 3.2, it suffices to prove that there exists $\lambda \in R$ such that $\mu(-G(\lambda)) \leqslant 0$, and another $\lambda \in R$ such that $\mu(G(\lambda)) \leqslant 0$.

If we let $\lambda=0$, then

$$
\mu(-G(\lambda))=\mu\left(\lambda\left(I-A e^{-\lambda \tau}\right)-\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right)=\mu\left(-\int_{-r}^{0} d \eta(\theta)\right) \leqslant 0 .
$$

It is obvious that if $\lambda>0$ is large enough, we have

$$
\begin{aligned}
\mu(G(\lambda)) & =\mu\left(-\lambda\left(I-A e^{-\lambda \tau}\right)+\int_{-r}^{0} e^{\lambda \theta} d \eta(\theta)\right) \\
& \leqslant-\lambda+\lambda e^{\lambda \tau} \mu(A)+\mu\left(\int_{-r}^{0} d \eta(\theta)\right) \\
& \leqslant \lambda\left(e^{-\lambda \tau}-1\right)+\mu\left(\int_{-r}^{0} d \eta(\theta)\right) \leqslant 0 .
\end{aligned}
$$

Therefore, Eq. (4.2) is nonoscillatory.

Corollary 4.1. Assume $\mu\left(Q_{j}\right) \leqslant 0, j=0,1, \ldots, m, 0 \leqslant-\mu(-A) \leqslant \mu(A) \leqslant 1$ and

$$
\mu\left(\sum_{j=1}^{m} \tau_{j} e^{-\mu\left(Q_{0}\right) \tau_{j}} Q_{j}\right)<-\frac{1}{e} .
$$

Then Eq. (1.4) is oscillatory.
Corollary 4.2. Let $n$ be odd, and $Q_{0}=0$. Assume $\mu\left(Q_{j}\right) \leqslant 0, j=1,2, \ldots, m$, and

$$
\mu(A) \leqslant \max \left\{\frac{1}{e}-\frac{\tau}{e} e^{r / \tau} \mu\left(-\sum_{j=1}^{m} Q_{j}\right), r e^{-\tau / r}\left(\frac{1}{r}-e \mu\left(-\sum_{j=1}^{m} Q_{j}\right)\right)\right\}
$$

where $r=\max _{1 \leqslant j \leqslant m}\left\{\tau_{j}\right\}$. Then Eq. (1.4) is nonoscillatory, and has at least one bounded nonoscillatory solution.

Corollary 4.3. Let $n$ be odd, and $Q_{0}=0$. Assume $\mu\left(Q_{j}\right) \geqslant 0, j=1,2, \ldots, m$. Then Eq. (1.4) is nonoscillatory.

The following examples are given as applications of Corollaries 4.1-4.3.
Example 4.1. Consider the equation

$$
\begin{equation*}
(x(t)-A x(t-\tau))^{\prime}=Q_{0} x(t)+\sum_{j=1}^{2} Q_{j} x\left(t-\tau_{j}\right) \tag{4.3}
\end{equation*}
$$

where

$$
\begin{aligned}
& n=3, \quad A=I, \quad Q_{0}=0, \quad \tau=1, \\
& Q_{1}=\left(\begin{array}{ccc}
-2 & 3 & 1 \\
0 & -4 & 0 \\
2 & 0 & -2
\end{array}\right), \quad Q_{2}=\left(\begin{array}{ccc}
-\frac{1}{2} & 0 & 0 \\
0 & -2 & \frac{1}{2} \\
-\frac{1}{2} & 0 & -1
\end{array}\right), \quad \tau_{1}=\frac{3}{2}, \quad \tau_{2}=3
\end{aligned}
$$

Obviously, $\mu_{1}\left(Q_{0}\right)=\mu_{1}\left(Q_{1}\right)=\mu_{1}\left(Q_{2}\right)=0,-\mu_{1}(-A)=\mu_{1}(A)=1$,

$$
\begin{aligned}
\mu_{1}\left(\sum_{j=1}^{2} \tau_{j} e^{-\mu_{1}\left(Q_{0}\right) \tau_{j}} Q_{j}\right) & =\mu_{1}\left(\frac{3}{2} Q_{1}+3 Q_{2}\right) \\
& =\mu_{1}\left(\frac{3}{2} \cdot\left(\begin{array}{ccc}
-3 & 3 & 1 \\
0 & -8 & 1 \\
1 & 0 & -4
\end{array}\right)\right)=-3<-\frac{1}{e}
\end{aligned}
$$

Then Corollary 4.1 shows that Eq. (4.3) is oscillatory.
Example 4.2. Consider the equation

$$
\begin{equation*}
(x(t)-A x(t-\tau))^{\prime}=Q_{0} x(t)+\sum_{j=1}^{2} Q_{j} x\left(t-\tau_{j}\right) \tag{4.4}
\end{equation*}
$$

where

$$
\begin{aligned}
& n=3, \quad Q_{0}=0, \quad A=\left(\begin{array}{ccc}
-\frac{1}{e} & 0 & -1 \\
\frac{1}{e^{2}} & \frac{1}{4} e^{-\frac{3}{2}} & 0 \\
0 & -\frac{1}{4} e^{-\frac{3}{2}} & -2
\end{array}\right), \\
& Q_{1}=\frac{1}{e^{2}}\left(\begin{array}{ccc}
-\frac{1}{3} & 0 & -\frac{1}{24} \\
\frac{2}{3 e} & -\frac{1}{4} & \frac{1}{12} \\
0 & -\frac{1}{8} & -\frac{1}{8}
\end{array}\right), \quad Q_{2}=\frac{1}{e^{2}}\left(\begin{array}{ccc}
-\frac{1}{6} & 0 & -\frac{1}{8} \\
\frac{1}{3 e} & -\frac{1}{8} & \frac{1}{4} \\
0 & \frac{1}{8} & -\frac{3}{8}
\end{array}\right), \\
& \tau_{1}=1, \quad \tau_{2}=2, \quad \tau=1 .
\end{aligned}
$$

One can easily obtain that $\mu_{1}(A)=e^{-3 / 2} / 2, \mu_{1}\left(Q_{1}\right)=\mu_{1}\left(Q_{2}\right)=0$,

$$
\begin{aligned}
& \mu_{1}\left(-\sum_{j=1}^{2} Q_{j}\right)=\mu_{1}\left(\frac{1}{e^{2}}\left(\begin{array}{ccc}
\frac{1}{2} & 0 & \frac{1}{6} \\
-\frac{1}{e} & \frac{3}{8} & -\frac{1}{3} \\
0 & -\frac{1}{4} & \frac{1}{2}
\end{array}\right)\right)=\frac{1}{e^{2}} \\
& \frac{1}{e}-\frac{\tau}{e} e^{r / \tau} \mu_{1}\left(-\sum_{j=1}^{2} Q_{j}\right)=\frac{1}{e}-\frac{1}{e}=0 \\
& r e^{-\tau / r}\left(\frac{1}{r}-e \mu_{1}\left(-\sum_{j=1}^{m} Q_{j}\right)\right)=2 e^{-1 / 2}\left(\frac{1}{2}-\frac{1}{e}\right)=e^{-3 / 2}(e-2)>0 .
\end{aligned}
$$

Since $\mu_{1}(A)=e^{-3 / 2} / 2<e^{-3 / 2}(e-2)$, we have that Eq. (4.4) has at least one bounded nonoscillatory solution from Corollary 4.2.

Example 4.3. Consider the equation

$$
\begin{equation*}
(x(t)-A x(t-\tau))^{\prime}=Q_{0} x(t)+Q_{1} x\left(t-\tau_{1}\right), \tag{4.5}
\end{equation*}
$$

where

$$
\begin{array}{ll}
n=3, & Q_{0}=0, \quad A=I, \quad Q_{1}=\left(\begin{array}{ccc}
-3 & 1 & 0 \\
1 & 0 & 4 \\
5 & 2 & -2
\end{array}\right), \\
\tau_{1}=\frac{1}{2}, & \tau=3 .
\end{array}
$$

Obviously, $\mu_{1}\left(Q_{1}\right)=3>0$, then Corollary 4.3 shows that Eq. (4.5) is nonoscillatory.
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