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#### Abstract

Variation propagation control is one of the procedures used to improve product quality in the manufacturing assembly process. The quality of a product assembly depends on the product type and the optimization criteria employed in the assembly. This paper presents two assembly procedures of component stacks by controlling variation propagation. The procedures considered are: (i) straight-build assembly by minimizing the distances from the centres of components to table axis; (ii) parallelismbuild assembly by minimizing the angular errors between actual and nominal planes. Simulation results are presented for the assembly of four cylindrical components. The results indicate that the variation can be reduced significantly by using these procedures, compared to that without minimization. The results also indicate that the variation not only greatly relies on the assembly procedures, but also on the number of available orientations at the assembly stage. The radial variation increases with the stage for the straight-build assembly, while the angular error decreases with the stage for the parallelism-build assembly. The assembly quality for the two assembly procedures can be improved by increasing the number of orientations. The variation decreases exponentially and monotonically with the number of orientations. The information obtained is useful for manufacturing processes and the assembly modeling.
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## 1. Introduction

Variations always exist due to imperfections in the manufacturing processes and materials, and various other random errors. They cause small deviations in parts from the nominal geometry. These deviations propagate and accumulate as parts are assembled and can quickly drive assembly dimensions out of specification [1-5]. Tolerance assignment in mechanical engineering product design and manufacturing is critical both for product quality and performance, as well as for its manufacturing cost. A tighter tolerance normally requires more extensive manufacturing effort, resulting in a higher manufacturing cost [6].

Improving quality and reducing cycle time and cost are the main objectives for competitive manufacturing today. These objectives can be achieved partially by effectively controlling the variation propagation in manufacturing [7]. The traditional methods for studying assembly tolerance stackup are usually based on engineering experience, worst on worst tolerance analysis (WOW) method [8-11], or the root-sum-square tolerance analysis (RSS) method $[6,12,13]$. These methods are used frequently in the analysis of a single-dimensional chain, and are not suitable for the analysis of geometrical tolerances in three-dimensional space.

[^0]Furthermore, these methods do not take into account the practical assembly procedures, resulting in conservative and expensive solutions.

To reduce the costs and minimize the variation propagation, in recent years, some researchers have explored new methods for the variation control. Mease et al. suggest [14] a cost-effective method, selective assembly. This method focuses on the fit between mating parts rather than the absolute dimension of each component. It can be used to achieve high-precision assembly from relatively low-precision components. In this approach, the mating components are measured, sorted by dimension and binned into groups prior to the assembly process. The final product is assembled by selecting the components from appropriate bins to achieve optimal assembly dimensions. There are costs associated with using a larger number of bins. If there are no components of one type in a particular bin at a particular time, the mating components in the corresponding bin cannot be used. Mantripragada and Whitney [1] suggest that the variation propagation is controlled by designing contact features to make adjustments along the assembly process. However, in practice, the contact features are hardly changed in the assembly process. Thus, this paper proposes that the variation is controlled by an effective selection of assembly options. For example, for any rotationally symmetric component assembly, the assembly can be changed by rotating the component about the symmetry axis, and the assembly quality can be improved by a suitable selection of orientations. This would result in either improving


Fig. 1. The modular breakdown of a Trent family engine [22].
the product quality or reducing the manufacturing costs. Therefore, it would be valuable to find out how the available options influence assembly quality. The information obtained would provide significant insight into assembly for manufacturing processes and be useful for the modeling in practical applications. For instance, Rachuri et al. [15] propose a model to capture product assembly information for developing representational methodologies for the next generation of assembly-related standards. The assembly information model requires information regarding parts and their assembly relationships. Shi et al. [16-19] recommend a systematic variation reducing strategy by monitoring process consistency and identifying the variation sources based on available online measurements. This systematic variation reducing strategy involves very complex modeling work, such as components deviation modeling, assembly process modeling, and measurement deviation modeling. This systematic variation reducing strategy also requires information about components deviation and their inter-correlation among different assembly stages. Furthermore, the dimension of systematic variation models increases dramatically with the number of process routes and stages, resulting in heavy computation.

The quality of a product assembly is also greatly dependent on the product type and the optimization techniques employed in the assembly $[20,21]$. Due to the complexity of a manufacturing process, an effective method for the assembly would be highly desirable [20]. For example, in a multistage radial flow submersible pump assembly, it requires a parallelism-build assembly, and axial play between the impeller and the volute casing is required to have a tolerance of $\pm 0.5 \mathrm{~mm}$, to prevent rubbing action [21]. For the assembly of aero-engine components, such as compressor stages, Module 04 shown in Fig. 1 [22], a precise alignment and clamping device of rotationally symmetric parts is required [23]. The concentricity deviation of the part must be within a $2.5 \mu \mathrm{~m}$ tolerance to meet the strict vibration requirements of the engine [24]. It requires a straight-build assembly where a key characteristic here is to give a 'straight line' between the centres of the parts for the assembly process.

Furthermore, the practical assembly mainly involves cylindrical or/and polyhedral components [25-29]. For example, in the assembly of aero-engine components, all of the parts are cylindrical components, as shown in Fig. 1 [22]. The cylindrical and polyhedral components belong to the same family [30]; once the kinematic parameters within a tolerance range are identified, the results are readily usable for any tolerance specification in the same family. Thus, this paper considers a practical cylindrical-component assembly. For the assembly considered, the variation control usually focuses on minimizing the concentricity deviation and/or axial runout, and these types of variation control will be considered here.

In summary, this paper presents two assembly procedures for controlling variation propagation in the assembly of cylindrical component stacks, as follows:

- Straight-build assembly by minimizing the distances from the centres of components to table axis to control the radial variation, where the radial variation is used as a measure of the quality of straight-build assembly.
- Parallelism-build assembly by minimizing the angular errors between actual and nominal planes to control axial runout, where the angular error is used as a measure of the quality of the parallelism-build assembly.

The minimal variation propagation can be achieved by minimizing the variation stage-by-stage according the assembly process, or by minimizing the sum of squared variations based on all the information for all the assembly stages. The latter is based on ideal conditions without process errors, disturbances etc. in manufacturing processes. However, due to the complexity and randomness of uncertainties and disturbances in manufacturing processes, the minimizing the sum of squared variations for the all assembly stages cannot guarantee the delivery of desired product quality. Thus the paper considers the practical assembly operations to provide an economical and effective solution to analyze tolerance build up. During the assembly, variation propagation is minimized stage-by-stage by rotating the component about its symmetry axis, according to the available number of practical orientations. To validate the two assembly methods, Monte Carlo simulations are performed. The relationship between variation propagation and the number of orientations is also investigated.

Details of the two assembly methods are given in Section 2. A four-cylindrical-component assembly is described in Section 3. The results obtained using the two assembly methods are presented in Section 4, the relationship between variation propagation and the number of orientations is also given in Section 4. The conclusions from the study are presented in Section 5.

## 2. Two assembly techniques

The proposed assembly techniques are: (i) straight-build assembly and (ii) parallelism-build assembly. Here, the paper uses two cylindrical components to demonstrate the straight-build assembly and parallelism-build assembly, as shown in Figs. 2 and 3, respectively, where $C_{1}$ and $C_{2}$ are the two component centres at their top ends. The nominal plane is defined by the base of the first component. $V_{1}$ and $V_{2}$ are normal vectors to the nominal and actual uppermost planes, respectively. The axis normal to the nominal base plane is called "table axis". The techniques are described as follows:

- Straight-build assembly: minimize radial variation from the component centre to table axis stage-by-stage, as shown in Fig. 2.
- Parallelism-build assembly: minimize angular error between actual and nominal planes stage-by-stage, as shown in Fig. 3.

The two proposed assembly algorithms are developed from state transition models, consisting of three steps: (1) calculating the total differential translational and rotational vectors for a given variation and orientations of the components; (2) calculating of the translational error vector and rotational errors from the differential translational and rotational vectors; and (3) minimizing radial variation or angular errors for the straight-build assembly or parallelism-build assembly from the translational error vector and rotational errors. The calculations for the first two steps are


Fig. 2. Straight-build assembly. (a) Without rotating components against each other, (b) with preferred orientations to minimize radial variation.


Fig. 3. Parallelism-build assembly. (a) Without rotating components against each other, (b) with preferred orientations to minimize angular error.
given by the developed state transition models in Appendix A. The minimization of radial variation or angular errors for the straightbuild assembly or parallelism-build assembly is presented as follows.

### 2.1. Straight-build assembly algorithm

To minimize radial variation, the second (top) component is rotated about its symmetry axis, and then the translational error vector $\left(d p_{2}^{x}(i), d p_{2}^{y}(i), d p_{2}^{z}(i)\right)$ is calculated from the state transition models described in Appendix A, according to the available number of practical orientations. The number of orientations is described by rotational matrix $R$ in Eq. (A-3) in Appendix A.

The radial variation for orientation $i$ at Stage 2 is calculated as follows:
Radial $\operatorname{var}(2, i)=\sqrt{\left(d p_{2}^{x}(i)\right)^{2}+\left(d p_{2}^{y}(i)\right)^{2}}$
where Stage 2 corresponds to the assembly when the second component is added.

The minimum radial variation for all possible orientations gives the best straight-build assembly at Stage 2 and can be calculated as follows:
Radial $\operatorname{var}(2)=\min \left\{\sqrt{\left(d p_{2}^{x}(i)\right)^{2}+\left(d p_{2}^{y}(i)\right)^{2}}\right\}$
where $i=1,2, \ldots, N$, and $N$ is the maximum number of orientations.

In a similar way, the minimum radial variation at Stage $k$ can be calculated by:
Radial $\operatorname{var}(k)=\min \left\{\sqrt{\left(d p_{k}^{x}(i)\right)^{2}+\left(d p_{k}^{y}(i)\right)^{2}}\right\}$
where Stage $k$ corresponds to the assembly when the $k$ th component is added.

Therefore, the minimum radial variation can be obtained at each stage.

### 2.2. Parallelism-build assembly algorithm

In a similar way, using the state tranistion models described in Appendix A, the rotational errors $\left(\delta_{k}^{x}(i), \delta_{k}^{y}(i), \delta_{k}^{z}(i)\right)$ can be calculated at each stage for the available orientation $i$ by rotating the component about its symmetry axis, as shown in Fig. 3. The nominal uppermost plane at Stage $k$ is:
$z=\left(H_{1}+H_{2}+\cdots+H_{k}\right)$
where $H_{i}(i=1,2, \ldots, k)$ is a height of the $i$ th cylindrical component, and $k$ corresponds to the assembly when the $k$ th component is added.

The normal vector to the nominal uppermost plane at Stage $k$ is:
$V_{k 1}=\left[\begin{array}{l}0 \\ 0 \\ 1\end{array}\right]$
The normal vector to the actual uppermost plane which has rotational errors $\left(\delta_{k}^{x}(i), \delta_{k}^{y}(i), \delta_{k}^{z}(i)\right)$ at Stage $k$ is:
$V_{k 2}=\left[\begin{array}{l}x \\ y \\ z\end{array}\right]=R_{x}\left(\delta_{k}^{x}(i)\right) R_{y}\left(\delta_{k}^{y}(i)\right) R_{z}\left(\delta_{k}^{z}(i)\right) V_{k 1}$
where
$R_{x}\left(\delta_{k}^{x}(i)\right)=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & \cos \left(\delta_{k}^{x}(i)\right) & -\sin \left(\delta_{k}^{x}(i)\right) \\ 0 & \sin \left(\delta_{k}^{x}(i)\right) & \cos \left(\delta_{k}^{x}(i)\right)\end{array}\right]$,
$R_{y}\left(\delta_{k}^{y}(i)\right)=\left[\begin{array}{ccc}\cos \left(\delta_{k}^{y}(i)\right) & 0 & \sin \left(\delta_{k}^{y}(i)\right) \\ 0 & 1 & 0 \\ -\sin \left(\delta_{k}^{y}(i 0)\right. & 0 & \cos \left(\delta_{k}^{y}(i)\right)\end{array}\right]$,
$R_{z}\left(\delta_{k}^{z}(i)\right)=\left[\begin{array}{ccc}\cos \left(\delta_{k}^{z}(i)\right) & -\sin \left(\delta_{k}^{z}(i)\right) & 0 \\ \sin \left(\delta_{k}^{z}(i)\right) & \cos \left(\delta_{k}^{z}(i)\right) & 0 \\ 0 & 0 & 1\end{array}\right]$
Assuming that the rotation angle errors are small, first order small angle approximations have been used such that: $\cos (\delta) \approx 1$, $\sin (\delta) \approx \delta$. Eqs. (7)-(9) can be approximated as follows:
$R_{\chi}\left(\delta_{k}^{x}(i)\right) \cong\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & -\delta_{k}^{x}(i) \\ 0 & \delta_{k}^{x}(i) & 1\end{array}\right]$,
$R_{y}\left(\delta_{k}^{y}(i)\right) \cong\left[\begin{array}{ccc}1 & 0 & \delta_{k}^{y}(i) \\ 0 & 1 & 0 \\ -\delta_{k}^{y}(i) & 0 & 1\end{array}\right]$,


Fig. 4. A cylindrical component.
$R_{z}\left(\delta_{k}^{z}(i)\right) \cong\left[\begin{array}{ccc}1 & -\delta_{k}^{z}(i) & 0 \\ \delta_{k}^{z}(i) & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$
Substituting Eqs. (5), (10), (11) and (12) into Eq. (6) gives:
$V_{k 2} \cong\left[\begin{array}{c}\delta_{k}^{y}(i) \\ -\delta_{k}^{x}(i) \\ 1\end{array}\right]$
The angle $d \theta(k, i)$ between the nominal and actual planes is calculated from the two normal vectors $V_{k 1}$ and $V_{k 2}$, such that:

$$
\begin{align*}
& \cos (d \theta(k, i))=\frac{\left|V_{k 1} \cdot V_{k 2}\right|}{\left|V_{k 1}\right|\left|V_{k 2}\right|}=\frac{1}{\sqrt{\left(\delta_{k}^{x}(i)\right)^{2}+\left(\delta_{k}^{y}(i)\right)^{2}+1}}  \tag{14}\\
& \begin{aligned}
& d \theta(k, i)=\cos ^{-1}\left[\frac{1}{\sqrt{\left(\delta_{k}^{x}(i)\right)^{2}+\left(\delta_{k}^{x}(i)\right)^{2}+1}}\right] \\
& \quad=\sin ^{-1}\left\{\sqrt{\frac{\left(\delta_{k}^{x}(i)\right)^{2}+\left(\delta_{k}^{y}(i)\right)^{2}}{\left(\delta_{k}^{x}(i)\right)^{2}+\left(\delta_{k}^{y}(i)\right)^{2}+1}}\right\}
\end{aligned}
\end{align*}
$$

where the rotation angle errors ( $\delta_{k}^{x}$ and $\delta_{k}^{y}$ ) are very small compared to 1 and negligible, such that Eq. (15) can be rewritten as
$d \theta(k, i) \cong \sin ^{-1}\left\{\sqrt{\left(\delta_{k}^{x}(i)\right)^{2}+\left(\delta_{k}^{y}(i)\right)^{2}}\right\} \cong \sqrt{\left(\delta_{k}^{x}(i)\right)^{2}+\left(\delta_{k}^{y}(i)\right)^{2}}$
The minimum angular error for all possible orientations gives the best parallelism-build assembly at Stage $k$ and can be calculated as follows:
$d \theta(k)=\min \left\{\sqrt{\left(\delta_{k}^{x}(i)\right)^{2}+\left(\delta_{k}^{y}(i)\right)^{2}}\right\}$
where $i=1,2, \ldots, N$ and $N$ is the maximum number of orientations.

## 3. An assembly example of four cylindrical components

To illustrate the two optimization techniques for minimizing uncertainty propagation, a practical four-cylindrical-component assembly is considered. The cylindrical component has a height of $H(70 \mathrm{~mm})$ with tolerance $\pm h$, and a diameter of $\Phi(100 \mathrm{~mm})$ with tolerance $\pm \varphi$, as shown in Fig. 4, where $h=\varphi=0.1 \mathrm{~mm}$. In practical, each component has limited orientations, here each component is
assumed to have 4, 8, 16 or 20 possible uniformly arranged orientations. Fig. 4 shows the situation when the component has 4 orientations. To analyze the variation propagation statistically, the errors for the diameter and height of the cylindrical component are assumed to be normally distributed, where the standard deviation $(\sigma)$ is taken to be one sixth of the tolerance range, i.e. one third of 0.1 mm . Each assembly procedure is simulated 10,000 times using standard Monte Carlo methods. For simplicity, the following assumptions are made for the component with 4 possible orientations.

- The top and base surfaces are flat.
- Frames F1 and F1' are attached to the assembly features.
- Base centre $(0,0,0)$ is the origin in the world coordinate system.
- Points $1,2,3$ and 4 are uniformly separated by $90^{\circ}$ angle in the XOY plane with centre $O$, and lie on the circumference of the cylinder on the $O X$ and $O Y$ axes.
- Frame F1' related to Frame F1 has a translation of $(0,0, H)$ with a translation error of ( $d x, d y, d z$ ) and an angular error of ( $d \theta_{x}, d \theta_{y}$, $d \theta_{z}$ ).
- The top centre $O^{\prime}$ lies at $(d x, d y, d z+H)$ relative to $O$.
- Points $1^{\prime}, 2^{\prime}, 3^{\prime}$ and $4^{\prime}$ are uniformly separated by $90^{\circ}$ angle on the top surface with centre $O^{\prime}$, and lie on the circumference of the cylinder on the $O^{\prime} X^{\prime}$ and $O^{\prime} Y^{\prime}$ axes.

As the cylindrical component has a height of $H$ with tolerance $\pm h$, and a diameter of $\Phi$ with tolerance $\pm \varphi$, the size tolerance zone at the component top is enclosed by two cylinders with a height of $2 h$ having a diameter of $\Phi-\varphi$ and a diameter of $\Phi+\varphi$, respectively, as shown in Fig. 5(a). In the size tolerance zone, the following inequities can be obtained.
$|d x| \leq \varphi$,
$|d y| \leq \varphi$,
$\sqrt{d x^{2}+d y^{2}} \leq \varphi$,

$$
\begin{align*}
& |d z| \leq h,  \tag{21}\\
& \left|d \theta_{x}\right| \leq \tan ^{-1}\left(\frac{h-|d z|}{0.5 \Phi}\right),  \tag{22}\\
& \left|d \theta_{y}\right| \leq \tan ^{-1}\left(\frac{h-|d z|}{0.5 \Phi}\right),  \tag{23}\\
& \left|d \theta_{z}\right| \leq \tan ^{-1}\left(\frac{\varphi-|d y|}{0.5 \Phi}\right) \tag{24}
\end{align*}
$$

Since $(h-|d z|) / 0.5 \Phi$ and $(\varphi-|d y|) / 0.5 \Phi$ are very small, the right sides of inequities (22)-(24) can approximately be ( $h$ $|d z|) / 0.5 \Phi,(h-|d z|) / 0.5 \Phi$ and $(\varphi-|d y|) / 0.5 \Phi$, respectively. Inequities (22)-(24) can be written as:
$\left|d \theta_{x}\right| \leq \frac{h-|d z|}{0.5 \Phi}$,
$\left|d \theta_{y}\right| \leq \frac{h-|d z|}{0.5 \Phi}$,
$\left|d \theta_{z}\right| \leq \frac{\varphi-|d y|}{0.5 \Phi}$
From inequities (21) and (25), $d \theta_{x}$ and $d z$ are constrained to lie within the shaded "bounded" region shown in Fig. 5(b). Similarly, from inequities (21) and (26), $d \theta_{y}$ and $d z$ are constrained to lie within the same shaded "bounded" region as $d \theta_{x}$ and $d z$; from inequities (19) and (27), the constrained bounds for $d \theta_{z}$ and $d y$ can be constructed as shown in Fig. 5(c); and from inequities (18)-(20), the constrained bounds for $d x$ and $d y$ can be constructed as shown in Fig. 5(d). The $d x$ and $d z$ are normally distributed. Each of the variables is randomly and normally generated, and then the second variable generated is limited to the range left by the first one. For example, in Fig. 5(d), if the variable $d x$ is generated first, then


Fig. 5. A size tolerance zone and the bounds used to specify the kinematic parameter space. (a) A size tolerance zone, (b)-(d) define the constrained regions.


Fig. 6. Variation propagation from the table axis against stage and the number of orientations, respectively. (a) Variation against stage, (b) variation against the number of orientations.
the variable $d y$ will be limited to the shaded circled region left by the $d x$. Any instances generated outside $[-3 \sigma,+3 \sigma]$ are disregarded to respect the shaded "bounded" regions, where the standard deviation is described by $\sigma$. Details of the generated variables can be found in [31].

In a similar way, for component with different orientations, similar assumptions as described above can be made and will not be reiterated here.

## 4. Results and discussion

### 4.1. Influence of orientations on variation propagation

For the straight-build assembly, the radial variation propagation from the table axis is calculated using Eq. (3). This paper only gives details for the orientations $0,4,8$ and 16 , since the results for 16 orientations are very similar to those for 20 orientations. The average stage-by-stage radial variation against stage from the table axis is shown in Fig. 6(a). The average stage-by-stage radial variation against the number of available orientations from the table axis for Stages 2-4 is shown in Fig. 6(b). The mean and standard deviations of the variations are provided in Table 1, together with the maximum and minimum values. The histograms of the radial variations for $0,4,8$ and 16 orientations are shown in Fig. 7.

For the parallelism-build assembly, the angular error is calculated using Eq. (17). In a similar way, the paper only gives the results for $0,4,8$ and 16 orientations. The average angular error is shown in Fig. 8. The mean and standard deviations of the errors are provided in Table 2, together with the maximum and minimum values. The histograms of the angular errors for each procedure are shown in Fig. 9.

To compare the two assembly procedures, angular error for the straight-build assembly and radial variation for the parallelismbuild assembly are also calculated, and are given in Section 4.2 below.

All of the results indicate that the error propagation varies significantly with the assembly procedures and the number of orientations.

### 4.1.1. Influence of orientations on variation propagation for straight-build assembly

From Fig. 6 and Table 1, the average radial variations tend to increase with the stage for the different number of orientations there is a slight decrease between Stages 1 and 2, where the number of orientations are equal to or more than 4, as shown in Fig. 6(a). The average radial variations decrease with the number of orientations for the same stage, as shown in Fig. 6(b). The results illustrate that the variation propagation can be reduced by increasing the
number of orientations. It can be seen that the variation propagation is significantly reduced from 0 to 4 orientations. However, as the number of orientations increases, the variation continues to decrease, but at a less significant rate. For example, the variation at the final stage is reduced by $48 \%$ from 0 to 4 orientations, by $10 \%$ from 4 to 8 orientations, and by $3 \%$ from 8 to 16 orientations. In Fig. 6(b), it is seen that the variation propagation decreases exponentially, rather than proportionally to the number of orientations. This indicates that there is limit to how much the variation can be reduced. It also means that the minimum variation can be achieved at reduced cost by properly selecting the number of orientations.

From Table 1, it is found that the standard deviation of radial variation increases with the stage as well. This indicates that the consistency of the straight-build assembly will decrease with the stage. It is also found that the standard deviation of radial variation decreases significantly from 0 to 4 orientations; while as the number of orientations increases, the standard deviation of radial variation is comparable to that with 4 orientations. This shows that the straight-build assembly has a good consistency with the number of orientations.

From Fig. 7(a)-(d), the procedure with 16 orientations produces the smallest levels of radial variation, with most values occurring in the range $0-0.1 \mathrm{~mm}$. These results further demonstrate that the assembly quality and consistency increase with the number of orientations for the straight-build assembly.

### 4.1.2. Influence of orientations on variation propagation for parallelism-build assembly

From Fig. 8 and Table 2, the average angular error increases with the stage in the absence of orientations, while it decreases monotonically with stage in the presence of orientations. It also shows that the orientations can significantly reduce the angular error for the parallelism-build assembly, compared to the assembly without orientations. For example, the angular error at the final stage is reduced by $63 \%$ from 0 to 4 orientations. However, as the number of orientations increases, the angular error continues to decrease, but at a lower rate. For example, the angular error at the final stage is reduced by $7.4 \%$ from 4 to 8 orientations, and by $2 \%$ from 8 to 16 orientations. From Fig. 8(b), the angular error propagation appears to decrease exponentially, rather than proportionally to the number of orientations, as described earlier for straight-build assembly. This also indicates that there is a limitation on reducing the angular error, and a proper selection of the number of orientations can achieve the minimum angular error with reduced cost.

Table 2 indicates that the standard deviation of the angular error increases with stage without orientations, while it is smaller in the presence of orientations. These results confirm that the parallelismbuild assembly can be improved by using the orientations.

Table 1
Radial variation propagation from the table axis for straight-build assembly.
\(\left.$$
\begin{array}{lllll}\hline \begin{array}{l}\text { Number of } \\
\text { orientations }\end{array} & \text { Stage } & \begin{array}{l}\text { Max variation } \\
(\mathrm{mm})\end{array} & \begin{array}{l}\text { Min variation } \\
(\mathrm{mm})\end{array} & \begin{array}{l}\text { Average variation } \\
(\mathrm{mm})\end{array}
$$ <br>
\hline \& 1 \& 0.0999 \& 4.0078 \times 10^{-4} \& 0.0412 <br>
0 \& 2 \& 0.2481 \& 7.7686 \times 10^{-4} \& 0.0727 <br>
Standard deviation <br>

of variation(\mathrm{mm})\end{array}\right]\)| 0.0208 |
| :--- |
|  |
|  |
|  |
| 4 |

From Fig. 9(a)-(d), the parallelism-build assembly with 16 orientations produces the smallest levels of angular error, with most values occurring in the range $0-0.001 \mathrm{rad}$. These results further demonstrate that a proper selection of the number of orientations can minimize the angular error at reduced cost for the parallelismbuild assembly.

In summary, the average radial variation increases with stage for the straight-build assembly, while the average angular error decreases with stage for the parallelism-build assembly in the
presence of orientations. The statistical results above indicate that the quality of the two assembly procedures can be improved by increasing the number of orientations.

### 4.2. Discussion

As mentioned earlier, to compare the two assembly procedures and study the effect of using different number of orientations on the error propagation, the radial variation for parallelism-build


Fig. 7. Histogram of variation propagation from the table axis. (a) 0 orientation, (b) 4 orientations, (c) 8 orientations, (d) 16 orientations.


Fig. 8. Angular error against stage and the number of orientations, respectively. (a) Variation against stage, (b) angular error against the number of orientations.

Table 2
Angular error for parallelism-build assembly.

| Number of orientations | Stage | Max error <br> (rad) | Min error (rad) | Average error (rad) | Standard deviation of error (rad) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0.0020 | $3.6311 \times 10^{-7}$ | $6.0901 \times 10^{-4}$ | $3.5427 \times 10^{-4}$ |
|  | 2 | 0.0030 | $4.2030 \times 10^{-6}$ | $8.7466 \times 10^{-4}$ | $4.7417 \times 10^{-4}$ |
|  | 3 | 0.0044 | $1.8471 \times 10^{-5}$ | 0.0011 | $5.7669 \times 10^{-4}$ |
|  | 4 | 0.0045 | $1.0520 \times 10^{-5}$ | 0.0012 | $6.6198 \times 10^{-4}$ |
| 4 | 1 | 0.0020 | $3.6311 \times 10^{-7}$ | $6.0901 \times 10^{-4}$ | $3.5427 \times 10^{-4}$ |
|  | 2 | 0.0018 | $4.2030 \times 10^{-6}$ | $4.9176 \times 10^{-4}$ | $2.9455 \times 10^{-4}$ |
|  | 3 | 0.0018 | $4.1063 \times 10^{-6}$ | $4.5436 \times 10^{-4}$ | $2.8031 \times 10^{-4}$ |
|  | 4 | 0.0018 | $5.4738 \times 10^{-6}$ | $4.4375 \times 10^{-4}$ | $2.8361 \times 10^{-4}$ |
| 8 | 1 | 0.0020 | $3.6311 \times 10^{-7}$ | $6.0901 \times 10^{-4}$ | $3.5427 \times 10^{-4}$ |
|  | 2 | 0.0018 | $4.2030 \times 10^{-6}$ | $4.2856 \times 10^{-4}$ | $2.9585 \times 10^{-4}$ |
|  | 3 | 0.0018 | $3.3571 \times 10^{-6}$ | $4.1259 \times 10^{-4}$ | $2.9617 \times 10^{-4}$ |
|  | 4 | 0.0018 | $1.1027 \times 10^{-6}$ | $4.1099 \times 10^{-4}$ | $2.9763 \times 10^{-4}$ |
| 16 | 1 | 0.0020 | $3.6311 \times 10^{-7}$ | $6.0901 \times 10^{-4}$ | $3.5427 \times 10^{-4}$ |
|  | 2 | 0.0018 | $2.1714 \times 10^{-6}$ | $4.0784 \times 10^{-4}$ | $3.0243 \times 10^{-4}$ |
|  | 3 | 0.0019 | $1.8242 \times 10^{-6}$ | $4.0658 \times 10^{-4}$ | $3.0686 \times 10^{-4}$ |
|  | 4 | 0.0018 | $2.8310 \times 10^{-6}$ | $4.0276 \times 10^{-4}$ | $3.0723 \times 10^{-4}$ |
| 20 | 1 | 0.0020 | $3.6311 \times 10^{-7}$ | $6.0901 \times 10^{-4}$ | $3.5427 \times 10^{-4}$ |
|  | 2 | 0.0018 | $6.6695 \times 10^{-7}$ | $4.0415 \times 10^{-4}$ | $3.0435 \times 10^{-4}$ |
|  | 3 | 0.0019 | $1.7187 \times 10^{-6}$ | $4.0651 \times 10^{-4}$ | $3.0917 \times 10^{-4}$ |
|  | 4 | 0.0018 | $4.9368 \times 10^{-7}$ | $4.0146 \times 10^{-4}$ | $3.0913 \times 10^{-4}$ |

Table 3
Radial variation propagation from the table axis for the different assembly procedures.

| Procedure | Stage | Max variation <br> $(\mathrm{mm})$ | Min variation <br> $(\mathrm{mm})$ | Average variation <br> $(\mathrm{mm})$ |
| :--- | :--- | :--- | :--- | :--- |
|  | 1 | 0.0999 | $4.0078 \times 10^{-4}$ | 0.0412 |
| Straight-build | 2 | 0.1782 | $3.3417 \times 10^{-4}$ | Standard deviation <br> of variation $(\mathrm{mm})$ |
| assembly | 3 | 0.3069 | $6.1712 \times 10^{-4}$ | 0.0405 |
|  | 4 | 0.5117 | $3.4981 \times 10^{-4}$ | 0.0605 |
|  |  | 0.0999 | $4.0078 \times 10^{-4}$ | 0.0946 |
| Parallelism-build | 1 | 0.2589 | $3.3417 \times 10^{-4}$ | 0.0412 |
| assembly | 2 | 0.3343 | $9.6801 \times 10^{-4}$ | 0.0249 |
|  | 3 | 0.4487 | $3.4981 \times 10^{-4}$ | 0.0439 |

Table 4
Angular error for the different assembly procedures.

| Procedure | Stage | Max error <br> $(\mathrm{rad})$ | Min error (rad) | Average error (rad) |
| :--- | :--- | :--- | :--- | :--- |
|  | 1 | 0.0020 | 0.0030 | $3.6311 \times 10^{-7}$ |
| Standard deviation |  |  |  |  |
| of error $(\mathrm{rad})$ |  |  |  |  |



Fig. 9. Histogram of angular error. (a) 0 orientation, (b) 4 orientations, (c) 8 orientations, (d) 16 orientations.
assembly and angular error for straight-build assembly are calculated. The results have a similar pattern for the different orientations and are only shown for components with 4 orientations. Comparisons of average radial variation and angular error are shown in Fig. 10(a) and (b), respectively, for the different assembly procedures. The mean and standard deviations of the variations and angular error are provided in Tables 3 and 4, together with the maximum and minimum values, for parallelism-build assembly and straight-build assembly, respectively. The histograms of the radial variations and angular error for parallelism-build assembly and straight-build assembly are shown in Fig. 11(a) and (b), respectively.

From Fig. 10, it is seen that the straight-build assembly has smaller radial variation than the parallelism-build assembly from the table-axis, while the parallelism-build assembly provides reduced angular error, compared to the straight-build assembly.

It is very interesting to notice that the radial variation increases rapidly after Stage 2 for the straight-build assembly, but the radial variation changes much more gently for the parallelism-build assembly, as shown in Fig. 10(a). This indicates that the minimal radial variation could be achieved by constraining the angular error in the straight-build assembly. Further studies to investigate this are under way, and will be reported at a later date.

From Table 3, the parallelism-build assembly has higher radial variation propagation; for example, the radial variation in the parallelism-build assembly is increased by $17 \%$ at Stage 4, compared to the straight-build assembly. Figs. 11(a) and 6(b) further demonstrate that the parallelism-build assembly increases radial variation propagation, where most values of the radial variation occurs in the range $0-0.1 \mathrm{~mm}$ for the straight-build assembly and in the range $0-0.15 \mathrm{~mm}$ for the parallelism-build assembly, respectively.


Fig. 10. Radial variation and angular error for the different assembly procedures. (a) Radial variation, (b) angular error.


Fig. 11. Histograms of radial variation for parallelism-build assembly and angular error for straight-build assembly. (a) Radial variation for parallelism-build assembly, (b) angular error for straight-build assembly.

From Table 4, the parallelism-build assembly gives much lower angular error than the straight-build assembly. For instance, the angular error in the parallelism-build assembly is reduced by $63 \%$ at Stage 4, compared to the straight-build assembly. From Figs. 9(b) and 11(b), the parallelism-build assembly in the presence of orientations produces smaller levels of angular error, with most values occurring in the range $0-0.001$ rad; while most values of angular error occur in the range $0-0.002$ rad for the straightbuild assembly. This indicates that the assembly procedure needs to be selected carefully in accordance with the particular industrial application.

From the average radial variations for the component with 4 orientations in Fig. 10(a), and with 0 orientation in Fig. 6(a), it is interesting to notice that not only the straight-build assembly but also the parallelism-build assembly can have reduced radial variation with orientations, the radial variation is reduced by $48 \%$ and $39 \%$ in the straight-build assembly and the parallelism-build assembly, respectively, compared to the procedure without orientations. This indicates that the orientations can improve the assembly quality.

## 5. Conclusions

Two assembly methods, straight-build assembly and parallelism-build assembly, have been analyzed for different number of orientations. The average radial variations and angular errors decrease with the number of available orientations for the same stage. The simulation results obtained indicate that the two assembly methods have the potential to significantly reduce manufacturing assembly errors. For the example considered, the first method reduces the radial variation by $48 \%$, whist the second the angular error by $63 \%$, where the component has 4 orientations, when compared to assemblies without orientations.

The straight-build assembly produces the minimum radial variation; and the parallelism-build assembly has the minimum angular error. For the first method, the average radial variations tend to increase with the stage for the different number of orientations; however, for the second method, the average angular error increases with the stage in the absence of orientations, while it decreases with the stage in the presence of orientations.

The two assembly methods have a good consistency, for instance, the maximum standard deviation is 0.0726 mm in the first method, and $3.5 \times 10^{-4} \mathrm{rad}$ in the second method in the presence of orientations.

The variation not only depends on the assembly procedures, but also on the number of orientations. The variation
propagation decreases monotonously and exponentially with the number of orientations. Assembly quality could be improved by increasing number of orientations, however, the variation reduction is limited when the number of orientations becomes larger. Therefore, the best assembly and minimal manufacturing cost could be achieved by optimizing the selection of the number of orientations and assembly procedures.

The procedure of the two assembly methods is very simple, and can be easily used to analyze the variation propagation in manufacturing processes.
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## Appendix A. State transition models

The state transition models are developed from robot manipulator [32], and consist of (i) modeling individual frame errors, (ii) total differential translation and rotation transformation, and (iii) calculation of Cartesian position and orientation errors in the world coordinate. The models are slightly different from those developed by Mantripragada and Whitney [1,33]. Since the variation in the world coordinates system is not only related to the differential rotation and translation in individual frame, but also dependent on nominal orientation and transition relative to the world coordinates system, the differential rotation and translation in individual frame must be converted into those in the world coordinates system through the transformation with respect to the world coordinates system, so that the variation is allowed to be the sum of those differential rotations and translations in the world coordinates system. However, Mantripragada and Whitney's models regard relative transformation of two consecutive frames as that in the world coordinates system, and convert the differential position and orientation vectors in individual frame into the world coordinates system through the relative transformation. Their models of the variation propagation based on the wrong conversion cannot handle the misorientation and misposition of the components. Therefore, this paper presents a detailed derivation of the state transition models. The corrections of Mantripragada and Whitney's models are also given in Appendix A. 2 below.

## A.1. Modeling individual frame errors

Any manipulator can be considered to consist of a series of links connected together by joints. A coordinate frame can be embedded

Thus $T_{i}$ represents the position and orientation of frame $i$ with respect to the world coordinates, if the base coordinates are assumed to be the world coordinates, as described in [35,36].

The homogeneous transformation matrix $A_{i}$ can be rewritten as:

$$
A_{i}=\left[\begin{array}{cccc}
\cos \left(y_{i}\right) \cos \left(z_{i}\right) & -\cos \left(y_{i}\right) \sin \left(z_{i}\right) & \sin \left(y_{i}\right) & X_{i}  \tag{A-3}\\
\sin \left(x_{i}\right) \sin \left(y_{i}\right) \cos \left(z_{i}\right)+\cos \left(x_{i}\right) \sin \left(z_{i}\right) & \cos \left(x_{i}\right) \cos \left(z_{i}\right)-\sin \left(x_{i}\right) \sin \left(y_{i}\right) \sin \left(z_{i}\right) & -\sin \left(x_{i}\right) \cos \left(y_{i}\right) & Y_{i} \\
\sin \left(x_{i}\right) \sin \left(z_{i}\right)-\cos \left(x_{i}\right) \sin \left(y_{i}\right) \cos \left(z_{i}\right) & \cos \left(x_{i}\right) \sin \left(y_{i}\right) \sin \left(z_{i}\right)+\sin \left(x_{i}\right) \cos \left(z_{i}\right) & \cos \left(x_{i}\right) \cos \left(y_{i}\right) & Z_{i} \\
0 & 0 & 0 & 1
\end{array}\right] \equiv\left[\begin{array}{cc}
R_{i}^{-} & p_{i}^{-} \\
0 T & 1
\end{array}\right]
$$

in each link of the manipulator, and then the relative position and orientation between these coordinate frames can be described by using homogeneous transformations [33]. The homogeneous transformation describing the relation between one link and the next has been called an $A$ matrix [34]. An $A$ matrix is simply a homogeneous transformation describing the relative translation and rotation between link coordinate systems. For example, $A_{1}$ describes the position and orientation of the first link. $A_{2}$ describes the position and orientation of the second link with respect to the first. Thus the position and orientation of the second in the base coordinates are given by the matrix product.
$T_{2}=A_{1} A_{2}$
Similarly, $A_{i}$ describes the $i$ th link in terms of the $(i-1)$, the position and orientation of the $i$ th link relative to the base coordinates are given by the matrix product as follows [32,35]:
$T_{i}=A_{1} A_{2} \ldots A_{i}=\left[\begin{array}{cc}R_{i} & p_{i} \\ 0 & 1\end{array}\right]$
where $i=1,2, \ldots, N, R_{i}$ is the rotational matrix, $p_{i}$ is the positional vector, $A_{i}=\left(A_{i}\right)_{\text {Trans }}\left(A_{i}\right)_{\text {RotX }}\left(A_{i}\right)_{\text {RotY }}\left(A_{i}\right)_{\text {RotZ }}$,

$$
\begin{aligned}
& \left(A_{i}\right)_{\text {Trans }}=\left[\begin{array}{llll}
1 & 0 & 0 & X_{i} \\
0 & 1 & 0 & Y_{i} \\
0 & 0 & 1 & Z_{i} \\
0 & 0 & 0 & 1
\end{array}\right], \\
& \left(A_{i}\right)_{\text {RotX }}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \cos \left(x_{i}\right) & -\sin \left(x_{i}\right) & 0 \\
0 & \sin \left(x_{i}\right) & \cos \left(x_{i}\right) & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \\
& \left(A_{i}\right)_{\text {RotY }}=\left[\begin{array}{cccc}
\cos \left(y_{i}\right) & 0 & \sin \left(y_{i}\right) & 0 \\
0 & 1 & 0 & 0 \\
-\sin \left(y_{i}\right) & 0 & \cos \left(y_{i}\right) & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \\
& \left(A_{i}\right)_{\text {RotZ }}=\left[\begin{array}{cccc}
\cos \left(z_{i}\right) & -\sin \left(z_{i}\right) & 0 & 0 \\
\sin \left(z_{i}\right) & \cos \left(z_{i}\right) & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right],
\end{aligned}
$$

$X_{i}, Y_{i}$ and $Z_{i}$ are the displacements along the $x$-, $y$ - and $z$-axes between frames $i$ and $i-1 . x_{i}, y_{i}$ and $z_{i}$ are the angles between frames $i$ and $i-1$ rotating about $x$-, $y$ - and $z$-axes, respectively.

If there are errors in the dimensional relationships between two consecutive coordinate frames, there will be a differential change $d A_{i}$ between the two coordinate frames, and the correct relation between the two coordinates will be equal to
$A_{i}^{c}=A_{i}+d A_{i}$
where $A_{i}$ is the relationship between the frame coordinates $i-1$ and $i$, and $d A_{i}$ is the differential change in their relationship.

The differential change $d A i$ is estimated by the following linear form.
$d A_{i}=\frac{\partial A_{i}}{\partial X_{i}} \Delta X_{i}+\frac{\partial A_{i}}{\partial Y_{i}} \Delta Y_{i}+\frac{\partial A_{i}}{\partial Z_{i}} \Delta Z_{i}+\frac{\partial A_{i}}{\partial x_{i}} \Delta x_{i}+\frac{\partial A_{i}}{\partial y_{i}} \Delta y_{i}+\frac{\partial A_{i}}{\partial z_{i}} \Delta z_{i}$
where $\Delta X_{i}, \Delta Y_{i}, \Delta Z_{i}, \Delta x_{i}, \Delta y_{i}$ and $\Delta z_{i}$ are small errors in the kinematic parameters.

If $\delta A_{i}$ is defined as an error matrix transform with respect to frame $i-1$, the following equations can be obtained.
$d A_{i}=\delta A_{i} * A_{i}$
$\delta A_{i}=D_{X} \Delta X_{i}+D_{Y} \Delta Y_{i}+D_{Z} \Delta Z_{i}+D_{x} \Delta x_{i}+D_{y} \Delta y_{i}+D_{z} \Delta z_{i}$
The $D$ matrices are defined as follows:

$$
\begin{array}{cc}
D_{X}=\left(\frac{\partial A_{i}}{\partial X_{i}}\right) A i-1, & D_{Y}=\left(\frac{\partial A_{i}}{\partial Y_{i}}\right) A_{i}^{-1}, \\
D_{Z}=\left(\frac{\partial A_{i}}{\partial Z_{i}}\right) A_{i}^{-1}, \\
D_{x}=\left(\frac{\partial A_{i}}{\partial x_{i}}\right) A_{i}^{-1}, & D_{y}=\left(\frac{\partial A_{i}}{\partial y_{i}}\right) A_{i}^{-1},
\end{array} \quad D_{y}=\left(\frac{\partial A_{i}}{\partial z_{i}}\right) A_{i}^{-1}, ~
$$

Then

$$
\begin{align*}
D_{X} & =\left[\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \quad D_{Y}=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \\
D_{Z} & =\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right]  \tag{A-8}\\
D_{X} & =\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & -1 & Z_{i} \\
0 & 1 & 0 & -Y_{i} \\
0 & 0 & 0 & 0
\end{array}\right] \tag{A-9}
\end{align*}
$$

$D_{y}=\left[\begin{array}{cccc}0 & -\sin \left(x_{i}\right) & \cos \left(x_{i}\right) & Y_{i} \sin \left(x_{i}\right)-Z_{i} \cos \left(x_{i}\right) \\ \sin \left(x_{i}\right) & 0 & 0 & -X_{i} \sin \left(x_{i}\right) \\ -\cos \left(x_{i}\right) & 0 & 0 & X_{i} \cos \left(x_{i}\right) \\ 0 & 0 & 0 & 0\end{array}\right]$
$D_{z}=\left[\begin{array}{cccc}0 & -\cos \left(x_{i}\right) \cos \left(y_{i}\right) & -\sin \left(x_{i}\right) \cos \left(y_{i}\right) & Y_{i} \cos \left(x_{i}\right) \cos \left(y_{i}\right)+Z_{i} \sin \left(x_{i}\right) \cos \left(y_{i}\right) \\ \cos \left(x_{i}\right) \cos \left(y_{i}\right) & 0 & -\sin \left(y_{i}\right) & -X_{i} \cos \left(x_{i}\right) \cos \left(y_{i}\right)+Z_{i} \sin \left(y_{i}\right) \\ \sin \left(x_{i}\right) \cos \left(y_{i}\right) & \sin \left(y_{i}\right) & 0 & -X_{i} \sin \left(x_{i}\right) \cos \left(y_{i}\right)-Y_{i} \sin \left(y_{i}\right) \\ 0 & 0 & 0 & 0\end{array}\right]$

Eq. (A-7) can be rewritten as

$$
\begin{align*}
\delta A_{i} & =D_{X} \Delta X_{i}+D_{Y} \Delta Y_{i}+D_{Z} \Delta Z_{i}+D_{x} \Delta x_{i}+D_{y} \Delta y_{i}+D_{z} \Delta z_{i} \\
& =\left[\begin{array}{cc}
\delta R_{i} & d_{i} \\
0 & 0
\end{array}\right]=\left[\begin{array}{cccc}
0 & -\delta z_{i} & \delta y_{i} & d x_{i} \\
\delta z_{i} & 0 & -\delta x_{i} & d y_{i} \\
-\delta y_{i} & \delta x_{i} & 0 & d z_{i} \\
0 & 0 & 0 & 0
\end{array}\right] \tag{A-12}
\end{align*}
$$

From Eqs. (A-8)-(A-12), the following equations can be obtained:

$$
\begin{align*}
& d_{i}= {\left[\begin{array}{l}
d x_{i} \\
d y_{i} \\
d z_{i}
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] \Delta X_{i}+\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right] \Delta Y_{i}+\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] \Delta Z_{i}+\left[\begin{array}{c}
0 \\
Z_{i} \\
-Y_{i}
\end{array}\right] } \\
& \Delta x_{i}+\left[\begin{array}{c}
Y_{i} \sin \left(x_{i}\right)-Z_{i} \cos \left(x_{i}\right) \\
-X_{i} \sin \left(x_{i}\right) \\
X_{i} \cos \left(x_{i}\right)
\end{array}\right] \\
& \Delta y_{i}+\left[\begin{array}{c}
{\left[Y_{i} \cos \left(x_{i}\right)+Z_{i} \sin \left(x_{i}\right)\right] \cos \left(y_{i}\right)} \\
-X_{i} \cos \left(x_{i}\right) \cos \left(y_{i}\right)+Z_{i} \sin \left(y_{i}\right) \\
-X_{i} \sin \left(x_{i}\right) \cos \left(y_{i}\right)-Y_{i} \sin \left(y_{i}\right)
\end{array}\right] \Delta z_{i} \tag{A-13}
\end{align*}
$$

$$
\delta i=\left[\begin{array}{l}
\delta x_{i} \\
\delta y_{i} \\
\delta z_{i}
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] \Delta x_{i}+\left[\begin{array}{c}
0 \\
\cos \left(x_{i}\right) \\
\sin \left(x_{i}\right)
\end{array}\right]
$$

$$
\Delta y_{i}+\left[\begin{array}{c}
\sin \left(y_{i}\right)  \tag{A-14}\\
-\sin \left(x_{i}\right) \cos \left(y_{i}\right) \\
\cos \left(x_{i}\right) \cos \left(y_{i}\right)
\end{array}\right] \Delta z_{i}
$$

Eqs. (A-13) and (A-14) can be rewritten as Eqs. (A-15) and (A-16), respectively.

$$
\begin{equation*}
d_{i}=m_{1 i} \Delta X_{i}+m_{2 i} \Delta Y_{i}+m_{3 i} \Delta Z_{i}+m_{4 i} \Delta x_{i}+m_{5 i} \Delta y_{i}+m_{6 i} \Delta x_{i} \tag{A-15}
\end{equation*}
$$

$\delta_{i}=m_{7 i} \Delta x_{i}+m_{8 i} \Delta y_{i}+m_{9 i} \Delta z_{i}$
where

$$
\begin{aligned}
& m_{1 i}=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right], \quad m_{2 i}=\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right], \quad m_{3 i}=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right], \quad m_{4 i}=\left[\begin{array}{c}
0 \\
Z_{i} \\
-Y_{i}
\end{array}\right], \\
& m_{5 i}=\left[\begin{array}{c}
Y_{i} \sin \left(x_{i}\right)-Z_{i} \cos \left(x_{i}\right) \\
-X_{i} \sin \left(x_{i}\right) \\
X_{i} \cos \left(x_{i}\right)
\end{array}\right],
\end{aligned}
$$

$$
m_{6 i}=\left[\begin{array}{c}
{\left[Y_{i} \cos \left(x_{i}\right)+Z_{i} \sin \left(x_{i}\right)\right] \cos \left(y_{i}\right)} \\
-X_{i} \cos \left(x_{i}\right) \cos \left(y_{i}\right)+Z_{i} \sin \left(y_{i}\right) \\
-X_{i} \sin \left(x_{i}\right) \cos \left(y_{i}\right)-Y_{i} \sin \left(y_{i}\right)
\end{array}\right], \quad m_{7 i}=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right],
$$

$$
m_{8 i}=\left[\begin{array}{c}
0 \\
\cos \left(x_{i}\right) \\
\sin \left(x_{i}\right)
\end{array}\right] \text { and } \quad m_{9 i}=\left[\begin{array}{c}
\sin \left(y_{i}\right) \\
-\sin \left(x_{i}\right) \cos \left(y_{i}\right) \\
\cos \left(x_{i}\right) \cos \left(y_{i}\right)
\end{array}\right]
$$

## A.2. Total differential translation and rotation transformation

The transformation from the end to the base frames for $N$ frames can be expressed as:
$T_{N}+d T_{N}=\sum_{i=1}^{N}\left(A_{i}+d A_{i}\right)$
where $d T_{N}$ represents the total differential change due to the kinematic errors.

By expanding Eq. (A-17), and ignoring the higher order differential changes, the following linear result is obtained.
$T_{N}+d T_{N}=T_{N}+\sum_{i=1}^{N}\left(A_{1} \cdots A_{i-1} d A_{i} A_{i+1} \cdots A_{N}\right)$
Substituting Eq. (A-6) into Eq. (A-18) gives
$d T_{N}=\sum_{i=1}^{N}\left(A_{1} \cdots A_{i-1} \delta A_{i} A_{i} A_{i+1} \cdots A_{N}\right)$
Using the definition of $T_{i-1}$ in Eq. (A-2), Eq. (A-19) can be expressed as
$\left.d T_{N}=\sum_{i=1}^{N}\left(T_{i-1}\right) \delta A_{i} T_{i-1}^{-1} T_{N}\right)$

By defining an error matrix transform $\delta T_{N}^{w}$ with respect to the world coordinates
$d T_{N}=\delta T_{N}^{w} T_{N}$
and
$\delta T_{N}^{w}=\left[\begin{array}{cccc}0 & -\delta z_{N}^{w} & \delta y_{N}^{w} & d x_{N}^{w} \\ \delta z_{N}^{w} & 0 & -\delta x_{N}^{w} & d y_{N}^{w} \\ -\delta y_{N}^{w} & \delta x_{N}^{w} & 0 & d z_{N}^{w} \\ 0 & 0 & 0 & 0\end{array}\right]$
Then Eq. (A-20) can be rewritten as:
$\delta T_{N}^{w}=\sum_{i=1}^{N}\left(T_{i-1} \delta A_{i} T_{i-1}^{-1}\right)$
From Eqs. (A-3), (A-22) and (A-23), the combined vectors $d_{N}^{w}$ and $\delta_{N}^{w}$ associated with the total transformation of $N$ frames can be calculated as:
$d_{N}^{w}=\sum_{i=1}^{N}\left[R_{i-1} d_{i}+p_{i-1} \times\left(R_{i-1} \delta_{i}\right)\right]$
$\delta_{N}^{w}=\sum_{i=1}^{N} R_{i-1} \delta_{i}$
From Eq. (A-24), it is easy to see that the variation in the world coordinates system is not only related to the differential rotation $\delta_{i}$ and translation $d_{i}$ in individual frame, but also dependent on rotational matrix ( $R_{i-1}$ ) and transitional vector ( $p_{i-1}$ ) relative to the base frame. The differential translational and rotational vectors in the individual frame are converted those in the world coordinate system by Eq. (A-24), where $R_{i-1}$ is the $3 \times 3$ rotational matrix and $p_{i-1}$ is the $3 \times 1$ positional vector of $T_{i-1}$ defined by Eq. (A-2) above and the matrix $T_{i-1}$ is a transformation between the $(i-1)$ th and the base frames. However, in Mantripragada and Whitney's work [1,37], the positional vector and rotational matrix are taken to be $p_{i}^{-}$and $R_{i}^{-}$instead, respectively, which are defined by relative transition and rotation from the transformation $A_{i-1}$ between the ( $i-2$ )th and the ( $i-1$ )th frames in Eq. (A-3), thus the differential translational and rotational vectors in the individual frame cannot be transformed into those in the world coordinate system. The further variation propagation control, which is based on this conversion, cannot handle the misorientation and misposition of the components.

Eq. (A-24) can be rewritten as:

$$
\begin{align*}
d_{N}^{w}= & \sum_{i=1}^{N}\left\{\left[R_{i-1} m_{1 i} \Delta X_{i}+R_{i-1} m_{2 i} \Delta Y_{i}+R_{i-1} m_{3 i} \Delta Z_{i}\right]\right. \\
& +\left[R_{i-1} m_{4 i}+p_{i-1} \times\left(R_{i-1} m_{7 i}\right)\right] \Delta x_{i}+\left[R_{i-1} m_{5 i}+p_{i-1}\right. \\
& \left.\left.\times\left(R_{i-1} m_{8 i}\right)\right] \Delta y_{i}+\left[R_{i-1} m_{6 i}+p_{i-1} \times\left(R_{i-1} m_{9 i}\right)\right] \Delta z_{i}\right\} \tag{A-25}
\end{align*}
$$

$\delta_{N}^{W}=\sum_{i=1}^{N} R_{i-1} m_{7 i} \Delta x_{i}+\sum_{i=1}^{N} R_{i-1} m_{8 i} \Delta y_{i}+\sum_{i=1}^{N} R_{i-1} m_{9 i} \Delta z_{i}$
Eqs. (A-25) and (A-26) can also be rewritten as follows:
$d_{N}^{w}=W_{1} \Delta X+W_{2} \Delta Y+W_{3} \Delta Z+W_{4} \Delta x+W_{6} \Delta y+W_{8} \Delta z$
$\delta_{N}^{w}=W_{5} \Delta x+W_{7} \Delta y+W_{9} \Delta z$
where $\quad \Delta X=\left[\begin{array}{lll}\Delta X_{1} & \cdots & \Delta X_{N}\end{array}\right]^{T}, \quad \Delta Y=\left[\begin{array}{lll}\Delta Y_{1} & \cdots & \Delta Y_{N}\end{array}\right]^{T}$, $\Delta Z=\left[\begin{array}{lll}\Delta Z_{1} & \cdots & \Delta Z_{N}\end{array}\right]^{T}, \quad \Delta x=\left[\begin{array}{lll}\Delta x_{1} & \cdots & \Delta x_{N}\end{array}\right]^{T}, \quad \Delta y=$ $\left[\begin{array}{lll}\Delta y_{1} & \cdots & \Delta y_{N}\end{array}\right]^{T}$ and $\Delta z=\left[\begin{array}{lll}\Delta z_{1} & \cdots & \Delta z_{N}\end{array}\right]^{T}$. Combining Eqs. (A-27) and (A-28) gives:

$$
\begin{align*}
{\left[\begin{array}{l}
d_{N}^{w} \\
\delta_{N}^{w}
\end{array}\right]=} & {\left[\begin{array}{c}
W_{1} \\
0
\end{array}\right] \Delta X+\left[\begin{array}{c}
W_{2} \\
0
\end{array}\right] \Delta Y+\left[\begin{array}{c}
W_{3} \\
0
\end{array}\right] \Delta Z+\left[\begin{array}{l}
W_{4} \\
W_{5}
\end{array}\right] \Delta x } \\
& +\left[\begin{array}{l}
W_{6} \\
W_{7}
\end{array}\right] \Delta y+\left[\begin{array}{l}
W_{8} \\
W_{9}
\end{array}\right] \Delta z \tag{A-29}
\end{align*}
$$

Eqs. (A-29) can also be expressed as:

$$
\begin{aligned}
& {\left[\begin{array}{c}
d x_{N}^{w} \\
d y_{N}^{w} \\
d z_{N}^{w} \\
\delta x_{N}^{w} \\
\delta y_{N}^{w} \\
\delta z_{N}^{w}
\end{array}\right]=\left[\begin{array}{cccccc}
W_{(1,1), 1} & W_{(1,1), 2} & \ldots & W_{(1,1), i} & \ldots & W_{(1,1), N} \\
W_{(1,2), 1} & W_{(1,2), 2} & \ldots & W_{(1,2), i} & \ldots & W_{(1,2), N} \\
W_{(1,3), 1} & W_{(1,3), 2} & \ldots & W_{(1,3), i} & \ldots & W_{(1,3), N} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\Delta X_{1} \\
\Delta X_{2} \\
\vdots \\
\Delta X_{i} \\
\vdots \\
\Delta X_{N}
\end{array}\right]} \\
& +\left[\begin{array}{cccccc}
W_{(2,1), 1} & W_{(2,1), 2} & \ldots & W_{(2,1), i} & \ldots & W_{(2,1), N} \\
W_{(2,2), 1} & W_{(2,2), 2} & \ldots & W_{(2,2), i} & \ldots & W_{(2,2), N} \\
W_{(2,3), 1} & W_{(2,3), 2} & \ldots & W_{(2,3), i} & \ldots & W_{(2,3), N} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\Delta Y_{1} \\
\Delta Y_{2} \\
\vdots \\
\Delta Y_{i} \\
\vdots \\
\Delta Y_{N}
\end{array}\right] \\
& +\left[\begin{array}{cccccc}
W_{(3,1), 1} & W_{(3,1), 2} & \ldots & W_{(3,1), i} & \ldots & W_{(3,1), N} \\
W_{(3,2), 1} & W_{(3,2), 2} & \ldots & W_{(3,2), i} & \ldots & W_{(3,2), N} \\
W_{(3,3), 1} & W_{(3,3), 2} & \ldots & W_{(3,3), i} & \ldots & W_{(3,3), N} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\Delta Z_{1} \\
\Delta Z_{2} \\
\vdots \\
\Delta Z_{i} \\
\vdots \\
\Delta Z_{N}
\end{array}\right] \\
& +\left[\begin{array}{lllllll}
W_{(4,1), 1} & W_{(4,1), 2} & \ldots & W_{(4,1), i} & \ldots & W_{(4,1), N} \\
W_{(4,2), 1} & W_{(4,2), 2} & \ldots & W_{(4,2), i} & \ldots & W_{(4,2), N} \\
W_{(4,3), 1} & W_{(4,3), 2} & \ldots & W_{(4,3), i} & \ldots & W_{(4,3), N} \\
W_{(5,1), 1} & W_{(5,1), 2} & \ldots & W_{(5,1), i} & \ldots & W_{(5,1), N} \\
W_{(5,2), 1} & W_{(5,2), 2} & \ldots & W_{(5,2), i} & \ldots & W_{(5,2), N} \\
W_{(5,3), 1} & W_{(5,3), 2} & \ldots & W_{(5,3), i} & \ldots & W_{(5,3), N}
\end{array}\right]\left[\begin{array}{c}
\Delta \theta x_{1} \\
\Delta \theta x_{2} \\
\vdots \\
\Delta \theta x_{i} \\
\vdots \\
\Delta \theta x_{N}
\end{array}\right] \\
& +\left[\begin{array}{lllllll}
W_{(6,1), 1} & W_{(6,1), 2} & \ldots & W_{(6,1), i} & \ldots & W_{(6,1), N} \\
W_{(6,2), 1} & W_{(6,2), 2} & \ldots & W_{(6,2), i} & \ldots & W_{(6,2), N} \\
W_{(6,3), 1} & W_{(6,3), 2} & \ldots & W_{(6,3), i} & \ldots & W_{(6,3), N} \\
W_{(7,1), 1} & W_{(7,1), 2} & \ldots & W_{(7,1), i} & \ldots & W_{(7,1), N} \\
W_{(7,2), 1} & W_{(7,2), 2} & \ldots & W_{(7,2), i} & \ldots & W_{(7,2), N} \\
W_{(7,3), 1} & W_{(7,3), 2} & \ldots & W_{(7,3), i} & \ldots & W_{(7,3), N}
\end{array}\right]\left[\begin{array}{c}
\Delta \theta y_{1} \\
\Delta \theta y_{2} \\
\vdots \\
\Delta \theta y_{i} \\
\vdots \\
\Delta \theta y_{N}
\end{array}\right] \\
& +\left[\begin{array}{llllll}
W_{(8,1), 1} & W_{(8,1), 2} & \ldots & W_{(8,1), i} & \ldots & W_{(8,1), N} \\
W_{(8,2), 1} & W_{(8,2), 2} & \ldots & W_{(8,2), i} & \ldots & W_{(8,2), N} \\
W_{(8,3), 1} & W_{(8,3), 2} & \ldots & W_{(8,3), i} & \ldots & W_{(8,3), N} \\
W_{(9,1), 1} & W_{(9,1), 2} & \ldots & W_{(9,1), i} & \ldots & W_{(9,1), N} \\
W_{(9,2), 1} & W_{(9,2), 2} & \ldots & W_{(9,2), i} & \ldots & W_{(9,2), N} \\
W_{(9,3), 1} & W_{(9,3), 2} & \ldots & W_{(9,3), i} & \ldots & W_{(9,3), N}
\end{array}\right]\left[\begin{array}{c}
\Delta \theta z_{1} \\
\Delta \theta z_{2} \\
\vdots \\
\Delta \theta z_{i} \\
\vdots \\
\Delta \theta z_{N}
\end{array}\right]
\end{aligned}
$$

where
$W_{l i}(3 \times 1$ vector $)=\left[\begin{array}{l}W_{(l, 1), i} \\ W_{(l, 2), i} \\ W_{(l, 3), i}\end{array}\right], \quad l=1,2, \ldots, 9$,
$W_{1 i}=R_{i-1} m_{1 i}, \quad W_{2 i}=R_{i-1} m_{2 i}, \quad W_{3 i}=R_{i-1} m_{3 i}, \quad W_{4 i}=R_{i-1} m_{4 i}+p_{i-1} \times$
$\left(R_{i-1} m_{7 i}\right), \quad W_{5 i}=R_{i-1} m_{7 i}, \quad W_{6 i}=R_{i-1} m_{5 i}+p_{i-1} \times\left(R_{i-1} m_{8 i}\right)$,
$W_{7 i}=R_{i-1} m_{8 i}, W_{8 i}=R_{i-1} m_{6 i}+p_{i-1} \times\left(R_{i-1} m_{9 i}\right)$ and $W_{9 i}=R_{i-1} m_{9 i}$.
Eq. (A-30) can be expressed as state transition model as follows:

$$
\begin{aligned}
& {\left[\begin{array}{l}
d x_{k}^{w} \\
d y_{k}^{w} \\
d z_{k}^{w} \\
\delta x_{k}^{w} \\
\delta y_{k}^{w} \\
\delta z_{k}^{w}
\end{array}\right]=\left[\begin{array}{l}
d x_{k-1}^{w} \\
d y_{k-1}^{w} \\
d z_{k-1}^{w} \\
\delta x_{k-1}^{w} \\
\delta y_{k-1}^{w} \\
\delta z_{k-1}^{w}
\end{array}\right]} \\
& +\left[\begin{array}{llllll}
W_{(1,1), k} & W_{(2,1), k} & W_{(3,1), k} & W_{(4,1), k} & W_{(6,1), k} & W_{(8,1), k} \\
W_{(1,2), k} & W_{(2,2), k} & W_{(3,1), k} & W_{(4,2), k} & W_{(6,1), k} & W_{(8,2), k} \\
W_{(1,3), k} & W_{(2,3), k} & W_{(3,1), k} & W_{(4,3), k} & W_{(6,1), k} & W_{(8,3), k} \\
0 & 0 & 0 & W_{(5,1), k} & W_{(7,1), k} & W_{(9,1), k} \\
0 & 0 & 0 & W_{(5,2), k} & W_{(7,2), k} & W_{(9,2), k} \\
0 & 0 & 0 & W_{(5,3), k} & W_{(7,3), k} & W_{(9,3), k}
\end{array}\right]
\end{aligned}
$$

$$
\times\left[\begin{array}{c}
\Delta X_{k}  \tag{A-31}\\
\Delta Y_{k} \\
\Delta Z_{k} \\
\Delta \theta x_{k} \\
\Delta \theta y_{k} \\
\Delta \theta z_{k}
\end{array}\right]
$$

Eq. (A-31) relates the total differential rotation vector and differential translation vector.

## A.3. Cartesian position and orientation errors in the world coordinate

The correct position is:
$T_{N}^{c}=T_{N}+d T_{N}=\left(I+\delta T_{N}^{w}\right) T_{N}$
To separate the rotational components and translational components of the correct position, as described in [35], $T_{N}$ can be written in the following form
$T_{N}=\left[\begin{array}{cc}R_{N} & p_{N} \\ 0 & 1\end{array}\right]$
and $\delta T_{N}^{w}$ can be written as
$\delta T_{N}^{w}=\left[\begin{array}{cc}\delta R_{N}^{w} & d_{N}^{w} \\ 0 & 0\end{array}\right]$
From Eqs. (A-32)-(A-34), the resulting rotational components and translational components can be written as
$R_{N}^{c}=\left(I+\delta R_{N}^{w}\right) R_{N}$
and
$p_{N}^{c}=p_{N}+\left(\delta_{N}^{w} \times p_{N}\right)+d_{N}^{w}$

If the correct Cartesian position is expressed as
$p_{N}^{c}=p_{N}+d p$
Then from Eqs. (A-36) and (A-37) the first-order differential error in the Cartesian position of the end-effector as follows:
$d p=\left(\delta_{N}^{w} \times p_{N}\right)+d_{N}^{w}$
Thus the error of final matrix transform in the world coordinate system is:
$\delta T=\left[\begin{array}{cccc}0 & -\delta z_{N}^{w} & \delta y_{N}^{w} & d p_{N}^{X} \\ \delta z_{N}^{w} & 0 & -\delta x_{N}^{w} & d p_{N}^{Y} \\ -\delta y_{N}^{w} & \delta x_{N}^{w} & 0 & d p_{N}^{Z} \\ 0 & 0 & 0 & 0\end{array}\right]$
and final matrix transform can be obtained by Eqs. (A-30), (A-38) and (A-39).

Thus Cartesian position error in the world coordinate system at Stage $k$ is:
$d p_{k}=\left[\begin{array}{c}d p_{k}^{X} \\ d p_{k}^{Y} \\ d p_{k}^{Z}\end{array}\right]=\delta_{k}^{w} \times p_{k}+d_{k}^{w}$
Cartesian orientation error in the world coordinate system at Stage $k$ is:
$\delta_{k}^{w}=\left[\begin{array}{l}\delta x_{k}^{w} \\ \delta y_{k}^{w} \\ \delta z_{k}^{w}\end{array}\right]$
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