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#### Abstract

We prove a lower bound of $2 m n+2 n-m-2$ for the bilinear complexity of the multiplication of $n \times m$-matrices with $m \times n$-matrices using the substitution method $(m \geqslant n \geqslant 3)$. In particular, we obtain the improved lower bound of 19 for the bilinear complexity of $3 \times 3$-matrix multiplication.
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## 1. Introduction

In the late 1960s, Strassen [17] discovered a bilinear algorithm for multiplying $2 \times 2$-matrices using only 7 essential multiplications instead of 8 . Using this astonishing algorithm recursively, Strassen derived an algorithm for multiplying $n \times n$-matrices with $O\left(n^{\log _{2} 7}\right)=O\left(n^{2.808}\right)$ arithmetic operations. A lot of effort has been spent on improving Strassen's upper bound, see for example [2,8,16,18]. The current "world record" is held by Coppersmith and Winograd [8]. They exhibit an algorithm with $O\left(n^{2.376}\right)$ arithmetic operations. But the only algorithm which is of practical relevance (at least until today) is Strassen's algorithm [17]. In all other of the mentioned algorithms, the constants hidden in the $O$-notation are far too huge.

One way to obtain faster algorithms of practical relevance is to find a good bilinear algorithm for multiplying matrices of some small format. Since any bilinear algorithm for multiplying $2 \times 2$-matrices requires at least 7 essential multiplications [20], we have to look for another format. The most promising formats are probably $3 \times 3$-matrix multiplication and $4 \times 4$-matrix multiplication. The best bilinear

[^0]algorithm for multiplying $3 \times 3$-matrices known so far uses 23 essential multiplications [14]. This yields an algorithm for multiplying $n \times n$-matrices with $O\left(n^{\log _{3} 23}\right)=O\left(n^{2.858}\right)$ arithmetic operations. To improve Strassen's algorithm, an algorithm with 21 or less essential bilinear multiplications is required. The currently best upper bound for $4 \times 4$-matrix multiplication follows by applying Strassen's algorithm two times. This yields the upper bound 49. Any improvement of this result immediately yields an algorithm with less than $O\left(n^{\log _{2} 7}\right)$ arithmetic operations.

Investigating the bilinear complexity of the multiplication of matrices of some small format is an interesting and challenging problem, see e.g. [7, Problem 17.1] for the $3 \times 3$ case. The above considerations show that any improvement of the upper bound might yield a new and faster matrix multiplication algorithm of practical relevance. On the other hand, any strengthened lower bound sheds new light on the problem of matrix multiplication and helps to understand its nature.

Before discussing the above issues in more detail, let us first settle the model of computation. In the following, if $V$ is a vector space, let $V^{*}$ denote its dual space.

Definition 1. Let $k$ be a field, $U, V$, and $W$ finite-dimensional vector spaces over $k$, and $\phi: U \times V \rightarrow W$ be a bilinear map.
(1) A sequence $\beta=\left(f_{1}, g_{1}, w_{1}, \ldots, f_{r}, g_{r}, w_{r}\right)$ with $f_{\rho} \in U^{*}, g_{\rho} \in V^{*}$, and $w_{\rho} \in W$ is called a bilinear computation of length $r$ for $\phi$ if

$$
\phi(u, v)=\sum_{\rho=1}^{r} f_{\rho}(u) g_{\rho}(v) w_{\rho} \quad \text { for all } u \in U, v \in V
$$

(2) The length of a shortest bilinear computation for $\phi$ is called the bilinear complexity or the rank of $\phi$ and is denoted by $R(\phi)$.

If we want to emphasize the underlying ground field $k$, we will sometimes write $R_{k}(\phi)$ instead of $R(\phi)$. If we allow that $f_{\rho}$ and $g_{\rho}$ are both elements from $(U \times V)^{*}$, we get quadratic computations. The length of a shortest quadratic computation for $\phi$ is called the multiplicative complexity of $\phi$ and is denoted by $C(\phi)$ or $C_{k}(\phi)$. Obviously, $C(\phi) \leqslant R(\phi)$ and it is not hard to see that $R(\phi) \leqslant 2 C(\phi)$ for any bilinear mapping $\phi$. Since for the design of fast matrix multiplication algorithms, bilinear computations play the most important role, we will focus on the bilinear complexity in the following.

### 1.1. Previous bounds

Let in the following $\langle\ell, m, n\rangle: k^{\ell \times m} \times k^{m \times n} \rightarrow k^{\ell \times n}$ denote the multiplication of $\ell \times m$-matrices with $m \times n$-matrices. Asymptotically, the best lower bound for $n \times n$ matrix multiplication over arbitrary fields is

$$
R(\langle n, n, n\rangle) \geqslant \frac{5}{2} n^{2}-3 n
$$

see [3]. However, this bound does not give any good results for $n<8$. For smaller formats, we have

$$
\begin{equation*}
R(\langle\ell, m, n\rangle) \geqslant \ell m+m n+\ell-m+n-3 \text { for } n \geqslant \ell \geqslant 2 \tag{1}
\end{equation*}
$$

see [4]. This bound even holds for the multiplicative complexity.
For $\langle 2,2,2\rangle$, (1) together with Strassen's algorithms yields $R(\langle 2,2,2\rangle)=7$, see also [20] for the lower bound. De Groote [9] even shows that up to equivalence, there is only one bilinear computation of length 7 for $\langle 2,2,2\rangle$. So this case is well understood.

The next format to investigate is $\langle 2,2,3\rangle$. (Note that the rank of matrix multiplication is invariant under permutations, see e.g. Eq. (14.21) in [7], so it does not matter which of the three possibilities- $\langle 2,2,3\rangle,\langle 2,3,2\rangle$, or $\langle 3,2,2\rangle$-we consider.) Here, (1) yields $R(\langle 2,2,3\rangle) \geqslant 10$ opposed to the upper bound $R(\langle 2,2,3\rangle) \leqslant 11$ obtained by combining Strassen's algorithm with an ordinary matrix-vector multiplication. Over $G F(2)$, we even have $R_{G F(2)}(\langle 2,2,3\rangle)=11$, see [12]. The upper bound of 11 gives an exponent of 2.895 which is worse than the exponent by Strassen's algorithm. Interestingly, we have $C(\langle 2,2,3\rangle)=10$ over fields of characteristic distinct from two by virtue of (1) for the multiplicative complexity and Waksman's algorithm [19].

For the format $\langle 2,3,3\rangle$, (1) yields $R(\langle 2,3,3\rangle) \geqslant 14$, opposed to the upper bound $R(\langle 2,3,3\rangle) \leqslant 15$ by Hopcroft and Kerr [12]. The upper bound of 15 gives an exponent of 2.811, still inferior to Strassen's algorithm.

The next format is $\langle 3,3,3\rangle$. This format is of particular interest, since it is the first one for which the best lower and upper bounds known so far differ significantly. On the other hand, the situation is not hopeless. Eq. (1) yields $R(\langle 3,3,3\rangle) \geqslant 18$. On the other hand, Laderman [14] shows $R(\langle 3,3,3\rangle) \leqslant 23$. Johnson and McLoughlin [13] present further bilinear computations for $\langle 3,3,3\rangle$ of length 23 that are not equivalent to Laderman's computation.

This upper bound gives an exponent of 2.854. An upper bound of 21 would yield a favorable exponent of 2.772 .

For $\langle 4,4,4\rangle$, we have $33 \leqslant R(\langle 4,4,4\rangle) \leqslant 49$, so there is currently not much hope of determining the exact value of $R(\langle 4,4,4\rangle)$.

### 1.2. New results

The main achievement of the present work is another step towards the determination of the value of $R(\langle 3,3,3\rangle)$ as asked for in [7, Problem 17.1]. More precisely, we prove the new lower bound

$$
R(\langle 3,3,3\rangle) \geqslant 19
$$

over arbitrary fields. We will prove this bound in Section 4. The above bound is a special case of the following bound:

$$
R(\langle n, m, n\rangle) \geqslant 2 m n+2 n-m-2 \quad \text { for } m \geqslant n \geqslant 3
$$

which will be proven in Section 5. Compared with (1), this is an improvement by one. This might seem like a small improvement at a first glance, but for instance, the problem whether $R(\langle 3,3,3\rangle)$ equals 17 or is strictly greater than 17 had been open for over 20 years after the proof that $R(\langle 3,3,3\rangle) \geqslant 17$ by Brockett and Dobkin [6]. Unfortunately, we are only able to prove this new bound for the bilinear complexity and only for formats of the type $\langle n, m, n\rangle$ (instead of $\langle\ell, m, n\rangle$ ).

## 2. Lower bound techniques

In this section we compile some of the results which were used by Alder and Strassen [1] to prove their so-called Alder-Strassen bound. Their method is a refinement of the substitution method, which is due to Pan [15]. Beside the original paper of Alder and Strassen, Chapter IV. 2 of [11] and Chapter 17 of [7] are excellent treatments of the method of Alder and Strassen. The term "separate" and the Extension Lemma are taken from there, but everything is also implicitly in the work of Alder and Strassen. Alder and Strassen consider quadratic computations and multiplicative complexity. Since bilinear computations and bilinear complexity are only special cases, their results transfer to bilinear computations and bilinear complexity at once. Because we are concerned with bilinear complexity in this work, we focus on bilinear complexity in this section and state all of the results for the bilinear complexity explicitly.

Definition 2. Let $U, V$, and $W$ be vector spaces over some field $k$ and $\beta=$ $\left(f_{1}, g_{1}, w_{1}, \ldots, f_{r}, g_{r}, w_{r}\right)$ be a bilinear computation for a bilinear map $\phi: U \times$ $V \rightarrow W$. Let $U_{1} \subseteq U, V_{1} \subseteq V$, and $W_{1} \subseteq W$ be subspaces. The computation $\beta$ separates $\left(U_{1}, V_{1}, W_{1}\right)$, if there are disjoint sets of indices $I, J \subseteq\left\{\rho \mid w_{\rho} \notin W_{1}\right\}$ such that

$$
U_{1} \cap \bigcap_{i \in I} \operatorname{ker} f_{i}=\{0\} \quad \text { and } \quad V_{1} \cap \bigcap_{j \in J} \operatorname{ker} g_{j}=\{0\} .
$$

The latter condition is equivalent to the condition that $\left(\left.f_{i}\right|_{U_{1}}\right)_{i \in I}$ and $\left(\left.g_{j}\right|_{V_{1}}\right)_{j \in J}$ generate the dual spaces $U_{1}^{*}$ and $V_{1}^{*}$, respectively. This insight immediately yields the following lower bound:

Lemma 3. Let $U, V$, and $W$ be vector spaces over some ground field $k$ and let $\beta=\left(f_{1}, g_{1}, w_{1}, \ldots, f_{r}, g_{r}, w_{r}\right)$ be a bilinear computation for some bilinear map $\phi$ : $U \times V \rightarrow W$. Let $U_{1} \subseteq U, \quad V_{1} \subseteq V$, and $W_{1} \subseteq W$ be subspaces such that $\beta$ separates $\left(U_{1}, V_{1}, W_{1}\right)$. Then

$$
r \geqslant \operatorname{dim} U_{1}+\operatorname{dim} V_{1}+\#\left\{\rho \mid w_{\rho} \in W_{1}\right\} .
$$

To achieve good lower bounds by means of Lemma 3, one has to find an optimal bilinear computation that separates a "large" triple. An important tool to solve this task is the following "Extension Lemma". If $T$ is a subset of some vector space over a field $k$, let in the following $\langle T\rangle$ denote its $k$-linear span.

Lemma 4 (Alder and Strassen). Let $U, V$, and $W$ be vector spaces over a field $k$ and $\beta$ be a bilinear computation for a bilinear map $\phi: U \times V \rightarrow W$. Let $U_{1} \subseteq U_{2} \subseteq U, \quad V_{1} \subseteq V$, and $W_{1} \subseteq W$ be subspaces such that $\beta$ separates the triple $\left(U_{1}, V_{1}, W_{1}\right)$. Then $\beta$ separates also $\left(U_{2}, V_{1}, W_{1}\right)$, or there is some $u \in U_{2} \backslash U_{1}$ such that

$$
\phi(u, V) \subseteq\left\langle\phi\left(u, V_{1}\right)\right\rangle+W_{1} .
$$

The Extension Lemma holds in the same manner for a subspace $V_{2}$ with $V_{1} \subseteq V_{2} \subseteq V$. If one replaces the term $\phi\left(u, V_{1}\right)$ by $\phi\left(U_{2}, V_{1}\right)$, then the Extension Lemma also holds for quadratic computations. For a proof in the quadratic case, we refer to [1,11] or [7]. For a proof in the bilinear case (with $\phi\left(u, V_{1}\right)$ instead of $\phi\left(U_{2}, V_{1}\right)$ ), see [5]. (Actually, all proofs in this paper also work with $\phi\left(U_{2}, V_{1}\right)$.)

## 3. Equivalence of computations

In this section, we establish some (well-known) equivalence transformations on the set of all computations of a given length $r$ for $\langle\ell, m, n\rangle$. We will exploit these equivalence relations in the following sections frequently. For a comprehensive theory of equivalence of computations for bilinear mappings, we refer to [10].

Let $\beta=\left(f_{1}, g_{1}, w_{1}, \ldots, f_{r}, g_{r}, w_{r}\right)$ be a bilinear computation of length $r$ for $\langle\ell, m, n\rangle$. Surely, permuting the products defines a equivalence relation. If $a \in k^{\ell \ell \ell}, b \in k^{m \times m}$, and $c \in k^{n \times n}$ are invertible matrices, then

$$
x y=a^{-1}\left(a x b^{-1}\right)\left(b y c^{-1}\right) c=\sum_{\rho=1}^{r} f_{\rho}\left(a x b^{-1}\right) g_{\rho}\left(b y c^{-1}\right) a^{-1} w_{\rho} c
$$

for all $x, y \in A$. Therefore, $\tilde{\beta}=\left(\tilde{f_{1}}, \tilde{g}_{1} \tilde{w}_{1}, \ldots, \tilde{f}_{r}, \tilde{g}_{r}, \tilde{w}_{r}\right)$ is a bilinear computation for $\langle\ell, m, n\rangle$, where $\tilde{w}_{\rho}=a^{-1} w_{\rho} c$ and the linear forms $\tilde{f}_{\rho}$ and $\tilde{g}_{\rho}$ are defined by $\tilde{f_{\rho}}(x)=$ $f_{\rho}\left(a x b^{-1}\right)$ and $\tilde{g}_{\rho}(y)=g_{\rho}\left(b y c^{-1}\right)$ for all $x, y$. Due to the shape of the above equation, this transformation is also called sandwiching. Finally, let $\bar{f}_{\rho}$ and $\bar{g}_{\rho}$ be defined by $\bar{f}_{\rho}(x)=g_{\rho}\left(x^{\top}\right)$ and $\bar{g}_{\rho}(y)=f_{\rho}\left(y^{\top}\right)$ for all $x \in k^{n \times m}$ and $y \in k^{m \times \ell}$, respectively. The computation $\left(\bar{f}_{1}, \bar{g}_{1} w_{1}^{\top}, \ldots, \bar{f}_{r}, \bar{g}_{r}, w_{r}^{\top}\right)$ is a bilinear computation for $\langle n, m, \ell\rangle$, because

$$
\sum_{\rho=1}^{r} \bar{f}_{\rho}(x) \bar{g}_{\rho}(y) w_{\rho}^{\top}=\left(\sum_{\rho=1}^{r} f_{\rho}\left(y^{\top}\right) g_{\rho}\left(x^{\top}\right) w_{\rho}\right)^{\top}=\left(y^{\top} x^{\top}\right)^{\top}=x y .
$$

We denote the resulting "transposed" computation by $\beta^{\top}$.

## 4. Multiplying $\mathbf{3} \times 3$-matrices

In this section, we start with the proof of the new bound for the bilinear complexity of the multiplication of matrices of small formats. To be kind to the
reader's patience, we first prove the bound $R(\langle 3, m, 3\rangle) \geqslant 5 m+4$ for $m \geqslant 3$. In particular, the rank of $3 \times 3$-matrix multiplication is at least 19 . The rather technical and elaborate proof of the general bound is postponed to the next section. We will prove some intermediate results in its full generality, whenever we can achieve this with little extra effort.

By switching over to the algebraic closure, we may assume w.l.o.g. for the remainder of this paper that the underlying field is algebraically closed.

In the following, let $R^{e, h}, L_{\eta}^{e, h}$ for $0 \leqslant \eta \leqslant h$, and $Z_{\eta^{\prime}}^{e, h}$ for $1 \leqslant \eta^{\prime} \leqslant h$ denote the following subspaces of $k^{e \times h}$ :

$$
\begin{aligned}
R^{e, h} & =\left(\begin{array}{ccccccc}
0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
* & \cdots & * & * & * & \cdots & * \\
\vdots & & \vdots & \vdots & \vdots & & \vdots \\
* & \cdots & * & * & * & \cdots & *
\end{array}\right), \\
L_{\eta}^{e, h} & =\left(\begin{array}{cccccccc}
0 & \cdots & 0 & 0 & * & \cdots & * \\
0 & \cdots & 0 & 0 & * & \cdots & * \\
\vdots & & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & 0 & * & \cdots & * \\
\underbrace{}_{\eta} & & & &
\end{array}\right), \\
Z_{\eta^{\prime}}^{e, h} & =\left(\begin{array}{lllllll}
0 & \cdots & 0 & 0 & * & \cdots & * \\
0 & \cdots & 0 & * & * & \cdots & * \\
\vdots & & \vdots & \vdots & \vdots & & \vdots \\
0 & \cdots & 0 & * & * & \cdots & *
\end{array}\right)
\end{aligned}
$$

Each of the above three matrices denotes the vector space that is obtained by substituting each "*" by an arbitrary element from $k$. The extreme cases $L_{0}^{e, h}$ and $L_{h}^{e, h}$ are the whole space $k^{e \times h}$ and the nullspace, respectively. We have the inclusions $L_{\eta}^{e, h} \subset Z_{\eta}^{e, h} \subset L_{\eta-1}^{e, h}$ for all $1 \leqslant \eta \leqslant h$. Furthermore, $R^{e, h} \cdot k^{h \times j}=R^{e, j}$ and $k^{e \times h} \cdot L_{\eta}^{h, j}=L_{\eta}^{e, j}$.

In the following, $m$ and $n$ always specify the format of the matrix multiplication map $\langle n, m, n\rangle$ we are investigating. Of crucial matter is the following lemma. It also holds for the more general case of the multiplication of $\ell \times m$-matrices with $m \times n$-matrices.

Lemma 5. With the above notations, let $1 \leqslant t \leqslant n$ and let $W_{1}, \ldots, W_{t}$ be subspaces of $k^{\ell \times n}$ such that $W_{\tau} \subseteq Z_{\tau}^{\ell, n}$ and $W_{\tau} \cap L_{\tau}^{\ell, n}=\{0\}$ for all $1 \leqslant \tau \leqslant t-1$ as well as $W_{t} \subseteq L_{t}^{\ell, n}$ and $\operatorname{dim} W_{t} \leqslant \ell-1$. Then the following holds: if $\beta$ is a bilinear computation for $\langle\ell, m, n\rangle$, then $\beta$ separates the triple $\left(k^{\ell \times m}, L_{1}^{m, n}, W\right)$, where $W=W_{1}+\cdots+W_{t}$.

Proof. As $W_{\tau} \cap L_{\tau}^{\ell, n}=\{0\}$ and $W_{\tau} \subseteq Z_{\tau}^{\ell, n} \subseteq L_{\tau-1}^{\ell, n}$, we may choose a projection $\pi_{\tau}$ : $L_{\tau-1}^{\ell, n} \rightarrow L_{\tau}^{\ell, n}$ for all $1 \leqslant \tau<t$ such that $W_{\tau} \subseteq \operatorname{ker} \pi_{\tau}$. Let $p_{\tau}=\pi_{\tau} \circ \cdots \circ \pi_{1}$ for $1 \leqslant \tau<t$. For technical reasons, let $p_{0}$ be the identity. Clearly, $p_{\tau}(W)=W_{\tau+1}+\cdots+W_{t}$.

The proof of the lemma is divided into several steps, in each of these steps (except the first) we utilize the Extension Lemma to extend a given triple.

1. By definition, $\beta$ separates the triple ( $\{0\},\{0\}, W$ ).
2. The computation $\beta$ separates $\left(\{0\}, L_{t}^{m, n}, W\right)$ : if $L_{t}^{m, n}=\{0\}$, that is, $t=n$, then this has already been proven in step 1. Otherwise, assume that $\beta$ does not separate $\left(\{0\}, L_{t}^{m, n}, W\right)$. By the Extension Lemma, there is some $b \in L_{t}^{m, n} \backslash\{0\}$ such that $k^{\ell \times m} \cdot b \subseteq W$.

The vector space $k^{\ell \times m} \cdot b$ on the left-hand side of the above inclusion is contained in $L_{t}^{\ell, n} \subset L_{t-1}^{\ell, n}$. Applying $p_{t-1}$ to the above inclusion yields $k^{\ell \times m} \cdot b \subseteq W_{t}$, a contradiction, since the dimension of the vector space $k^{\ell \times m} \cdot b$ is at least $\ell$ but $\operatorname{dim} W_{t} \leqslant \ell-1$.
3. The computation $\beta$ separates $\left(R^{\ell, m}, L_{t}^{m, n}, W\right)$ : otherwise, there is some $a \in R^{\ell, m} \backslash\{0\}$ such that

$$
a \cdot k^{m \times n} \subseteq a \cdot L_{t}^{m, n}+W
$$

If we apply $p_{t-1}$ to this inclusion, we obtain $p_{t-1}\left(a \cdot k^{m \times n}\right) \subseteq L_{t}^{\ell, n}+W_{t} \subseteq L_{t}^{\ell, n}$. This is a contradiction, since $p_{t-1}\left(a \cdot k^{m \times n}\right)$ contains a matrix that has a nonzero entry in its $t$ th column. (The last assertion is easily seen as follows: there is an index pair $(\lambda, \mu)$ such that $a$ has a nonzero entry in position $(\lambda, \mu)$. Let $u \in k^{m \times n}$ be the matrix that has a one in position $(\mu, t)$ and zeros elsewhere. The matrix $a u$ has a nonzero entry in its $t$ th column and is in $L_{t-1}^{\ell, n}$. Thus $p_{t-1}(a u)=a u$.)
4. If $\beta$ separates $\left(R^{\ell, m}, L_{\tau+1}^{m, n}, W\right)$, then also $\left(R^{\ell, m}, L_{\tau}^{m, n}, W\right)$ : otherwise, there is some $b \in L_{\tau}^{m, n} \backslash L_{\tau+1}^{m, n}$ such that

$$
k^{\ell \times m} \cdot b \subseteq R^{\ell, m} \cdot b+W
$$

The vector spaces $k^{\ell \times m} \cdot b$ and $R^{\ell, m} \cdot b$ are contained in $L_{\tau}^{\ell, n}$. Thus application of $p_{\tau}$ yields

$$
k^{\ell \times m} \cdot b \subseteq R^{\ell, n} \cap L_{\tau}^{\ell, n}+W_{\tau+1}+\cdots+W_{t} .
$$

This is a contradiction, since $k^{n \times n} \cdot b$ contains a matrix that has a nonzero entry in position $(1, \tau+1)$ (this is seen as in step 3 ) while the vector space on the right-hand side is contained in $Z_{\tau+1}^{\ell, n}$.
5. By induction (steps 3 and 4), $\beta$ separates ( $\left.R^{\ell, m}, L_{1}^{m, n}, W\right)$.
6. Finally, $\beta$ separates $\left(k^{\ell \times m}, L_{1}^{m, n}, W\right)$ : otherwise, we can find a matrix $a \in k^{\ell \times m} \backslash R^{\ell, m}$ such that

$$
a \cdot k^{m \times n} \subseteq a \cdot L_{1}^{m, n}+W \subseteq L_{1}^{\ell, n}+W
$$

This is a contradiction, because the set on the left-hand side contains a matrix that has a nonzero entry in position $(1,1)$ (this is seen as in the previous steps), but the set on the right-hand side is contained in $Z_{1}^{\ell, n}$.

In the following, we will assume that there is a bilinear computation $\beta=$ $\left(f_{1}, g_{1}, w_{1}, \ldots, f_{r}, g_{r}, w_{r}\right)$ of length $r=2 m n+2 n-m-3$ for $\langle n, m, n\rangle$ where $m \geqslant n \geqslant 3$. We will then prove that this assumption leads to a contradiction. (Unfortunately, we are not able to give a direct proof, since we will utilize a transformation which does not work for larger values of $r$.) The first goal in the course of the proof is the following: transform $\beta$ via equivalence transformations in such a way that
(1) $g_{1}, \ldots, g_{M}$ is a basis of $\left(k^{n \times m}\right)^{*}$ where $M=m n$ and
(2) there is an $a \in \bigcap_{\mu=M+1}^{2 M+n-m-1} \operatorname{ker} f_{\mu}$ with $0<\mathrm{rk} a<n$. (In other words, $a$ is neither zero nor of full rank.)

An important ingredient of the proof of this first goal is the following lemma which is proven in [4, Section 4].

Lemma 6. Let $k$ be an algebraically closed field. If $a_{1}, \ldots, a_{2 n-2} \in k^{n \times n}$, then there are invertible matrices $u, v \in k^{n \times n}$ such that

$$
u \cdot a_{1} \cdot v, \ldots, u \cdot a_{2 n-2} \cdot v \in Z_{1}^{n, n}
$$

W.l.o.g. we may assume that $f_{1}, \ldots, f_{M}$ is a basis of $\left(k^{n \times m}\right)^{*}$. By Lemma 6 , we can achieve $w_{2 M-m}, \ldots, w_{r} \in Z_{1}^{n, n}$. By a suitable renumbering of the products $1, \ldots, M$, we may assume that in addition $R^{n, m} \cap \bigcap_{\mu=1}^{M-m} \operatorname{ker} f_{\mu}=\{0\}$. Hence, for all $b \in k^{n \times m}$ there is a $u \in R^{n, m}$ such that

$$
\begin{equation*}
f_{\mu}(b)=f_{\mu}(u), \quad 1 \leqslant \mu \leqslant M-m \tag{2}
\end{equation*}
$$

Let $c$ be an arbitrary element from $\left(\bigcap_{\mu=M-m+1}^{2 M-m-1} \operatorname{ker} g_{\mu}\right) \backslash\{0\}$. Let $b \in k^{n \times m}$ be arbitrary and $u \in R^{n, m}$ be such that (2) holds. Then

$$
(b-u) c=\sum_{\rho=2 M-m}^{r} f_{\rho}(b-u) g_{\rho}(c) w_{\rho} .
$$

Since $u c \in R^{n, n}$, this yields

$$
b c \in R^{n, n}+\left\langle w_{2 M-m}, \ldots, w_{r}\right\rangle \subseteq Z_{1}^{n, n} .
$$

Because $b$ is arbitrary, $c$ cannot have full rank. (Since $m \geqslant n$, if $x \in k^{n \times m}$ and $y \in k^{m \times n}$ have full rank, then the homomorphisms induced by $u \mapsto x u$ and $v \mapsto v y$ are both surjective.)

Let $d=\operatorname{dim}\left\langle g_{M-m+1}, \ldots, g_{2 M-m-1}\right\rangle$ and let $i_{1}, \ldots, i_{d}$ be indices from the set $\{M-m+1, \ldots, 2 M-m-1\}$ such that $g_{i_{1}}, \ldots, g_{i_{d}}$ form a basis of this vector space. Obviously, $d \leqslant M-1$. Choose indices $i_{d+1}, \ldots, i_{M} \in\{1, \ldots, M-m, 2 M-m, \ldots, r\}$ such that $g_{i_{1}}, \ldots, g_{i_{M}}$ form a basis of $\left(k^{m \times n}\right)^{*}$. (This is indeed possible, because $g_{1}, \ldots, g_{r}$ generate $\left(k^{m \times n}\right)^{*}$.) Let $y_{1}, \ldots, y_{M}$ denote the dual basis of $g_{i_{1}}, \ldots, g_{i_{M}}$. In particular, $y_{M} \in \bigcap_{\delta=1}^{d}$ ker $g_{i_{\delta}}$. By construction, the linear span of $g_{i_{1}}, \ldots, g_{i_{d}}$ equals that of $g_{M-m+1}, \ldots, g_{2 M-m-1}$. Thus, we even have $y_{M} \in \bigcap_{\mu=M-m+1}^{2 M-m-1} \operatorname{ker} g_{\mu}$. By the above consideration (for $c=y_{M}$ ), this implies that $y_{M}$ does not have full rank.

We permute the products of $\beta$ such that $i_{\mu}=\mu$ for $1 \leqslant \mu \leqslant M$. We have achieved so far: $g_{1}, \ldots, g_{M}$ form a basis of $\left(k^{m \times n}\right)^{*}$ with dual basis $y_{1}, \ldots, y_{M}$ and $y_{M}$ does not have full rank. By exploiting sandwiching, we may assume that the first column of $y_{M}$ is nonzero. Permute the other $y$ 's in such a way, that the first columns of $y_{M+n-m}, \ldots, y_{M}$ are linearly independent.

If now $\operatorname{dim}\left\langle f_{M+n-m}, \ldots, f_{r}\right\rangle \leqslant M-1$, then $\left(\bigcap_{\rho=M+n-m}^{r} \operatorname{ker} f_{\rho}\right)$ contains a matrix $a \neq 0$ and we have

$$
a \cdot y_{\mu}=\sum_{\rho=1}^{r} f_{\rho}(a) g_{\rho}\left(y_{\mu}\right) w_{\rho}=0, \quad M+n-m \leqslant \mu \leqslant M .
$$

The matrix $a$ cannot have full rank, since each of its $n$ rows is orthogonal to the first column of each of the $m-n+1$ many $y_{\mu}$ with $M+n-m \leqslant \mu \leqslant M$. Thus $0<\mathrm{rk} a<n$ and we have reached our first goal.

Otherwise, choose $j_{1}, \ldots, j_{M} \in\{M+n-m, \ldots, r\}$ such that $f_{j_{1}}, \ldots, f_{j_{M}}$ form a basis. We may permute the products of $\beta$ such that for all $1 \leqslant \lambda \leqslant M, j_{\lambda}$ is mapped to $\lambda$ and for all $1 \leqslant \mu \leqslant M+n-m-1, \mu$ is mapped to $M+\mu$. Then $f_{1}, \ldots, f_{M}$ is a basis and we have $y_{M} \in \bigcap_{\mu=M+1}^{2 M+n-m-1} \operatorname{ker} g_{\mu}$, because we had $y_{M} \in \bigcap_{\mu=1}^{M-1} \operatorname{ker} g_{\mu}$ before this permutation. Now we exchange the $f$ 's with the $g$ 's by switching over to $\beta^{\top}=\left(\bar{f}_{1}, \bar{g}_{1}, w_{1}^{\top}, \ldots, \bar{f}_{r}, \bar{g}_{r}, w_{r}^{\top}\right)$ which is again a bilinear computation for $\langle n, m, n\rangle$. After this exchange, $\bar{g}_{1}, \ldots, \bar{g}_{M}$ form a basis and for $a=y_{M}^{\top}$, we have $1 \leqslant \mathrm{rk} a \leqslant n-1$ and $a \in \bigcap_{\mu=M+1}^{2 M+n-m-1} \operatorname{ker} \bar{f}_{\mu}$. This finishes the proof of the following lemma.

Lemma 7. Let $m \geqslant n \geqslant 3$. If $R(\langle n, m, n\rangle) \leqslant 2 m n+2 n-m-3$, then there is a bilinear computation $\beta=\left(f_{1}, g_{1}, w_{1}, \ldots, f_{r}, g_{r}, w_{r}\right)$ of length $r=2 m n+2 n-m-3$ for $\langle n, m, n\rangle$ such that with $M=m n, g_{1}, \ldots, g_{M}$ form a basis of $\left(k^{m \times n}\right)^{*}$ and there is an $a \in \bigcap_{\mu=M+1}^{2 M+n-m-1} \operatorname{ker} f_{\mu}$ with $1 \leqslant \operatorname{rk} a \leqslant n-1$.

Let $\beta=\left(f_{1}, g_{1}, w_{1}, \ldots, f_{r}, g_{r}, w_{r}\right)$ with $r=2 m n+2 n-m-3$ be such a computation for $\langle n, m, n\rangle$. Let $y_{1}, \ldots, y_{M}$ denote the dual basis of $g_{1}, \ldots, g_{M}$. By sandwiching, we may assume that $a$ has the form

$$
a=\left(\begin{array}{ccccccccc}
0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 \\
\vdots & \ddots & \vdots & \vdots & & \vdots & \vdots & & \vdots \\
0 & \ldots & 0 & 0 & \ldots & 0 & 0 & \ldots & 0 \\
0 & \ldots & 0 & 1 & \ldots & 0 & 0 & \ldots & 0 \\
\vdots & & \vdots & \vdots & \ddots & \vdots & \vdots & & \vdots \\
0 & \ldots & 0 & \underbrace{0}_{n-\mathrm{rk} a} \ldots & 1 & 0 & \ldots & 0
\end{array}\right) .
$$

For all $1 \leqslant \mu \leqslant M$,

$$
\begin{equation*}
a y_{\mu}=\sum_{\rho=1}^{r} f_{\rho}(a) g_{\rho}\left(y_{\mu}\right) w_{\rho} \in\left\langle w_{\mu}, w_{2 M+n-m}, \ldots, w_{r}\right\rangle . \tag{3}
\end{equation*}
$$

By a suitable renumbering of $g_{1}, \ldots, g_{M}$ and therefore also of $y_{1}, \ldots, y_{M}$, we may assume w.l.o.g. that $a y_{1}, \ldots, a y_{s}$ form a basis of the vector space $S=a \cdot k^{m \times n}$. Clearly, $s=\operatorname{dim} S=n \cdot$ rk $a$. Eq. (3) yields

$$
S \subseteq\left\langle w_{1}, \ldots, w_{s}, w_{2 M+n-m}, \ldots, w_{r}\right\rangle=: S^{\prime}
$$

Let $d=\operatorname{dim} S^{\prime}-\operatorname{dim} S$. Since $r=2 M+2 n-m-3, d \leqslant n-2$. Choose indices $i_{1}, \ldots, i_{d} \in\{1, \ldots, s, 2 M+n-m, \ldots, r\}=: I$ such that

$$
\begin{equation*}
S+\left\langle w_{i_{1}}, \ldots, w_{i_{d}}\right\rangle=\left\langle w_{1}, \ldots, w_{s}, w_{2 M+n-m}, \ldots, w_{r}\right\rangle=S^{\prime} . \tag{4}
\end{equation*}
$$

We now distinguish two cases: $\mathrm{rk} a>1$ and $\mathrm{rk} a=1$. Since the remainder of the proof is rather technical and elaborate in its full generality, we here restrict ourselves to case $n=3$. The general case is proven in the next section.

If $n=3$, then the case distinction is $\mathrm{rk} a=2$ or $\mathrm{rk} a=1$. We have $M=3 m$ and the length of $\beta$ is $r=5 m+3$. The constant $d$ in (4) is either zero or one. Furthermore, $I=\{1, \ldots, s, r\}$.

We first treat the case rk $a=2$. In this case, $S=R^{3,3}$. If $d=0$, then also $S^{\prime}=R^{3,3}$. If $d=1$, then we can transform $w_{i_{1}}$ by sandwiching with column operations into

$$
w_{i_{1}} \in\left(\begin{array}{ccc}
0 & 0 & * \\
* & * & * \\
* & * & *
\end{array}\right) \quad \text { and therefore also } \quad S^{\prime} \subseteq\left(\begin{array}{ccc}
0 & 0 & * \\
* & * & * \\
* & * & *
\end{array}\right) .
$$

Since this transformation is achieved by mapping $w_{\rho} \mapsto w_{\rho} c$ and $g_{\rho} \mapsto \tilde{g}_{\rho}$ with $\tilde{g}_{\rho}(y)=$ $g_{\rho}\left(y c^{-1}\right)$ for some $c \in k^{3 \times 3}$, this does neither affect $a$ nor $S$. In addition, Eq. (4) still holds. As $S \subseteq S^{\prime}, \operatorname{dim} S^{\prime}-\operatorname{dim}\left(S^{\prime} \cap L_{1}^{3,3}\right)=2$ and $\operatorname{dim} S^{\prime}-\operatorname{dim}\left(S^{\prime} \cap L_{2}^{3,3}\right)=4$. Let $j_{1}, \ldots, j_{4} \in I=\{1, \ldots, 6, r\}$ be pairwise distinct such that

$$
\left\langle w_{j_{1}}, w_{j_{2}}\right\rangle \cap L_{1}^{3,3}=\{0\} \quad \text { and } \quad\left\langle w_{j_{1}}, \ldots, w_{j_{4}}\right\rangle \cap L_{2}^{3,3}=\{0\} .
$$

Set $W_{1}=\left\langle w_{j_{1}}, w_{j_{2}}\right\rangle$. Let $p$ be a projection onto $L_{1}^{3,3}$ such that $W_{1} \subset \operatorname{ker} p$. Set $W_{2}=$ $\left\langle p\left(w_{j_{3}}\right), p\left(w_{j_{4}}\right)\right\rangle$. Since $w_{j_{3}}, w_{j_{4}} \in L_{1}^{3,3}+\left\langle w_{j_{1}}, w_{j_{2}}\right\rangle, w_{j_{3}}, w_{j_{4}} \in W_{1}+W_{2}$. By construction, $W_{\tau} \cap L_{\tau}^{3,3}=\{0\}$ and $W_{\tau} \subseteq Z_{\tau}^{3,3}$ for $\tau=1,2$ as well as $w_{j_{1}}, \ldots, w_{j_{4}} \in W_{1}+W_{2}$. Since $\beta$ separates $\left(k^{3 \times m}, L_{1}^{m, 3}, W_{1}+W_{2}\right)$ by Lemma 5 (with $t=3$, set formally $W_{3}=\{0\}$ ), we obtain $r \geqslant 3 m+2 m+4=5 m+4$ by Lemma 3. This contradicts the assumption $r=5 m+3$. Thus, we have indeed $r \geqslant 5 m+4$ in this case.

We now treat the case rk $a=1$. As we did once before, we replace $w_{\rho}$ with $w_{\rho}^{\top}$ by "transposing" the computation $\beta$. After this, $S=L_{2}^{3,3}$. If $d=1$, then $w_{i_{1}} \notin S=L_{2}^{3,3}$. After possibly exchanging the first with the second column, we may assume w.l.o.g. that $w_{i_{1}}$ has a nonzero entry in its first column, that is, $w_{i_{1}} \notin L_{1}^{3,3}$. This does not affect $S$, since the third column is not affected. Choose distinct indices $j_{1}, j_{2} \in\{1, \ldots, r\}$ such that $\left\langle w_{j_{1}}, w_{j_{2}}\right\rangle \cap L_{1}^{3,3}=\{0\}$. (Note that $\left\langle w_{1}, \ldots, w_{r}\right\rangle=k^{3 \times 3}$.) If $d=1$, we choose
$j_{1}=i_{1}$. Now choose distinct indices $j_{3}, j_{4} \in I \backslash\left\{j_{1}, j_{2}\right\}$. This is possible, because $I=$ $\{1,2,3, r\}$, in particular $\# I=4$. Set $W_{1}=\left\langle w_{j_{1}}, w_{j_{2}}\right\rangle$. Let $p$ be a projection onto $L_{1}^{3,3}$ such that $W_{1} \subset \operatorname{ker} p$. Set $W_{2}=\left\langle p\left(w_{j_{3}}\right), p\left(w_{j_{4}}\right)\right\rangle$. By construction, $W_{1} \cap L_{1}^{3,3}=\{0\}$ and $W_{2} \subset S$, since $w_{j_{3}}, w_{j_{4}} \in S+\left\langle w_{i_{1}}\right\rangle$ and $w_{i_{1}} \in \operatorname{ker} p$ (in the case $d=1$ ) or $w_{j_{3}}, w_{j_{4}} \in S(d=0)$. Clearly, $\operatorname{dim} W_{2} \leqslant 2$. Like in the case $\operatorname{rk} a=2, w_{j_{1}}, \ldots, w_{j_{4}} \in W_{1}+$ $W_{2}$ holds. By Lemma 5, $\beta$ separates $\left(k^{3 \times m}, L_{1}^{m, 3}, W_{1}+W_{2}\right)$ and by Lemma 3, $r \geqslant 3 m+2 m+4=5 m+4$. This again contradicts the assumption $r=5 m+3$. Thus, also in this case we have indeed $r \geqslant 5 m+4$. This completes the proof of the following proposition.

Proposition 8. For any field $k$ and for all $m \geqslant 3$,

$$
R(\langle 3, m, 3\rangle) \geqslant 5 m+4 .
$$

In particular, we obtain the new lower bound 19 for the rank of $3 \times 3$-matrix multiplication.

Corollary 9. For any field $k, R(\langle 3,3,3\rangle) \geqslant 19$.

## 5. The general case

For the proof of the new bound in the general case, we need the following technical lemmata. In the following, $G_{h}(e, k) \subset k^{e \times e}$ and $G^{h}(e, k) \subset k^{e \times e}$ denote the multiplicative groups of all invertible matrices of the form

$$
\left(\begin{array}{cc}
i_{h} & 0 \\
0 & x
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{cc}
y & 0 \\
0 & i_{e-h}
\end{array}\right)
$$

respectively, where $i_{h}$ and $i_{e-h}$ denote the identity matrices of size $h \times h$ and $(e-h) \times(e-h)$, respectively, and $x$ and $y$ are invertible matrices of size $(e-h) \times$ $(e-h)$ and $h \times h$, respectively. Multiplication with a matrix in $G_{h}(e, k)$ from the right corresponds to column operations of the columns $h+1, \ldots, e$. In the same way, multiplication with a matrix in $G^{h}(e, k)$ from the left corresponds to row operations of the rows $1, \ldots, h$. (Of course, the same holds if we exchange right with left and columns with rows.) Let $P_{h}(e, k) \subset G_{h}(e, k)$ and $P^{h}(e, k) \subset G^{h}(e, k)$ denote the subgroups of all permutation matrices. These are the groups of all matrices where $x$ and $y$ are permutation matrices.

Most parts of the following proof work also for general matrix multiplication maps $\langle\ell, m, n\rangle$ (with possibly $\ell \neq n$ ). More precisely, we could state the following lemmata for $L_{h}^{\ell, n}$ instead of $L_{h}^{n, n}$ and so on-with the exception of Lemma 13. For Lemma 13, we would need the further assumption that $\ell \leqslant n$. Since we might interchange $\ell$ and $n$ in the course of the proof of Lemma 7, we cannot assure the condition $\ell \leqslant n$ in general. Therefore, we state everything only for the case $\ell=n$.

Lemma 10. Let $p: L_{h}^{n, n} \rightarrow L_{h+1}^{n, n}$ be a projection and let $W=\operatorname{ker} p$. If $u \in k^{n \times n}$ is invertible and $v \in G_{h+1}(n, k)$, then there is a projection $\pi: L_{h}^{n, n} \rightarrow L_{h+1}^{n, n}$ such that $\operatorname{ker} \pi=$ $u W v$ and $\pi(u x v)=u p(x) v$ for all $x \in L_{h}^{n, n}$.

Proof. We proceed in three steps.

1. Let $y \in L_{h}^{n, n}$ be arbitrary. The first $h+1$ columns of $y v$ equal the first $h+1$ columns of $y$, since multiplication with elements in $G_{h+1}(n, k)$ does not affect the first $h+1$ columns. Thus, $u y v \in L_{h}^{n, n}$. If in addition $y \in L_{h+1}^{n, n}$, then even $u y v \in L_{h+1}^{n, n}$.
2. If $w_{1}, \ldots, w_{n}$ is a basis of $W$ and $q_{v}$ denotes the $(h+1)$ th column of $w_{v}$, then $u q_{v}$ is the $(h+1)$ th column of $u w_{v} v$ by step 1 . Since $q_{1}, \ldots, q_{n}$ are linearly independent, so are $u q_{1}, \ldots, u q_{n}$. Thus $(u W v) \cap L_{h+1}^{n, n}=\{0\}$. Since $(u W v) \subseteq L_{h}^{n, n}$ by step 1 , we may choose $\pi$ as the projection along $u W v$ onto $L_{h+1}^{n, n}$.
3. If $x \in L_{h}^{n, n}$, then $x$ can be decomposed in a unique way into $x=w+y$ with $w \in W$ and $y \in L_{h+1}^{n, n}$ Thus, $u p(x) v=u y v$. On the other hand, $u x v=u w v+u y v$. As $u w v \in u W v$ and $u y v \in L_{h+1}^{n, n}, \pi(u x v)=u y v=u p(x) v$.

Lemma 11. Let $V$ be a vector space and $X \subseteq Y$ be subspaces of $V$. Let $q$ be a projection such that $((\operatorname{ker} q) \cap Y)+X=Y$. Then also $((\operatorname{ker} q) \cap Y)+q(X)=Y$.

Proof. Replace $X$ by a subspace $X^{\prime} \subseteq X$ such that $((\operatorname{ker} q) \cap Y) \oplus X^{\prime}=Y$. Each $y \in Y$ can (uniquely) be written as $y=a+b$ with $a \in(\operatorname{ker} q) \cap Y$ and $b \in(\operatorname{im} q) \cap Y$. On the other hand, $b$ can be (uniquely) written as $b=c+x$ with $c \in(\operatorname{ker} q) \cap Y$ and $x \in X^{\prime}$. Since $q$ is a projection, $b=q(b)=q(x)$. Thus $y=$ $a+q(x)$ yielding $Y=((\operatorname{ker} q) \cap Y) \oplus q\left(X^{\prime}\right)$. But $q(X)=q\left(X^{\prime}\right)$ and the lemma follows.

Lemma 12. Let $h \leqslant n-1, s \leqslant n-1-h$ and $x_{1}, \ldots, x_{s} \in L_{h}^{n, n}$. Then there are a matrix $v \in G_{h}(n, k)$, a number $t$ with $1 \leqslant t \leqslant s+1$ and subspaces $W_{1}, \ldots, W_{t}$ with $W_{\tau} \subseteq Z_{h+\tau}^{n, n}$ and $W_{\tau} \cap L_{h+\tau}^{n, n}=\{0\}$ for $1 \leqslant \tau \leqslant t-1$ as well as $W_{t} \subseteq L_{h+t}^{n, n}$ and $\operatorname{dim} W_{t} \leqslant n-1$ such that $\left\langle x_{1} v, \ldots, x_{s} v\right\rangle=W_{1}+\cdots+W_{t}$.

Proof. The proof is by backward induction in $h$ :

1. If $h=n-1$, then $s=0$. Thus we choose $t=1, W_{1}=\{0\}$ und $v$ as the identity matrix.
2. Assume that $h<n-1$. If still $s=0$, then we make the same choice as in step 1.
3. Assume therefore $s>0$. Since $s \leqslant n-1-h$, there is an invertible matrix $u \in G_{h}(n, k)$ such that $x_{1} u, \ldots, x_{s} u \in Z_{h+1}^{n, n}$. (To see this, note that one simply has to produce an extra zero in position $(1, h+1)$, because the $x$ 's are already in $L_{h}^{n, n}$.) If now $x_{1} u, \ldots, x_{s} u \in L_{h+1}^{n, n}$, then we complete the proof by setting $v=u, t=1$, and $W_{1}=\left\langle x_{1} u, \ldots, x_{s} u\right\rangle$.
4. Otherwise, let $s^{\prime}=\operatorname{dim}\left\langle x_{1} u, \ldots, x_{s} u\right\rangle-\operatorname{dim}\left(\left\langle x_{1} u, \ldots, x_{s} u\right\rangle \cap L_{h+1}^{n, n}\right)$. After a suitable renumbering, we may assume that $\left\langle x_{1} u, \ldots, x_{s^{\prime}} u\right\rangle \cap L_{h+1}^{n, n}=\{0\}$. Let $p$ be a
projection from $L_{h}^{n, n}$ onto $L_{h+1}^{n, n}$ with $\left\langle x_{1} u, \ldots, x_{s^{\prime}} u\right\rangle \subseteq \operatorname{ker} p$. By the induction hypothesis, there is a matrix $v^{\prime} \in G_{h+1}(n, k)$, a number $t$ with $2 \leqslant t \leqslant s-s^{\prime}+2$ and $W_{2}, \ldots, W_{t}$ such that $W_{\tau} \subseteq Z_{h+\tau}^{n, n}$ and $W_{\tau} \cap L_{h+\tau}^{n, n}=\{0\}$ for all $2 \leqslant \tau \leqslant t-1, W_{t} \subseteq L_{h+t}^{n, n}$ and $\left\langle p\left(x_{s^{\prime}+1} u\right) v^{\prime}, \ldots, p\left(x_{s} u\right) v^{\prime}\right\rangle=W_{2}+\cdots+W_{t}$. (Note the index shift.)
5. Let $W_{1}=\left\langle x_{1} u v^{\prime}, \ldots, x_{s^{\prime}} u v^{\prime}\right\rangle$. By Lemma 10 (where we choose $u=1$ and $v=v^{\prime}$ ), there is a projection $\pi$ from $L_{h}^{n, n}$ onto $L_{h+1}^{n, n}$ such that $W_{1} \subseteq \operatorname{ker} \pi$ and $\pi\left(y u v^{\prime}\right)=p(y u) v^{\prime}$ for all $y \in L_{h}^{n, n}$. (If $y \in L_{h}^{n, n}$, so is $y u$.)
6. With $v=u v^{\prime}$, we have $\left\langle x_{1} v, \ldots, x_{s} v\right\rangle=W_{1}+\cdots+W_{t}$ by Lemma 11. To see this, choose $Y=\left\langle x_{1} v, \ldots, x_{s} v\right\rangle, X=\left\langle x_{s^{\prime}+1} v, \ldots, x_{s} v\right\rangle$, and $q=\pi$. Then $Y \cap(\operatorname{ker} q)=\left\langle x_{1} v, \ldots, x_{s^{\prime}} v\right\rangle$, thus the premises of Lemma 11 are fulfilled. Therefore, $Y=(\operatorname{ker} \pi) \cap Y+\pi(X)$ by Lemma 11. But $(\operatorname{ker} \pi) \cap Y=W_{1}$ and $\pi(X)=$ $\left\langle\pi\left(x_{s^{\prime}+1} v\right), \ldots, \pi\left(x_{s} v\right)\right\rangle=\left\langle p\left(x_{s^{\prime}+1} u\right) v^{\prime}, \ldots, p\left(x_{s} u\right) v^{\prime}\right\rangle=W_{2}+\cdots+W_{t}$. Since we have $v^{\prime} \in G_{h+1}(n, k)$ and $x_{1} u, \ldots, x_{s} u \in Z_{h+1}^{n, n}$, also $W_{1} \subseteq Z_{h+1}^{n, n}$ holds.

For technical reasons, the number $t$ of vector spaces $W_{1}, \ldots, W_{t}$ in the next lemma may be zero. In this case, the sum $W_{1}+\cdots+W_{t}$ denotes the nullspace.

Lemma 13. Let $h \leqslant n-1, s \leqslant n-1-h$ and $x_{1}, \ldots, x_{s} \in L_{h}^{n, n}$ such that $\left\langle x_{1}, \ldots, x_{s}\right\rangle \cap L_{n-1}^{n, n}=\{0\}$. Then there are matrices $u \in G^{s+1}(n, k), v \in P_{h}(n, k)$ with $L_{n-1}^{n, n} \cdot v=L_{n-1}^{n, n}$, a number $t$ with $0 \leqslant t \leqslant s$ and subspaces $W_{1}, \ldots, W_{t}$ with $W_{\tau} \subseteq Z_{h+\tau}^{n, n}$ and $W_{\tau} \cap L_{h+\tau}^{n, n}=\{0\}$ such that $\left\langle u x_{1} v, \ldots, u x_{s} v\right\rangle=W_{1}+\cdots+W_{t}$.

Proof. The proof is again by backward induction in $h$ :

1. If $h=n-1$, then $s=0$ and we choose $t=0$.
2. Assume $h<n-1$. If $\left\langle x_{1}, \ldots, x_{s}\right\rangle=\{0\}$, we again choose $t=0$.
3. Therefore assume $\operatorname{dim}\left\langle x_{1}, \ldots, x_{s}\right\rangle>0$. Then there exists an index $j$ with $h+1 \leqslant j \leqslant n-1$ such that at least one of the $x$ 's has a nonzero entry in column $j$. Let $v_{0}$ be the permutation matrix that exchanges the $j$ th column with the $(h+1)$ th column and keeps the other columns fixed. We have $v_{0} \in P_{h}(n, k)$. Let $s^{\prime}=$ $\operatorname{dim}\left\langle x_{1} v_{0}, \ldots, x_{s} v_{0}\right\rangle-\operatorname{dim}\left(\left\langle x_{1} v_{0}, \ldots, x_{s} v_{0}\right\rangle \cap L_{h+1}^{n, n}\right)$. Clearly, $\left.s^{\prime}\right\rangle 0$. W.l.o.g. assume that $\left\langle x_{1} v_{0}, \ldots, x_{s^{\prime}} v_{0}\right\rangle \cap L_{h+1}^{n, n}=\{0\}$.
4. There is a matrix $u_{0} \in G^{s+1}(n, k)$ such that each of the entries in the positions $(1, h+1), \ldots,\left(s+1-s^{\prime}, h+1\right)$ of each of the matrices $u_{0} x_{1} v_{0}, \ldots, u_{0} x_{s} v_{0}$ is zero. (This is due to the fact that the dimension of the vector space spanned by the $(h+1)$ th columns of $x_{1} v_{0}, \ldots, x_{s} v_{0}$ is $s^{\prime}$.) Let $x_{\sigma}^{\prime}=u_{0} x_{\sigma} v_{0}$ for all $1 \leqslant \sigma \leqslant s$.
5. We have $\left\langle x_{1}^{\prime}, \ldots, x_{s^{\prime}}^{\prime}\right\rangle \cap L_{h+1}^{n, n}=\{0\}$. Let $p$ be a projection onto $L_{h+1}^{n, n}$ such that $\left\langle x_{1}^{\prime}, \ldots, x_{s^{\prime}}^{\prime}\right\rangle \subseteq \operatorname{ker} p . \quad$ As $\quad L_{n-1}^{n, n} v_{0}=L_{n-1}^{n, n},\left\langle x_{1}, \ldots, x_{s}\right\rangle \cap L_{n-1}^{n, n}=\{0\} \quad$ implies $\left\langle x_{1}^{\prime}, \ldots, x_{s}^{\prime}\right\rangle \cap L_{n-1}^{n, n}=\{0\}$. By Lemma 11, $\left\langle p\left(x_{s^{\prime}+1}^{\prime}\right), \ldots, p\left(x_{s}^{\prime}\right)\right\rangle \cap L_{n-1}^{n, n}=\{0\}$. (In order to see this, choose $Y=\left\langle x_{1}^{\prime}, \ldots, x_{s}^{\prime}\right\rangle, X=\left\langle x_{s^{\prime}+1}^{\prime}, \ldots, x_{s}^{\prime}\right\rangle$, and $q=p$. We obtain $\quad Y=((\operatorname{ker} p) \cap Y)+p(X)$. In particular, $\quad Y \cap L_{n-1}^{n, n}=\{0\} \quad$ yields $p(X) \cap L_{n-1}^{n, n}=\{0\}$.)
6. By the induction hypothesis, there are matrices $u^{\prime} \in G^{s-s^{\prime}+1}(n, k)$ and $v^{\prime} \in P_{h+1}(n, k)$ with $L_{n-1}^{n, n} v^{\prime}=L_{n-1}^{n, n}$, a number $t$ with $1 \leqslant t \leqslant s-s^{\prime}+1$, and subspaces
$W_{2}, \ldots, W_{t}$ with $W_{\tau} \subseteq Z_{h+\tau}^{n, n}$ and $W_{\tau} \cap L_{h+\tau}^{n, n}=\{0\}$ for all $2 \leqslant \tau \leqslant t$ such that $\left\langle u^{\prime} p\left(x_{s^{\prime}+1}^{\prime}\right) v^{\prime}, \ldots, u^{\prime} p\left(x_{s}^{\prime}\right) v^{\prime}\right\rangle=W_{2}+\cdots+W_{t}$.
7. Let $W_{1}=\left\langle u^{\prime} x_{1}^{\prime} v^{\prime}, \ldots, u^{\prime} x_{s^{\prime}}^{\prime} v^{\prime}\right\rangle$. By Lemma 10, $W_{1} \cap L_{h+1}^{n, n}=\{0\}$ and there is a projection $\pi$ onto $L_{h+1}^{n, n}$ with $W_{1} \subseteq \operatorname{ker} \pi$ such that $\pi\left(u^{\prime} y v^{\prime}\right)=u^{\prime} p(y) v^{\prime}$ for all $y \in L_{h}^{n, n}$.
8. With $y \in L_{h}^{n, n}$, also $u_{0} y v_{0} \in L_{h}^{n, n}$. Thus, we may replace $y$ with $u_{0} y v_{0}$ above. By Lemma 11, $\left\langle u x_{1} v, \ldots, u x_{s} v\right\rangle=W_{1}+\cdots+W_{t}$ with $u=u^{\prime} u_{0}$ and $v=v_{0} v^{\prime}$. (Choose $Y=\left\langle u x_{1} v, \ldots, u x_{s} v\right\rangle, X=\left\langle u x_{s^{\prime}+1} v, \ldots, u x_{s} v\right\rangle$, and $q=\pi$. We have $Y=$ $(\operatorname{ker} \pi) \cap Y+\pi(X)$, as well as $(\operatorname{ker} \pi) \cap Y=\left\langle u x_{1} v, \ldots, u x_{s^{\prime}} v\right\rangle$, and furthermore $\left.\pi(X)=\left\langle\pi\left(u x_{s^{\prime}+1} v\right), \ldots, \pi\left(u x_{s} v\right)\right\rangle=\left\langle u^{\prime} p\left(x_{s^{\prime}+1}^{\prime}\right) v^{\prime}, \ldots, u^{\prime} p\left(x_{s}^{\prime}\right) v^{\prime}\right\rangle.\right) \quad$ As $\quad u^{\prime} \in G^{s-s^{\prime}+1}$ $(n, k)$ and each entry in the positions $(1, h+1), \ldots,\left(s-s^{\prime}+1, h+1\right)$ of each of the $x_{1}^{\prime}, \ldots, x_{s}^{\prime}$ is zero, we also have $W_{1} \subseteq Z_{h+1}^{n, n}$.

After these preparatory lemmata, we are now able to refute the assumption that there is a bilinear computation of length $r=2 m n+2 n-m-3$ for $\langle n, m, n\rangle$ (for $m \geqslant n \geqslant 3)$. Assume that $\beta=\left(f_{1}, g_{1}, w_{1}, \ldots, f_{r}, g_{r}, w_{r}\right)$ is a bilinear computation that fulfills the assertions of Lemma 7. Since the considerations in Section 4 have been for general $n$ until the case distinction right after Eq. (4), we may start with this case distinction.

Again, we first treat the case $\mathrm{rk} a>1$. By sandwiching with column operations, we may achieve $w_{i_{1}}, \ldots, w_{i_{d}} \in Z_{1}^{n, n}$, because $d \leqslant n-2$. Since $S \subseteq R^{n, n} \subset Z_{1}^{n, n}$ and $S^{\prime}=$ $S+\left\langle w_{i_{1}}, \ldots, w_{i_{d}}\right\rangle$, this implies $S^{\prime} \subseteq Z_{1}^{n, n}$. Let $p_{v}: k^{n \times n} \rightarrow k^{n \times n} / L_{v}^{n, n}$ be the canonical projection for $1 \leqslant v \leqslant n$. Let $e=\operatorname{dim} p_{1}\left(S^{\prime}\right)$ and $h=\operatorname{dim} p_{2}\left(S^{\prime}\right)$. We have $2 \leqslant \mathrm{rk} a \leqslant e \leqslant n-1$. (The lower bound is due to the fact that $\mathrm{rk} a>1$, the upper bound follows from $S^{\prime} \subseteq Z_{1}^{n, n}$.) Choose indices $j_{1}, \ldots, j_{e} \in I$ (where $I=$ $\{1, \ldots, \operatorname{dim} S, 2 M+n-m, \ldots r\}$ as defined in Section 4) such that

$$
\left\langle w_{j_{1}}, \ldots, w_{j_{e}}\right\rangle \cap L_{1}^{n, n}=\{0\} .
$$

Like in the case $n=3$, we want to construct a vector space $W_{1}$ that contains the matrices $w_{j_{1}}, \ldots, w_{j_{e}}$. But to obtain the improved bound, at least $n-1$ of the $w$ 's should be in $W_{1}$, so if $e<n-1$, simply setting $W_{1}=\left\langle w_{j_{1}}, \ldots, w_{j_{e}}\right\rangle$ is not enough. (In the case $n=3, e=n-1$ was automatically true because $e \geqslant \mathrm{rk} a \geqslant 2$.) If $e<n-1$, we have to add some more $w$ 's to $W_{1}$ : by (4), we may assume that after a suitable permutation, $j_{1}, \ldots, j_{\alpha} \notin\left\{i_{1}, \ldots, i_{d}\right\}$ and $j_{\alpha+1}, \ldots, j_{e} \in\left\{i_{1}, \ldots, i_{d}\right\}$, where $\alpha:=\operatorname{rk} a$.

By sandwiching with row operations of the rows $1, \ldots, n-\alpha$, we may achieve

$$
\left.w_{j_{\alpha+1}}, \ldots, w_{j_{e}} \in\left(\begin{array}{ccccc}
0 & * & * & \ldots & *  \tag{5}\\
0 & * & * & \ldots & * \\
\vdots & \vdots & \vdots & & \vdots \\
0 & * & * & \ldots & * \\
* & * & * & \ldots & * \\
\vdots & \vdots & \vdots & & \vdots \\
* & * & * & \ldots & *
\end{array}\right)\right\} n-e .
$$

This does not affect $S$, because all matrices in $S$ have solely zeros in the rows $1, \ldots, n-\alpha$. We even have that each $w \in S^{\prime}$ is contained in the vector space on the right-hand side of (5), because otherwise $e$ would not be the dimension of $p_{1}\left(S^{\prime}\right)$.

Choose $h_{1}, \ldots, h_{n-e-1} \in\{1, \ldots, r\} \backslash I$ such that

$$
\left\langle w_{j_{1}}, \ldots, w_{j_{e}}, w_{h_{1}}, \ldots, w_{h_{n-e-1}}\right\rangle \cap L_{1}^{n, n}=\{0\} .
$$

This is possible, because $w_{1}, \ldots, w_{r}$ generate $k^{n \times n}$. By sandwiching with row operations of the rows $1, \ldots, n-e$, we may achieve

$$
w_{h_{1}}, \ldots, w_{h_{n-e-1}} \in Z_{1}^{n, n} .
$$

This does not affect $S$. In addition, all $w \in S^{\prime}$ are still of the form as depicted in (5).
Since $d \leqslant n-2$, we may transform $w_{i_{1}}, \ldots, w_{i_{d}}$ via sandwiching with column operations of the columns $2, \ldots, n$ into

$$
\left.w_{i_{1}}, \ldots, w_{i_{d}} \in\left(\begin{array}{ccccc}
0 & 0 & * & \ldots & *  \tag{6}\\
0 & * & * & \ldots & * \\
\vdots & \vdots & \vdots & & \vdots \\
0 & * & * & \ldots & * \\
* & * & * & \ldots & * \\
\vdots & \vdots & \vdots & & \vdots \\
* & * & * & \ldots & *
\end{array}\right)\right\} n-e .
$$

This does not affect $S$ and we still have $w_{h_{1}}, \ldots, w_{h_{n---1}} \in Z_{1}^{n, n}$, because the first column remains unchanged. Since $S^{\prime}=S+\left\langle w_{i_{1}}, \ldots, w_{i_{d}}\right\rangle$, all $w \in S^{\prime}$ are transformed into the form depicted in (6). By Lemma 10, we still have

$$
\left\langle w_{j_{1}}, \ldots, w_{j_{e}}, w_{h_{1}}, \ldots, w_{h_{n-e-1}}\right\rangle \cap L_{1}^{n, n}=\{0\}
$$

because column operations of the columns $2, \ldots, n$ correspond to the right multiplication with an element from $G_{1}(n, k)$. Recall that $h=\operatorname{dim} p_{2}\left(S^{\prime}\right)$. It holds $h-e \geqslant \operatorname{rk} a \geqslant 2$. Choose indices $j_{e+1}, \ldots, j_{h} \in I$ such that

$$
\left\langle w_{j_{1}}, \ldots, w_{j_{n}}\right\rangle \cap L_{2}^{n, n}=\{0\} .
$$

Then also

$$
\left\langle w_{j_{1}}, \ldots, w_{j_{h}}, w_{h_{1}}, \ldots, w_{h_{n-e-1}}\right\rangle \cap L_{2}^{n, n}=\{0\}
$$

as the images of $w_{h_{1}}, \ldots, w_{h_{n-e-1}}$ under the canonical projection onto the positions $(2,1), \ldots,(n-e, 1)$ are linearly independent but the images of $w_{j_{1}}, \ldots, w_{j_{h}}$ are all zero. Let

$$
W_{1}=\left\langle w_{j_{1}}, \ldots, w_{j_{e}}, w_{h_{1}}, \ldots, w_{h_{n-e-1}}\right\rangle
$$

and

$$
W_{2}=\left\langle p\left(w_{j_{e+1}}\right), \ldots, p\left(w_{j_{h}}\right)\right\rangle,
$$

where $p$ denotes a projection onto $L_{1}^{n, n}$ fulfilling $W_{1} \subseteq \operatorname{ker} p$. By construction, $W_{v} \cap L_{v}^{n, n}=\{0\}$ and $W_{v} \subseteq Z_{v}^{n, n}$ for $v=1,2$. In addition, $w_{\rho} \in W_{1}+W_{2}$ holds for $n-1+h-e \geqslant n+1$ distinct $\rho$ 's. (Note that $h-e \geqslant \operatorname{rk} a \geqslant 2$.) (The fact that
$w_{j_{1}}, \ldots, w_{j_{e}}, w_{h_{1}}, \ldots, w_{h_{n-e-1}} \in W_{1}+W_{2}$ again follows from Lemma 11: let $Y=$ $\left\langle w_{j_{1}}, \ldots, w_{j_{h}}, w_{h_{1}}, \ldots, w_{h_{n-e-1}}\right\rangle, X=\left\langle w_{j_{e+1}}, \ldots, w_{j_{h}}\right\rangle$, and $q=p$. Then $Y \cap(\operatorname{ker} q)=$ $W_{1}$, thus the assumption of the lemma is fulfilled by $X, Y$, and $q$. Therefore $W_{1}+p(X)=W_{1}+W_{2}=Y$.)

Finally, let $q_{1}, \ldots, q_{n-3} \in I \backslash\left\{j_{1}, \ldots, j_{h}\right\}$ be pairwise distinct. (Note that $\# I=$ $\alpha n+d$ and $h \leqslant 2 \alpha+d$.) Let $p^{\prime}$ be a projection of $L_{1}^{n, n}$ onto $L_{2}^{n, n}$ with $W_{2} \subseteq \operatorname{ker} p^{\prime}$. By Lemma 12 (with $s=n-3$ ) there are a matrix $v \in G_{n}(2, k)$, a $t$ with $3 \leqslant t \leqslant n$ and vector spaces $W_{3}, \ldots, W_{t}$ such that $W_{\tau} \cap L_{\tau}^{n, n}=\{0\}$ and $W_{\tau} \subseteq Z_{\tau}^{n, n}$ for all $3 \leqslant \tau \leqslant t-1$ as well as $W_{t} \subseteq L_{t}^{n, n}, \operatorname{dim} W_{t} \leqslant n-1$, and

$$
p^{\prime}\left(p\left(w_{q_{1}}\right)\right) v, \ldots, p^{\prime}\left(p\left(w_{q_{n-3}}\right)\right) v \in W_{3}+\cdots+W_{t} .
$$

By Lemma $10,\left(W_{2} v\right) \cap L_{2}^{n, n}=\{0\}$ and there is a projection $\pi^{\prime}: L_{1}^{n, n} \rightarrow L_{2}^{n, n}$ fulfilling $W_{2} v \subseteq \operatorname{ker} \pi^{\prime}$ and $\pi^{\prime}(x v)=p^{\prime}(x) v$ for all $x \in L_{1}^{n, n}$.

In the same way, $\left(W_{1} v\right) \cap L_{1}^{n, n}=\{0\}$ and there is a projection $\pi$ onto $L_{1}^{n, n}$ fulfilling $W_{1} v \subseteq \operatorname{ker} \pi$ and $\pi(x v)=p(x) v$ for all $x \in k^{n \times n}$.

Since $v \in G_{2}(n, k)$, we have $W_{1} v \subseteq Z_{1}^{n, n}$ and $W_{2} v \subseteq Z_{2}^{n, n}$. Therefore, the spaces $W_{1} v, W_{2} v, W_{3}, \ldots, W_{t}$ fulfill the assumptions of Lemma 5 . In addition, we have $w_{q_{v}} v \in W=W_{1} v+W_{2} v+W_{3}+\cdots+W_{t}$ for $1 \leqslant v \leqslant n-3$ by Lemma 11. (Choose $Y=\left\langle w_{j_{1}} v, \ldots, w_{j_{h}} v, w_{q_{1}} v, \ldots, w_{q_{n-3}} v\right\rangle, X=\left\langle w_{q_{1}} v, \ldots, w_{q_{n-3}} v\right\rangle$, and $q=\pi^{\prime} \circ \pi$.)

Thus, $w_{\rho} v \in W$ for at least $2 n-2$ distinct $\rho$ 's. Via sandwiching, we can replace $w_{\rho}$ by $w_{\rho} v$. Lemma 5 now asserts that $\beta$ separates $\left(k^{n \times n}, L_{1}^{n, n}, W\right)$ and by Lemma 3, $r \geqslant 2 m n+2 n-m-2$ follows, contradicting the assumption $r=2 m n+$ $2 n-m-3$.

Now we treat the case $\mathrm{rk} a=1$. As in the previous Section 4, by "transposing" the computation $\beta$ we may switch over from $w_{\rho}$ to $w_{\rho}^{\top}$. After this transformation, $S=L_{n-1}^{n, n}$. Let again $p_{v}: k^{n \times n} \rightarrow k^{n \times n} / L_{v}^{n, n}$ denote the canonical projection. If $d>0$, then we may achieve $\left.e:=\operatorname{dim} p_{1}\left(\left\langle w_{i_{1}}, \ldots, w_{i_{d}}\right\rangle\right)\right\rangle 0$ by a permutation of the columns $1, \ldots, n-1$. This does not affect $S=L_{n-1}^{n, n}$. If $d=0$, then we set $e=0$ in the subsequent considerations. After a suitable permutation of indices, we may assume that $\left\langle w_{i_{1}}, \ldots, w_{i_{e}}\right\rangle \cap L_{1}^{n, n}=\{0\}$. Choose indices $j_{1}, \ldots, j_{n-1-d} \notin I$ such that

$$
\left\langle w_{i_{1}}, \ldots, w_{i_{e}}, w_{j_{1}}, \ldots, w_{j_{n-1-d}}\right\rangle \cap L_{1}^{n, n}=\{0\} .
$$

Let $h=e+n-1-d=\#\left\{i_{1}, \ldots, i_{e}, j_{1}, \ldots, j_{n-1-d}\right\}$. Via sandwiching with row operations, we can achieve that

$$
\left.w_{i_{1}}, \ldots, w_{i_{e}}, w_{j_{1}}, \ldots, w_{j_{n-1-d}} \in\left(\begin{array}{cccc}
0 & * & \ldots & * \\
\vdots & \vdots & & \vdots \\
0 & * & \ldots & * \\
* & * & \ldots & * \\
\vdots & \vdots & & \vdots \\
* & * & \ldots & *
\end{array}\right)\right\} n-h .
$$

Once again, this does not affect $S$. Let $W_{1}=\left\langle w_{i_{1}}, \ldots, w_{i_{e}}, w_{j_{1}}, \ldots, w_{j_{n-1-d}}\right\rangle$.

Choose a projection $p$ onto $L_{1}^{n, n}$ fulfilling $W_{1} \subseteq \operatorname{ker} p$. Let $s=d-e=$ $\#\left\{i_{e+1}, \ldots, i_{d}\right\}$. We have $s=n-h-1$. Lemma 13 assures the existence of matrices $u \in G^{n-h}(n, k)$ and $v \in P_{n}(1, k)$ with $L_{n-1}^{n, n} v=L_{n-1}^{n, n}$, a $t$ with $2 \leqslant t \leqslant s=n-h-1 \leqslant n-2$ (if $d=0$ then $e=0$, thus $s=0$ ) as well as subspaces $W_{2}, \ldots, W_{t}$ fulfilling $W_{\tau} \subseteq Z_{\tau}^{n, n}$ and $W_{\tau} \cap L_{\tau}^{n, n}=\{0\}$ for all $2 \leqslant \tau \leqslant t$ such that $u p\left(w_{i_{e+1}}\right) v, \ldots, u p\left(w_{i_{d}}\right) v \in W_{2}+\cdots+W_{t}$.

By Lemma $10,\left(u W_{1} v\right) \cap L_{1}^{n, n}=\{0\}$, and there is a projection $\pi$ onto $L_{1}^{n, n}$ such that $\pi(u y v)=u p(y) v$ for all $y \in L_{1}^{n, n}$. Since multiplication with $u$ from the left only affects the rows $1, \ldots, n-h$ and multiplication from the right with $v$ leaves the first column fixed, we still have $u W_{1} v \subseteq Z_{1}^{n, n}$. Moreover, $u S v=S$ and

$$
\left(u W_{1} v+W_{2}+\cdots+W_{t}\right) \cap L_{n-2}^{n, n}=\{0\} .
$$

(For the last statement, exploit the facts that $\left(u W_{1} v\right) \cap L_{1}^{n, n}=\{0\}, W_{\tau} \subseteq Z_{\tau}^{n, n}$, and $W_{\tau} \cap L_{\tau}^{n, n}=\{0\}$ for all $2 \leqslant \tau \leqslant t \leqslant n-2$.)

Let $q$ be a projection onto $S=L_{n-1}^{n, n}$ such that $u W_{1} v+W_{2}+\cdots+W_{t} \subseteq \operatorname{ker} q$. Choose pairwise distinct indices $h_{1}, \ldots, h_{n-1} \in I \backslash\left\{i_{1}, \ldots, i_{d}\right\}$ (note that $\# I=n+d$ ) and set $W_{t+1}=\left\langle q\left(u w_{h_{1}} v\right), \ldots, q\left(u w_{h_{n-1}} v\right)\right\rangle \subset L_{n-1}^{n, n}$. The subspaces $u W_{1} v$, $W_{2}, \ldots, W_{t+1}$ fulfill the premises of Lemma 5 and their sum contains $u w_{i_{1}} v, \ldots, u w_{i_{d}} v, u w_{j_{1}} v, \ldots, u w_{j_{n-1-d}} v$ and $u w_{h_{1}} v, \ldots, u w_{h_{n-1}} v$ by Lemma 11.

Thus $u w_{\rho} v \in W:=u W_{1} v+W_{2}+\cdots+W_{t+1}$ for at least $2 n-2$ different $\rho$ 's. Utilizing sandwiching, we may replace $w_{\rho}$ by $u w_{\rho} v$. By Lemma 5, $\beta$ separates $\left(k^{n \times n}, L_{1}^{n, n}, W\right)$ and by Lemma 3, $r \geqslant 2 M+2 n-m-2$ contradicting the assumption that $r=2 M+2 n-m-3$. This finally proves our main theorem.

Theorem 14. For any field $k$ and for all $m \geqslant n \geqslant 3$,

$$
R(\langle n, m, n\rangle) \geqslant 2 m n+2 n-m-2
$$
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