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The mosquito species is one of most important insect vectors of several diseases, namely, malaria, filariasis,
Japanese encephalitis, dengue, and so on. In particular, in recent years, as the number of people who enjoy out-
door activities in urban areas continues to increase, information about mosquito activity is in demand. Further-
more, mosquito activity prediction is crucial for managing the safety and the health of humans. However, the
estimation of mosquito abundances frequently involves uncertainty because of high spatial and temporal varia-
tions, which hinders the accuracy of general mechanistic models of mosquito abundances. For this reason, it is
necessary to develop a simpler and lightermosquito abundance predictionmodel. In this study, we tested the ef-
ficacy of the artificial neural network (ANN), which is a popular empirical model, for mosquito abundance pre-
diction. For comparison, we also developed a multiple linear regression (MLR) model. Both the ANN and the
MLR models were applied to estimate mosquito abundances in 2-year observations in Yeongdeungpo-gu,
Seoul, conducted using the Digital Mosquito Monitoring System (DMS). As input variables, we usedmeteorolog-
ical data, including temperature, wind speed, humidity, and precipitation. The results showed that performances
of the ANN model and the MLR model are almost same in terms of R and root mean square error (RMSE). The
ANN model was able to predict the high variability as compared to MLR. A sensitivity analysis of the ANN
model showed that the relationships between input variables and mosquito abundances were well explained.
In conclusion, ANNs have the potential to predict fluctuations in mosquito numbers (especially the extreme
values), and can do so better than traditional statistical techniques. But, muchmorework needs to be conducted
to assess meaningful time delays in environmental variables and mosquito numbers.

© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

There have been increasing concerns about the effects of global
warming on ecosystems (Mohseni et al., 2003; Botkin et al., 2007), in-
cluding the impact on the growth and activity of insects vectors of dis-
eases to humans (Patz et al., 1998; Revich et al., 2012). Among these,
mosquitoes are known for causing more human suffering than any
other organisms. Great numbers of people die from mosquito-borne
disease worldwide each year (WHO, 1996). Increasing temperature
due to global warming could elevate the growth rates of larval mosqui-
toes (Bayoh and Lindsay, 2003; Bayoh and Lindsay, 2004), leading to a
larger number of adult mosquitoes and thus more incidences of
mosquito-borne diseases (Reiter, 2001).

To predict mosquito abundances, mechanistic models have been
developed using various methods. Some mosquito abundance model
based on complex biological processes use computer simulations
0Neungdong-ro, Gwangjin-gu,

. This is an open access article under
(Focks et al., 1993; Fougue and Baumgartner, 1996), while other re-
searchers have used chemical properties such as temperature and rain-
fall to develop amosquito population dynamicsmodel (Ahumada et al.,
2004; Shone et al., 2006). Since these dynamic simulations formosquito
abundances include numerous parameters and require complicated
domain knowledge, simpler studies have recently been conducted on
mosquito abundance prediction. A dynamic hydrology model and a
Poisson regressionwith a genetic algorithmhave been used formosqui-
to abundance prediction (Shaman et al., 2002; Lebl et al., 2013).
Althoughmosquito abundancepredictionmodels have become simpler,
it remains difficult to control many parameters and understand the
domain knowledge. Therefore, it is necessary to develop a lighter
predictionmodel, such as an empirical approach, for predictingmosqui-
to abundances in particular.

Among the empirical approaches, the artificial neural networks
(ANNs), in particular, multilayer perceptrons (MLP), were widely ap-
plied in the last decades in the fields of bioinformatics (Dopazo et al.,
1997), ecology (Lek et al., 1996; Lek and Guegan, 1999), and environ-
mental engineering (Sahoo et al., 2009; Singh et al., 2009; Hill and
the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Fig. 1.Correlations and time lags betweenmosquitoes andmeteorological data from temperature (A),wind speed (B), humidity (C), and precipitation (D),whereDmeans daily (24 h) and
N means nighttime.
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Minsker, 2010). In particular, the good performance of ANNs in various
ecological models was verified (Brosse et al., 1999; Park et al., 2003;
Song et al., 2013). Moreover, in recent years, ANNs have been success-
fully applied for classifying and identifying mosquito species (Banerjee
et al., 2008).

As a sensitivity analysis, a “weight” analysis can be employed
to explain the relations between the input variables and the
output variable in ANNs (Garson, 1991). The “weight” analysis
computes the strength of the connections between the input fac-
tors and the output factors quantitatively. We anticipated that by
exploiting this virtue the mosquito activity could be predicted
successfully by an ANN model, resulting in a greater degree of
estimation accuracy than that provided by other models (Song
et al., 2013).
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In this study, our objective was to estimate the validity of ANNs for
forecasting mosquito abundances. To accomplish this, we developed
both an ANNmodel and a multiple linear regression (MLR) for the pur-
pose of comparison. Since ANNs have not yet been applied to predict
mosquito abundances in urban areas, our researchmay facilitate empir-
ical model studies for predicting mosquito abundances. The cross-
correlation method can select the key variable to determine the struc-
tures of the ANN and MLR. The proposed models can predict mosquito
abundances through real sensing. In addition, we also attempted to de-
termine the importance of each meteorological variable using sensitivi-
ty analysis.
2. Materials and methods

2.1. Sampling

2.1.1. Mosquito data
Daily mosquito abundance was monitored at a site in

Yeongdeungpo-gu, Seoul, Korea, using the Digital Mosquito Monitoring
System (DMS; E-TND, Korea) during May–October 2011 and 2012. The
DMS attracts mosquitoes by spraying CO2 gas at a rate of 300 ml/min,
and traps the lured mosquitoes in a mesh bag by using a fan to create
an air current flowing into the trap. The continuous air current inhibits
the captured mosquitoes from escaping the mesh trap. The DMS auto-
matically counts the number of mosquitoes trapped by the air current
using an infrared sensor. Since the CO2 gas spray was started at
5:00 p.m. and ended at 7:00 a.m., daily mosquito abundance was con-
sidered to be the number of mosquitoes captured from 8 am on 1 day
to 7 am on the following day.

Since the number of mosquitoes according to the automatic mon-
itoring using the DMS was abnormally overestimated, mainly be-
cause of the back-and-forth movement of spiders through the
infrared sensor of the DMS, the raw data were processed to filter
out noise data. According to the advice of the mosquito control ex-
perts who had monitored the same sites for several years, the daily
maximum number of mosquitoes captured was set at 200 individ-
uals for a site located in a residential areas based on land use type.
The raw data on any given date exceeding the daily maximum values
were replaced with the average values of the data for the previous
and the following day. If the noise data were recorded more than
2 days consecutively, the raw values were deleted and left as blank.
The same rules were applied to the missing values. The processed
data were used for further analysis.
2.1.2. Weather data
Hourly estimates of air temperature (TM), wind speed (WS),

humidity (HM), and precipitation (PCP) were obtained from the Korea
Meteorological Administration, Korea (www.kma.go.kr), during 2011–
2012. The whole area of Yeongdeungpo-gu was completely covered
by three lattices having a resolution of 5 km × 5 km. The distance be-
tweenour site and the center of each of these three latticeswas calculat-
ed using a geographical information system to pair the sets. The hourly
values were averaged to calculate the daily means of TM, WS, HM, and
PCP. Hourly precipitation estimates were summed to give the daily
precipitation as well.
2.2. Model development

2.2.1. Data preprocessing
It is well known that meteorological variable such as temperature,

humidity, and rainfall influence mosquito population (Wang et al.,
2011; Chuang et al., 2012; Lebl et al., 2013). Thus, to predict mosquito
abundances, it is reasonable to consider meteorological variables as
input. In this study, we therefore used meteorological data including
TM, WS, HM, and PCP as input variables. More precisely, we used
daily (24 h) and nighttime (5:00 p.m.–7:00 a.m.) average, maximum
and minimum values for TM, WS, and HM, respectively, and daily and
nighttime average and summation values for PCP. In addition, the num-
ber of mosquitoes on the preceding was used as an input variable. The
measured numbers of mosquitoes were considered as an output vari-
able in all models. The data set for the entire 2 years consisting of 317
records for all variables was used in this study. The first 220 observa-
tionswere used to develop the predictionmodels. The remaining obser-
vations were used as test data to verify the predictionmodels. TheMLR
and ANN models were developed to predict the mosquito abundances
in urban areas.

To extract the key input variables, we analyzed the correlation coef-
ficients with an imposed time lag. It was assumed that the daily abun-
dance of mosquitoes in day t (Yt) was related to the values of the
weather variables in day t-k (Xt-k). The association between the values
of Yt and Xt-k was estimated by comparing cross-correlation between
Yt and Xt-kwhen k varies from 0 to 45. It did notmake any sense to com-
pare the association between the mosquito abundance in day t and the
weather variables in day t + k (k N 0). The cross-correlation function
quantifies the association between the two variables with a time lag of
k days. The cross-correlation function is based on the Pearson correla-
tion function, except that the X variable is shifted in time with a lag of

http://www.kma.go.kr
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Fig. 2.Mean square error between measured data and model output from variation with the number of neurons in the hidden layer (A) and variation with the learning rate (B).
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k days (Zuur et al., 2007). The cross-correlation was calculated by
(Diggle, 1990; Chartfield, 2003)

ρ̂YX kð Þ ¼
1
N

XN−k

t¼1
Yt−Y
� �

Xtþk−X
� �

sYsX
if k ≥0

1
N

XN

t¼1−k
Yt−Y
� �

Xtþk−X
� �

sYsX
if k b 0

8>>>><
>>>>:

where sY and sX are sample standard deviation of the time series Yt
(mosquito abundances) and Xt (weather variables), respectively. The
results of the cross-correlation can be plotted in a graph in which vari-
ous time lags are plotted along the horizontal axis and the correlations
along the vertical axis.

In this study, the cross correlations were calculated for the daily
mosquito abundances at themonitoring site and theweather condition.
The weather variables included TM, WS, HM, and PCP. The values for
temperature, wind speed, and humidity comprised of the daily (24 h)
and the nighttime (5:00 p.m.–7:00 a.m.) average, maximum and mini-
mum values of each variable. The values for precipitationwere summed
for daily and nighttime hours.
Since the correlation coefficients can be considered ameasure of the
extent to which a certain influential variable corresponds to the data,
we were able to determine the important variables of the prediction
model. Fig. 1 illustrates the correlation of mosquito abundance data
with other time lagged input data. Each input variable appears to pro-
vide some information that could facilitatemosquito abundance predic-
tion. Here, theminimumvalue of TM for the preceding 29days (TMt-29),
the average value ofWS for the preceding 19 days (WSt-19), the average
value of HM for the preceding 14 days (HMt-14), and the average value
of PCP for the preceding12days (PCPt-12)were selected as sensitive var-
iables since they influence the predictionmore than any other variables.
To evaluate the prediction models, we used the correlation coefficients
(R) and the index of agreement (IA). The IA is a relative measure and,
therefore, allows different models to be compared using different data
sets. The coefficient of determination (R2), although a measure that is
easy to understand, is not suitable for comparison purposes (Willmott,
1982). The relative importance of input variables was studied through
a sensitivity analysis in the case of the ANN model.

2.2.2. Multiple linear regression (MLR)
The MLR model constitutes a technique for forecasting process de-

sign, optimization, and process control (Kim et al., 2010). The general



Fig. 3. A presentation of feed-forward artificial neural network.

Table 2
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MLR is represented by

Y ¼ β0 þ β1X1 þ β2X2 þ⋯þ βnXn

where Xi denotes the input variables, while Y the output variable, and n
is the number of input variables included in the model, and βi the re-
gression coefficients. The goal of MLR is to find an approximation func-
tion for the prediction future response of the system output. We
estimated mosquito abundances using the MLR model in MATLAB ver.
2010b.

2.2.3. Artificial neural network
A multilayer ANN is used to create models of a system state using

nonlinear combinations of the input variables (Bishop, 1995; Duda
et al., 2001; Hastie et al., 2001). The ANN employed in this study is a
feed-forward network with sigmoid activation functions in the hidden
layers and a linear activation function in the output node in MATLAB
ver. 2014a. Since according to Bishop's (1995) studymore than one hid-
den layer is often not necessary, our architectures have only one hidden
layer. The ANN is trained using a back-propagation algorithmwith gra-
dient descent and momentum terms.

The ANN requires that the learning rate, number of nodes in a single
hidden layer, and maximum number of training epochs are specified
(Hill and Minsker, 2010). In this study, we used the optimal number
error approach. The number of nodes in the hidden layer was varied be-
tween 5 and 23, and the learning rate was varied from 0.01 to 1.0 in in-
crements of 0.05. For each configuration, the mean square error (MSE)
between the model output and the measured data was calculated.
Fig 2 illustrates the optimal number of neurons in the hidden layer
Table 1
Mean and standard deviation values of meteorological characteristics and mosquitoes
during the 2-year experimental period.

TM (°C) WS (m/s) HM (%) PCP (mm) Mosquitoes

Mean ± SD 18.62 ± 4.79 2.61 ± 1 76.04 ± 12.4 0.4 ± 1.23 6.71 ± 12.11
Ranges 4.21–27.9 0.9–8.38 44.42–99.05 0–10.93 0–78
and the optimal learning rate having themaximummodel performance
as indicated byMSE. The number of neurons in the hidden layer and the
optimal learning rate were selected using a trial-and-error method.
The final ANN structure had five input variables with one node
accounting for bias, 19 hidden neurons with one node accounting for
bias, a 0.7 learning rate, and one output variable of the output layer
(Figs. 2 and 3).

For the purpose of prediction, the most important property of a
model is its competence to generalize. While generalization compe-
tence indicates a model's power to perform well on data that were not
used to train it, overfitting prevents model generalization in the face
of new situations (Schlink et al., 2003). To avoid overfitting, early stop-
ping the most frequently used regularization technique was employed.
In order to apply it, the data setwas randomly split into two sets, 80% for
model training (to compute the gradient and updating of the network
parameters, such as weights and biases—the training set) and 20% for
model testing (to test the model error validation—the validation set).
The model weights were randomly initialized and the training process
was stopped when the network began to overfit the data, i.e., the
error on the validation set.

In order to investigate the explanatory competence of ANN, we ap-
plied the aforementioned ‘weight’ sensitivity analyses to determine
the relative contribution and roles of input variables in mosquito activ-
ity (Garson, 1991; Song et al., 2013). The weights method was devel-
oped by Garson (1991). The percentages of the influence of input
Standardized coefficients of estimatedmosquito activity of multiple lin-
ear regression models.

Variables Standardized coefficient

TMt-29 0.006
WSt-19 0.082
HMt-14 0.003
PCPt-12 −0.05
Mosquitot-1 0.96
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variable on the output value, Qik (%), indicating the importance of input
variables were determined by

Qik %ð Þ ¼

Xn

j¼1

wij
�� ��

Xm

i¼1
wij
�� �� vjk

�� ��
0
@

1
A

Xm

i¼1

Xn
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wij
�� ��

Xm

i¼1
wij
�� �� vjk

�� ��
0
@

1
A

0
@

1
A

� 100

where wij represents the weights between the input neuron i (=1,
2, …, m) and the hidden neuron j (=1, 2, …, n), and vjk represents
the weights between the hidden neuron j and the output neuron k
(=1, 2, …, l) (see, Song et al., 2013).

3. Results

The averaged meteorological properties and mosquito abundances
at the test site are provided in Table 1. High variability was observed
in HM and the number of mosquitoes. The number of mosquitoes was
positively correlated with all the meteorological properties (Fig. 1).
Mosquitot-1 showed the highest coefficients in multiple linear regres-
sions (Table 2). The regression model predicted well for low values of
mosquitoes, while it could not predict relatively high values (Fig. 4A).
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The regression model provides both of an average R value of 0.56 and a
low IA value of 0.53 for the model test with RMSE of 17.53 (Table 3).
Table 3
Mosquito abundancemodel performance statistics: rootmean square error (RMSE), index
of agreement (IA), and correlation coefficient (R) between measured and estimated
values.

Mean SD RMSE IA R

MLR 6.73 5.99 17.53 0.53 0.56
ANN 13.28 12.52 14.38 0.75 0.61
MLRC 6.97 6.66 17.23 0.56 0.56
ANNC 8.67 6.15 17.04 0.49 0.5
TheANNmodel predictedwell for highmosquitoes in comparison to
the regression model. However, in general, from performance of model
point of view, the ANN model did not appear to be better than the re-
gression model fit to the data because of an average R value of 0.61
and an average IA of 0.75 for the model test with an RMSE of 14.38.
The reason for this estimates high fluctuation mosquito abundances
and relative small correlation coefficients between meteorological vari-
ables and mosquito abundances.

In the ‘weight’ sensitivity analysis, HM accounted for almost 20% of
the variability in mosquito activity. Three major input variables includ-
ing, TM,WS, andHMcontributed to 65% of the variation inmosquito ac-
tivity (Fig. 5).
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To verify the influence of the time lagged variables,we did additional
works. As the time lagged variables, we used TMt-29, WSt-19, HMt-14,
PCPt-12, and Mosquitot-1 as input variables. As comparable model, we
developed prediction models using present meteorological data, that
is, TMt, WSt, HMt, PCPt, and Mosquitot-1 as input variables. We call
thesemodelsMLRC andANNC.We found thatMLRC achieved an average
R value of 0.56 and a low IA value of 0.56 but ANNC achieved a relatively
low R value of 0.5 and an IA of 0.49 (Table 3). We found that the MLRC

has almost same performance of the MLR. Then it follows that time lag
could not influence the predictability of the MLR. However, the ANNC

lack as much performance compared to the ANN in terms of IA and
RMSE. This reflects that time lag influences the performance of the
ANN model significantly.
4. Discussion

In this study, two differentmosquito abundancemodels were devel-
oped, and their estimation performances of mosquito abundance was
evaluated through a comparison with the measured mosquito abun-
dances. In these twomodels, we found that different environmental pa-
rameterswere selected as themajor factors ofmosquito activity. That is,
WSt-19 and Mosquitot-1 were selected as the major factors in the MLR
model based on their high coefficient, while HMt-14 and TMt-29 were
selected as themajor factors in ANNmodel based onweighted contribu-
tion in the ANN.Moreover, we found that the shape of the contributions
of the variables in the MLR and ANN models was differentiated.

However, we found a little difference in the model's performance.
MLR predicted normally with average R and IA values. This reflects
that MLR could forecast the average variability of mosquito abundances
but was not able to predict the high variability. In case of the ANN
model, its performance is almost same performance of the MLR in
terms of R and IA. The difference of both of two is predictability for the
high variability of mosquito abundances. The ANN model was able to
predict the high variability as compared to MLR. The reason for this es-
timates immanence nonlinearity and generalization of ANNs during the
learning status.
‘Weight’ analysis presents an overall contribution of input variables
(Gevrey et al., 2003). Using ‘weight’ analysis, we could investigate the
linearity/nonlinearity of the relationships between the variables and
mosquito abundances. For example, the coefficient of HMt-14 from
MLR is 0.03, but the contribution of HMt-14 based on ‘weight’ analysis
is 23%. This reflects that the relationship between HMt-14 and mosquito
abundances is nonlinear. Thus, sensitivity analysis helped to determine
the role of the variables in the ANNs. Since the ANN is regarded as a
black box model, we could not determine the precise relationships
between the input variables and output variables in the ANN itself.
However, the application of sensitivity analysis can resolve this problem
and shed light on relationships between meteorological factors and
mosquito abundances.

To develop a robust ANN, we have to consider the selection of the
number of layers, the number of neurons in the hidden layer, the learn-
ing rates, and the number of epochs for model training carefully. For ex-
ample, if we consider an insufficient number of neurons in the hidden
layer, then the ANN cannot reflect nonlinearity within the training
data. Conversely, if we consider too many neurons, then the ANN has
an overfitting problem, and hence, this leads a lack of generalizability.
In this study, we applied a trial-and-error method, which is known to
be the best method to determine the appropriate number of neurons
and learning rate (Shamseldin, 1997; Hill and Minsker, 2010), and an
early stopping technique to hinder overfitting.

In summary, both the ANN model and the MLR model are not quite
good enough to predict mosquito abundances in this study. However,
ANNs have the potential to predict fluctuations in mosquito numbers
(especially the extreme values) and can do so better than traditional
statistical techniques. Muchmore work needs to be conducted to assess
meaningful time delays in environmental variables andmosquito num-
bers. In addition, a sensitivity analysis confirmed the contribution of
major factors and their relationships with mosquito activity.
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