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Let $X_1^n, \ldots, X_n^n$ be an array of independent random vectors such that $X_1^n, \ldots, X_{[n\theta]}^n$ have distribution function $F$, and $X_{[n\theta]+1}^n, \ldots, X_n^n$ have distribution function $G$ with $F \neq G$. In this paper we propose an estimator $\hat{\theta}_n$ of the changepoint $\theta$ and show that $n(\hat{\theta}_n - \theta) = O(\ln n)$ with probability one.
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1. Introduction

Consider a triangular array $X_1^n, \ldots, X_n^n, n \geq 1$, of rowwise independent random vectors in $\mathbb{R}^d$ defined on a probability space $(\Omega, \mathcal{A}, \mathbb{P})$. Suppose that for some $0 < \theta < 1$, $X_1^n, \ldots, X_{[n\theta]}^n$ have distribution function (d.f.) $F$, and $X_{[n\theta]+1}^n, \ldots, X_n^n$ have d.f. $G$, with $F \neq G$, both unknown. $\theta$ resp. $[n\theta]$ is called the changepoint for the underlying d.f. The problem of estimating $\theta$ has found much interest in the literature. A review of available nonparametric methods is contained in Csorgö and Horváth (1988b). The fundamental idea in all these approaches is to compare, for each $0 \leq t \leq 1$, the subsamples $X_1^t, \ldots, X_{[nt]}^t$ and $X_{[nt]+1}^t, \ldots, X_n^t$. E.g., Darkhovskh (1976) and Carlstein (1988) considered the empirical functions

$$h^n_t(x) = n^{-1} \sum_{i=1}^{[nt]} 1_{\{X_i^n \leq x\}}, \quad h^n(x) = n^{-1} \sum_{i=[nt]+1}^{n} 1_{\{X_i^n \leq x\}},$$

of the subsamples $X_1^n, \ldots, X_{[nt]}^n$ and $X_{[nt]+1}^n, \ldots, X_n^n$, respectively. For each fixed $0 \leq t \leq 1$ one may apply Kiefer’s (1961) exponential bound together with Borel-Cantelli to get

$$\sup_x |h^n_t(x) - h_t(x)| \to 0 \quad \text{and} \quad \sup_x |h^n(x) - h(x)| \to 0$$

with probability one. Here,

$$h(x) = 1_{\{t \leq \theta\}} tF(x) + 1_{\{t > \theta\}} [tF(x) + (t - \theta)G(x)]$$
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and
\[ h_n(x) = 1_{\{t \leq \theta\}}[(\theta - t)F(x) + (1 - \theta)G(x)] + 1_{\{t > \theta\}}(1 - t)G(x). \]

Carlstein (1988) compared the vectors (appropriately weighted)
\[ D_n^i = (h_i^n(X_i^n))_{1 \leq i \leq n} \quad \text{and} \quad D_i^n = (h^n_i(X_i^n))_{1 \leq i \leq n} \]
and chose \( \theta_n \) to be that value \( t \) in \( \Delta_n = \{1/n, 2/n, \ldots, (n-1)/n\} \) for which \( S(D_n, D_i^n) \) is maximal. Here \( S \) is a suitable norm on the \( n \)-dimensional Euclidean space. He proved that with probability one
\[ |\theta_n - \theta| = o(n^{-\delta}) \quad \text{for each} \quad \delta < \frac{1}{2}. \]

Dümbgen (1990) derived an in-probability statement, namely
\[ |\theta_n - \theta| = O(n^{-1}) \quad \text{in probability.} \]

Csörgő and Horváth (1988a) introduced a U-statistic type process and investigated its large sample behavior for testing the 'hypothesis of no changepoint'. In this paper we use their approach to define an estimate \( \theta_n \) of \( \theta \). A new exponential inequality for the tails of \( \theta_n - \theta \) is proved which in particular yields
\[ |\theta_n - \theta| = O(n^{-1} \ln n) \quad \text{with probability one.} \]

2. Main results

Now, let \( K : \mathbb{R}^d \rightarrow \mathbb{R} \) be a bounded (measurable) kernel. Set
\[ \mu = \int \int K(x, y)F(dy)F(dx), \quad \tau = \int \int K(x, y)G(dy)G(dx) \]
and
\[ \lambda = \int \int K(x, y)F(dy)G(dx). \]

Observe that both \( \mu \) and \( \tau \) equal zero if \( K \) is antisymmetric:
\[ K(x, y) = -K(y, x), \]
as is \( K(x, y) = \text{sgn}(x - y) \) or, more generally,
\[ K(x, y) = \psi(x - y), \quad \text{with} \ \psi \ \text{skew-symmetric}. \]

The resulting estimate may be viewed as a robust version of the \( \theta_n \) pertaining to \( \psi = \text{id} \) (when \( d = 1 \)), which in this case leads to a successive comparison of the means of the two subsamples.
Boundedness of $K$ is essential in order to guarantee the existence of the above integrals and (in proofs) the applicability of some standard exponential bounds for sums of independent random variables. For unbounded kernels some extra integrability conditions will be required. In place of the exponential bounds the Marcinkiewicz-Zygmund inequality may then serve as a substitute. We prefer to state the results for bounded $K$'s, however, since in this case the conditions are completely carried by the given $K$ rather than by the unknown $F$ and $G$.

Put

$$r(t) = \int \int K(x, y) h(dy) h_i(dx), \quad 0 \leq t \leq 1.$$ 

It is easily seen that

$$r(t) = 1_{\{r < \theta\}}[t \mu(\theta - t) + t \lambda(1 - \theta)] + 1_{\{r > \theta\}}[(1 - t)\lambda \theta + (1 - t)\tau(t - \theta)].$$

Moreover, $r$ is continuous on $[0, 1]$ and differentiable at $t \neq \theta$. Under suitable assumptions on $K$, $\theta$ is the unique maximizer (resp. minimizer) of $r$. The following procedure for constructing $\theta_n$ is therefore obvious. Define

$$r_n(t) = \int \int K(x, y) h^n(dy) h^n_i(dx) = n^{-2} \sum_{i=1}^{n} \sum_{j=1}^{n} K(X^n_i, X^n_j)$$

on $\Delta_n$, the empirical analogue of $r$. Set

$$\theta_n = \begin{cases} \arg \min r_n(t) & \text{if } \theta \text{ minimizes } r, \\ \arg \max r_n(t) & \text{if } \theta \text{ maximizes } r. \end{cases} \quad (2.1)$$

$\theta_n$ from (2.1) is related to Darkhovskh's (1976) estimator, if we put

$$K(x, y) = 1_{\{x < y\}}.$$ 

Apart from the fact that $\theta$ maximizes (resp. minimizes) $r$, we need the following assumption on $r$:

$$|r(t) - r(\theta)| \leq L|t - \theta|, \quad \text{some positive } L.$$ 

(2.3)

Condition (2.3) is satisfied if $r'(t)$, $t \neq \theta$, is bounded away from zero. For antisymmetric $K$,

$$r(t) = 1_{\{t < \theta\}}(t \lambda(1 - \theta) + 1_{\{t > \theta\}}(1 - t)\lambda \theta.$$ 

So, if $\lambda$ is positive, say, $\theta$ is the unique maximizer of $r$ and (2.3) is obviously true. The quantity $\lambda$ serves as a means to measure the 'distance' between $F$ and $G$.

In a real data situation $\lambda$ is unknown. Hence even for antisymmetric kernels it is not known whether $\theta$ minimizes or maximizes $r$. It follows from our bounds however (see Remark 1 in Section 3) that $r_n \rightarrow r$ uniformly with probability one. So $r_n$ is likely to exhibit whether $r$ is a U-type or hat-type function. In other words, if, e.g., $r_n$ is U-shaped, we take for $\theta_n$ the minimizer of $r_n$. 


Typically the kernel $K$ cannot discriminate between all $F \neq G$, i.e., there may exist $F \neq G$ for which $\lambda = 0$. The situation is similar for two-sample linear rank statistics based on a given score function. In each case, specific knowledge of possible changes may help one to choose appropriate kernels. E.g., to detect changes in location we may take $K(x, y) = \psi(x - y)$, with $\psi$ skew-symmetric and strictly increasing. For a change in scale we may take the same $\psi$ and put $K(x, y) = \psi(x^2 - y^2)$.

Finally, these kernels also work if $G$ is an $\varepsilon$-contaminated $F$:

$$G = (1 - \varepsilon)F \cup \varepsilon I.$$ 

In this case

$$\lambda = \varepsilon \int \int K(x, y)F(dy)H(dx),$$

so that the above conclusions apply to $F$ and $H$ if $H$ results from $F$ by a change in location or scale.

**Theorem 2.1.** Assume that $\theta$ is the unique maximizer (minimizer) of $r$, and that (2.3) is satisfied. Also let $K$ be a bounded kernel. Then there exist positive constants $C_0$ and $C_1$ such that for all $\varepsilon > 0$ (and $n \equiv n_0(F, G, \theta, K)$),

$$\mathbb{P}(n|\theta_n - [n\theta]|/n \geq 4\varepsilon L^{-2}) \leq C_0 n^2 \exp[-C_1 \varepsilon] .$$

$C_0$ is universal, while $C_1$ may depend on $K$.

From Theorem 2.1 and Borel–Cantelli we immediately get:

**Corollary 2.2.** With probability one,

$$n|\theta_n - \theta| = O(\ln n). \quad \square$$

For the special case (2.2), Darkhovskh (1976) proved $\theta_n \to \theta$ in probability.

### 3. Proofs

We shall only consider the case when $\theta$ and $\theta_n$ maximize $r$ and $r_n$, respectively. Along with $r_n$ and $r$, define

$$\tilde{r}_n(t) = \mathbb{E}r_n(t)$$

$$= 1_{\{nt \leq \lfloor n\theta \rfloor\}} \left\{ \frac{t\mu(\lfloor n\theta \rfloor - nt)}{n} + \frac{t\lambda(n - \lfloor n\theta \rfloor)}{n} \right\}$$

$$+ 1_{\{nt > \lfloor n\theta \rfloor\}} \left\{ \frac{(n\theta)t\lambda(1 - t)}{n} + \frac{(1 - t)\tau(nt - \lfloor n\theta \rfloor)}{n} \right\} ,$$

for $t \in \Delta_n$. The following lemma turns out to be crucial.
Lemma 3.1. There exist positive constants $C_0$, $C_1$ such that for each $\epsilon > 0$,
\[
P\left( \sup_{s < r; t; s \in \Delta_n} \frac{\sqrt{n}|r_n(t) - r_n(s) - \bar{r}_n(t) + \bar{r}_n(s)|}{\sqrt{t-s}} \geq \epsilon \right) \leq C_0 n^{2} \exp[-C_1 \epsilon^2].
\]

Proof. For $s < t$, we have, omitting the upper index $n$,
\[
n^2[r_n(t) - r_n(s)] = \sum_{i - m + 1}^{n} \sum_{j - n_{s+1}}^{m} K(X_i, X_j) - \sum_{i - m + 1}^{n} \sum_{j - 1}^{n_s} K(X_i, X_j).
\]
A similar expansion holds for $\bar{r}_n$. We shall only bound the second term, the analysis for the first being similar. Introduce
\[
R_1(y) = \int K(x, y) F(dx) \quad \text{and} \quad R_2(y) = \int K(x, y) G(dx).
\]
Then
\[
E[K(X_i, X_j) | X_1, \ldots, X_{n_s}] = H_i(X_j),
\]
where $H_i = R_1$ for $i \leq [n\theta]$ and $H_i = R_2$ for $i > [n\theta]$. Set
\[
S = S(s, t) = \frac{1}{n\sqrt{n(t-s)}} \sum_{i - m + 1}^{n} \sum_{j - 1}^{n_s} [K(X_i, X_j) - H_i(X_j)].
\]
For any $h > 0$, Markov's inequality yields
\[
P(S \geq \epsilon) \leq \exp[-h \epsilon \sqrt{n(t-s)}] E\left\{ \exp\left[ h \sum_{i - m + 1}^{n} \sum_{j - 1}^{n_s} \delta_i \right] \right\}.
\]
By independence,
\[
E[\{ \cdots \} | X_1 = x_1, \ldots, X_{n_s} = x_{n_s}] = \mathbb{E}\left[ \exp\left( h \sum_{i - m + 1}^{n} \delta_i \right) \right] = \prod_{i - m + 1}^{n} \mathbb{E}[\exp h\delta_i],
\]
where
\[
\delta_i = n^{-1} \sum_{j - 1}^{n_s} [K(X_i, x_j) - H_i(x_j)], \quad ns + 1 \leq i \leq nt,
\]
are independent and centered random variables. Assume w.l.o.g. that $K$ is bounded by 1 in absolute values. Then each $\delta_i$ is bounded by $c = 2$. From inequality (4.16) in Hoeffding (1963),
\[
E(\exp h\delta_i) \leq \exp(2h^2),
\]
so that integrating out gives
\[
P(S \geq \epsilon) \leq \exp[-h \epsilon \sqrt{n(t-s)} + 2n(t-s)h^2].
\]
The right-hand side is minimized for \( h = \varepsilon / 4\sqrt{n(t-s)} \) yielding
\[
P(S \geq \varepsilon) \leq \exp[-\frac{1}{8}\varepsilon^2].
\]
Similarly, for \( P(S \leq -\varepsilon) \). It remains to bound
\[
T = T(s, t) = \frac{1}{n\sqrt{n(t-s)}} \sum_{i=ns+1}^{nt} \sum_{j=1}^{ns} \left[ H_i(X_j) - \mathbb{E}H_i(X_j) \right].
\]
Observing with
\[
P_j = \frac{1}{n(t-s)} \sum_{i=ns+1}^{nt} \left[ H_i(X_j) - \mathbb{E}H_i(X_j) \right]
\]
being independent, bounded and centered, application of (3.1) to \( P_j \) yields, similar to before,
\[
P(|T| \geq \varepsilon) \leq 2 \exp[-\frac{1}{8}\varepsilon^2].
\]
Since the cardinality of \( \Delta_n \) is \( n-1 \), this completes the proof of the lemma. \( \square \)

**Corollary 3.2.** For each \( \varepsilon > 0 \),
\[
P(\sqrt{n} |r_n(\theta_n) - r_n([n\theta]/n)| \geq \varepsilon \sqrt{|\theta_n - [n\theta]/n|})
\]
\[
\leq C_0 n^2 \exp[-C_1 \varepsilon^2]. \quad \square
\]

We are now in the position to give:

**Proof of Theorem 2.1.** Since \( \theta_n \) maximizes \( r_n \) on \( \Delta_n \),
\[
0 \leq r_n(\theta_n) - r_n([n\theta]/n)
\]
\[
= r_n(\theta_n) - r_n([n\theta]/n) - \bar{r}_n(\theta_n) + \bar{r}_n([n\theta]/n) + \bar{r}_n(\theta_n) - \bar{r}_n([n\theta]/n).
\]
By Corollary 3.2, up to an event of probability less than or equal to \( C_0 n^2 \exp(-C_1 \varepsilon^2) \),
the first sum is less than \( \varepsilon \sqrt{|\theta_n - [n\theta]/n|} \). Check that, as a consequence of (2.3),
for some finite \( D \) and all \( n \geq n_0 \),
\[
\bar{r}_n(\theta_n) - \bar{r}_n([n\theta]/n) \leq -L|\theta_n - [n\theta]/n| + D|\theta_n - [n\theta]/n|/n
\]
\[
\leq \frac{1}{2}L|\theta_n - [n\theta]/n|.
\]
Conclude that
\[
|\theta_n - [n\theta]/n| < (2/L)\varepsilon \sqrt{|\theta_n - [n\theta]/n|} n^{-1}.
\]
Replace \( \varepsilon^2 \) by \( \varepsilon \) to get the assertion of the theorem. \( \square \)
Remark 1. Similar to Lemma 3.1 one may show that
\[ P \left( \sup_{t \in \Delta_n} \sqrt{n} | r_n(t) - \bar{r}_n(t) | \geq \varepsilon \right) \leq C_0 n \exp \left[ -C_1 \varepsilon^2 \right]. \]

By Borel–Cantelli we thus get with probability one,
\[ \sup_{t \in \Delta_n} | r_n(t) - \bar{r}_n(t) | = O(\sqrt{\ln n} / n). \]

Since
\[ \sup_{T \in \Delta_n} | \bar{r}_n(t) - r(t) | = O(n^{-1}), \]
we obtain with probability one,
\[ \sup_{t \in \Delta_n} | r_n(t) - r(t) | = O(\sqrt{\ln n} / n) = o(1). \]
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