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1. Introduction

Let B be the binary Boolean algebra, that is, B = {0, 1} with addition and multiplication defined
as in the real numbers except that 1 41 = 1. Let M, ,(B) denote the set of allm x n (0, 1)-matrices
with matrix addition and multiplication following the usual rules and using Boolean arithmetic on
the entries. Let M, (B) = M n(B) if m = n, let I, denote the m x m identity matrix, Op, , denote
the zero matrix in My (B), Jm,n denote the matrix of all ones in My, ,(B). The subscripts are usually
omitted if the order is obvious, and we write I, O, J. Let A € Mp »(B), A # 0. The Boolean rank of
A, denoted B(A), is the smallest k such that for some B € Mp, x(B) and C € My ,(B), A = BC. Also,
B(0) = 0, and is the only matrix of rank 0. The Boolean rank of a matrix has many applications in
combinatorics, especially graph theory, for example, if A € Mp ,(B) is the adjacency matrix of the
bipartite graph G with bipartition (X, Y) (so that [X| = m and |Y| = n), the Boolean rank of A is the
minimum number of bicliques that cover the edges of G, called the biclique covering number.
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We say that a matrix A dominates matrix B if a; j = 0 implies b; j = 0.

Given a matrix X, we let x¥) denote the jth column of X and X(j) denote the ith row. Now if 8(A) = k
and A = BC is a factorization of A, then A = b(l)cm + b(z)c(z) + e+ b(k)c(k). Since each of the
terms b@c(; is a rank one matrix, the Boolean rank of A is also the minimum number of rank one
matrices whose sum is A. This is sometimes called the one-rank of A. The study of the Boolean rank and
its application and interface with bipartite graphs has been the object of some research in the past 30
years. Among the earliest work are articles by DeCaen, Gregory, Pullman, Jones, Lundgren and others.
See [1,2] and other articles by these authors.

Given a matrixA € My, ,(B), a set of isolated ones is a set of locations, usually writtenas S = {a; j}
such that g; j = 1, no two are in the same row, no two ones in the same column, and, if a; j, a,; € S
then, a; ja; ;j = 0, thatis, isolated ones are independent ones and no two isolated ones lie in a submatrix

11
of A of the form . The isolation number of A, t(A), is the maximum size of a set of isolated ones.
11

Note that ¢(A) = 0 if and only if A = O.
Suppose that A € Mp ,(B) and S(A) = k. Then there are k rank one matrices A; such that
A = A; + Ay + - - - + Ay. Because each rank one matrix can be permuted to a matrix of the form

0
{ J :| it is easily seen that the matrix consisting of two isolated ones of A cannot be dominated by
00

any one of the rank one matrices. Thus t(A) < B(A), see[2,Lemma2.4].ForA =A; +A;+ -+ Ax,
let R; denote the indices of the nonzero rows of A; and Cj denote the indices of the nonzero columns of
Aj,i,j=1,...,k Letr; = |R;] and ¢; = |C;|. We shall use the symbol C to denote proper inclusion,
and € when we wish to allow equality.

So, if B(A) = 1 then ((A) = 1.Is the converse true?

2. Main results

Theorem 2.1. IfA € My n(B), theni(A) = 1ifand only if B(A) = 1.

Proof. Let A € My n(B). If B(A) = 1thenA # O so that t(A) # 0and since ((A) < B(A), t(A) = 1.
Now, suppose that ¢(A) = 1 and that B(A) > 2. Then, for some P and Q, permutation matrices of

Jrs O

the appropriate orders, PAQ = ’ + A, for some r, s with either r < m or s < n. Partition
0O

Az Az

Ay as Ay = |: } where Ay 1 is 1 x s. Since B(PAQ) = B(A) = 2,A # ], and hence, one of

Az 3 Az g
. Jrs O

Az.2, Az 3, Az 4 hasazero entry. Further,one of A 2, A; 3, Az 4 hasanentry of 1 since PAQ # .
00

Thus, in PAQ there is some location that is zero and lies in a nonzero column and a nonzero row. Then,

any of the ones in that column together with a one in the nonzero row form a set of two isolated ones,
a contradiction, thus S(A) = 1. O

It follows that the subset of M, ,(B) of matrices with isolation number one is the same as the set
of matrices of Boolean rank one.

Lemma 2.2. LetA € My n(B). Then: if B(A) = 2 then t(A) = 2;if t(A) = 2 then B(A) # 3.

Proof. If B(A) = 2 then ((A) > 1 by Theorem 2.1. Since t(A) < B(A), we have that ((A) = 2.
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Now, suppose that t(A) = 2 and that S(A) = 3.Let A = A; + Ay + A3 where B(A;) = 1.

Permute the rows so that Ry = {1,2,...,r;} and permute the columns of A so that C; =
{1,2,...,c0}andC3 = {k+1,k+ 2, ...,k + c3} where k < c5.

Note that R; # R; and C; # Cj unless i = j otherwise A; + A; would be rank 1.

Suppose that Ry C Ry. Permute the remaining rows so that R; = {1,2,...,1r},and R3 =
{fa+1,a+2,...,a+b+c,rp+1,+2,...,wwherea+b <rj,a+b+c>riandw > .

Thus, we have that

_]a,k ]a,g Ja,h Oa,u Ja,v Oa,w_
Jo.k Jbg Jon Jbu Jbv Obw
Jc,k ]c,g ]c,h ]c,u Oc,v Oc,w
Jak Ja,g Odh Odu Odyv Odw

Oe,k Je,g ]e,h ]e,u Oe,v Oe,w

L Ork Org Orn Oru Opv Opw |

forsomea, b, c,d, e, f, g, h, k, u, vand w. Thus, with this notation,

Ja,k ]a,g fa,h Oa,u .]a,v 0
Ar = | Jok Jo.g Jo.n Obu Jov O |
O 0O 0O O OO0

_Oa,k Oa,g Oa,h Oa,u Oa,v+w_
_ 0]
Ja Jag Ovk Jog Jo.n Jou Obviw
Jo.k Jbg O

Oc,k ]C,g Jc,h ]c,u Oc,v+w

Ay = | Jek Jeg 0|, and A3 =

Odk Odg Odh Odu Ody+
Jax Jag O ¢ eE Lo
L O 0 O_ Oe,k Je,g Je,h Je,u Oe,v+w

L Ok Or.g Orh Ofu Ofviw |

Now, ifA[ry +1,...,m|1,...,n] =A[rn+1,....,m|1,...,n]+As3[rp +1,...,m|1,...,n]
has rank 1 then d = e = 0 and hence 8(A) = 2, a contradiction. Thus, A[r; + 1, ..., m|1,...,n]
must have rank 2, and hence has two isolated ones, say i, and i3. If C; € Cp U C3 then without loss of
generality we have thata; x # Oforx = k 4+ g + h + u + 1, but then, {a; , iz, i3} is a set of three
isolated ones, a contradiction. Thus, v = 0 and hence, C; € C, U Cs. Further, C; # C U C3, otherwise,
A would have rank 2.

Notethata, u, d # 0,forotherwise §(A) = 2.Ife = Othenb-c % Osothat{ay ¢, da41,ktc3> Ory,1}
is a set of three isolated ones. If e # 0, then {ay c,, Gr,.1, Gryte k+c; ) 1S a set of three isolated ones,
contradicting that ¢t(A) = 2. Thus, R1 € R».

By renumbering and/or transposing we have proven that R; ¢ R;and C; ¢ C; for any pair i and j.

Now, permute the rows and columns of Asothat Ry = {1,2,...,1},Ry = {a+1,a+2,...,a+
b,a+b+c+1,a+b+c+2,...,a+b+c+d+e+f},andR3 ={a+b+1,a+b+2,...,a+
b+c+d+ea+b+c+e+f+1,a+b+c+e+f+2,...,a+b+c+e—+f+ g} forsome
a,b,c,d, e, f,gwherea+ b+ c + d = rq, so that A has the form:
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Jak Oat Jap Oag Jar Ous Jav Oaw |
Jo.k Jot Jbp Jbg Jbr Obs Jov Obw
Jek Oct Jep Jeq Jer Jes Jew Ocw
Jak Jai Jap Jag Jar Jas Jav Odw
Jek Jea Jep Jeq Jer Jes Oev Oew
Jra Jrt Jrp Jrg Ofr Ofs Orv Ofw
Ogk Og1 Jgp Jeq Jer Jgs Ogv Ogw
| On.k On,t Onp Ong Onr Ons Ony Onw |

forsomea, b,c,d,e, f,g, h, k,1,p,q,r,s,v,and w, so that

[ Jok Oct Jap Oaq Jar Oas Jaow Oaw |
Jok Ob,i Jo.p Ob,g Jo,r Ob,s Jo,v Ob,w
A = Jek Oc ]c,p Oc,q Jeor Ocs Jew Ocw | s
Jak Odi Ja,p Od,q Ja,r Ods Ja,v Od,w
L0 0 0 0 0 0 0 O

Oa,k Oq,i Oa,p Oqq O
Jok o Jop Jbg O
Oc,k Oc Ocp Ocq O
Ay =1 Jak Jai Jap Jaq O |, and
Jek Jei Jep Jeq O
Jrae Jra Jrp Jra O
0 0 0 0 0]

Oq.k Oa,l Oap Oayq Oar Oas
Ob,k Ob,1 Op,p Opq Opr Ops
Ock Oct Jep Jeg Jer Jes
Odk Odi1 Jap Jdaq Jar Jas
Ock Ocit Jep Jeqg Jer Jes
Ok Or.1 Orp Opq Orr Ofs
Ogk Ogt Jgp Joq Jor Jgs
On,k On,i On,p Onq On,r On,s

Suppose that v # Oand A[ry + 1,...,m|1,...,n] = A[ry +1,...,m|1,...,n] + As[r, +
1,...,m|1,...,n]hasrank 1. Then, f = g = 0 and we must have I, s # 0, for otherwise 8(A) = 2,a
contradiction. Further,ifb = ¢ = 0the rank of Ais two, again a contradiction. Thus, using a 1 from each
of the blocks subscripted (a, v), (b, I) and (e, s) or a 1 from each of the blocks subscripted (a, v), (e, I)
and (c, s) we have three isolated ones, a contradiction. Thus the rank of A[r; + 1, ..., m|1,...,n]
must have rank 2, and hence has two isolated ones, say i; and i3. If ¢y € C U C3 then a; x # O for

Az

S O O O © o o O
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X =k+1+4+p+q+r+s+1then {a1y, iz, i3} is a set of three isolated ones, a contradiction.
Thus, C; € Cy U Cs. Further, C; # Cp U C3, otherwise, A would have rank 2. Thus, v = 0, and hence,
C1 CCUCs.

Since the choice of rows versus columns can be changed by transposition and the index of R; and
C; by renumbering, we have shown that if {i, j, k} = {1, 2, 3} then R; C R; U R and C; C Cj U .

Consider the matrix (1). Since Ry C Ry U R3 we have that a = 0; since R; C R1 U R3 we have
that f = 0; since C; C C; U C3 we have that [ = 0; and since C3 C €1 U Cy we have that s = 0. That
is,sincea = f =1 =s = v = 0, A has the form

JJJ1J]0
JJJ1J10
JJJ1J]0
JJJ1J]o

0JJJo
00000 |

where the indices have been omitted. Thus S(A) = 2 a contradiction. Thus, if ((A) = 2 then

B@A) #3. 0O
Theorem 2.3. Let A € My n(B). Then, ((A) = 2 ifand only if B(A) = 2.

Proof. By virtue of Lemma 2.2, we only need show the necessity.

Suppose there exists A € My, n(B) with ((A) = 2 and B(A) > 2. By Lemma 2.2, B(A) # 3 so
choose A such that if 8(A) > B(B) > 2 theni(B) > 2.Suppose that A = A; + Ay + --- + Ay for
k = B(A) where each A; is rank one, i.e., k is the minimum k such that S(A) = k and ((A) = 2..
Suppose that A has the fewest number of nonzero rows of the A;’s. As in the above lemma, permute
the rows of A so that A has nonzerorows 1, 2, ..., r.Forj = 1, ..., rq, let B; be the matrix whose
first j rows are the first j rows of A and whose last m — j rows are all zero. Let C; be the matrix whose
first j rows are all zero and whose last m — j rows are the last m — j rows of A. Then A = B; + . Further
any set of isolated ones of (j is a set of isolated ones for A. Now, since 8(A) < B(B;) + B((), and the
fact that B(Cj) = B(Cj—1) or B(G) = B(Ci—1) — 1, there is some j such that B(C;) = B(A) — 1. Since
B(G) < k, by the choice of A, for this j, we have that ¢(C;) > 2, since 8((j) > 3. Thatis((A) > 2,a
contradiction. O

Note, as can be seen in the following example, there is a matrix A € Mp_,(B) such that ((A) = 3
and B(A) is relative large, depending on m and n.

Example 2.4. Forn > 3, let D, € Mu(B) denote the matrix J \ I. Then, it is easily shown that

k
t(Dp) = 3 while 8(D;) = k where k = min [k n < ( v ) ’ see [1, Corollary 2]. So, t(Dyg) = 3
2

while 8(Dg) = 6.

A tournament matrix is the adjacency matrix of a directed graph called a tournament, T. It is
characterized by [T] o [T]* = O and [T] + [T]* =] — I where [T] is the adjacency matrix of T.

Another problem we wish to addressis: Foreachk = 1, 2, ..., min{m, n} characterize the matrices
in M n(B) for which ¢(A) = B(A). Of course this is done if k = 1 or k = 2, but only in those cases.
For k = m we can also find a characterization:

Theorem 2.5. let1 < m < nand A € Mp ,(B). Then, ((A) = B(A) = m if and only if there exist
permutation matrices P € My (B) and Q € M, (B) such that PAQ = [B|C] where B = I, + T where T
is a matrix that is dominated by a tournament matrix. (There are no restrictions on C.)
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Proof. Suppose that ((A) = m, then by permuting by P and Q, so that the set of isolated ones are in
the (i, i) positions, i.e., if X = PAQ then S = {ay,1.022, . .., Gm m}, then X = [B|C], with b;; = 1 and
b jbj; = O for every iandj # i. Thus, B = I, + T where T is a submatrix of a tournament matrix.
Thus, PAQ = [B|C] where B = I, 4+ T and clearly there are no conditions on C.

If PAQ = [B|C] and B = I, + T where T is a submatrix of a tournament matrix, then the diagonal
entries of B form a set of isolated vertices for PAQ and hence , A has a set of m isolated vertices. O
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