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Abstract

We describe the structure of rings over which every cyclic (or finitely generated) right
module is a direct sum of a projective module and an injective module.
 2002 Elsevier Science (USA). All rights reserved.

1. Introduction

A ring R is called a right (left) SI ring if every singular right (left)R-module
is injective. SI rings were initially introduced and investigated by Goodearl [9],
and the structure of these rings was described as follows (cf. [9, Theorem 3.11]):

A ring R is right SI if and only ifR is right nonsingular, andR = K ⊕R1 ⊕
· · · ⊕ Rm (a ring-direct sum) whereK/Soc(K) is semisimple and eachRi is
Morita equivalent to a simple right noetherian domainDi such that for every
nonzero right idealCi ⊆Di , Di/Ci is semisimple.

Concerning SI rings, Smith [19] introduced right (left) CDPI rings, i.e., rings
each of whose cyclic right (left) modules is a direct sum of a projective module
and an injective module. The question, if every right CDPI ring is right SI,
remained open for several years (1979–1991). Finally in [17], as an application of
their major theorem on finiteness of uniform dimension of certain cyclic extending
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modules, Osofsky and Smith have shown that a right CDPI ring is indeed right
noetherian and right SI (cf. [17, Proposition 2]). On the other hand, Smith [19,
Example 4.12] has proved that a right artinian right SI ring need not be right
CDPI.

From these results it is natural to ask the question: When is a right SI ring right
CDPI? In this note we will provide an answer to this question (Theorem 6).

Rings over which every finitely generated right module is a direct sum of
a projective module and an injective module were initially investigated also by
Smith in [18]. He called these rings right FGPI rings. In [12, Theorem 6] it was
shown that if Soc(RR) = 0, thenR is right FGPI iffR is left FGPI iff R is right
and left SI. In this note we will describe the structure of all right FGPI rings
(Theorem 8).

Following Faith [7], a ringR is called a right PCI ring if every cyclic right
R-module is either isomorphic toRR or injective. A right PCI ring is either
semisimple artinian or a simple right noetherian right hereditary domain such
that every singular right module is semisimple and injective (see Faith [7] and
Damiano [4]). Hence every right PCI domain is right SI. On the other hand, by
a result of Osofsky–Smith [17], for a ringR, if all cyclic singular right modules
are injective, then all singular right modules are injective. This implies that a right
SI domain is right PCI. Thus for domains, the two concepts of SI and PCI are
equivalent. A right PCI domain (= right SI domain), which is not a division ring,
was constructed by Cozzens in [3].

2. The results

Throughout this note we consider associative rings with identity and unitary
modules. For a ringR and anR-moduleM we writeMR to indicate thatM is a
rightR-module. The socle and the Jacobson radical ofM are denoted respectively
by Soc(M) andJ (M). The injective hull and the uniform dimension ofM are
denoted byE(M) and u-dim(M), respectively.

A submoduleC of a moduleM is called a closed submodule ofM if C is itself
a maximal essential extension ofC in M. The moduleM is called an extending
module (or a CS module) if every closed submodule ofM is a direct summand.
A ring R is called a right extending ring ifRR is an extending module. Clearly,
every (quasi-) injective module is extending. For basic properties of injective and
extending modules we refer to [1,6,8,15].

If a moduleM has finite composition length, we will denote its length byl(M).
We first consider the artinian case. Namely, letA be a right artinian right CDPI

ring. We writeA in the form

AA =A1 ⊕ · · · ⊕An,
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where eachAi is an indecomposable right ideal ofA. In particular eachAi

is a local rightA-module. We define the following direct summands ofAA as
follows:

• B = B1 ⊕ · · · ⊕Bm such thatBi ∈ {A1, . . . ,An} and the following properties
hold:
(B1) EachBi is uniform with l(Bi)� 2.
(B2) If l(E(Bi)) � 2, thenE(Bi) is projective.
(B3) If 3 � l(E(Bi)) <∞ andl(Bi)= 2, then

(b3) there is noBi′ ∈ {A1, . . . ,An} (i ′ �= i) with l(Bi′ ) = 2 and
Soc(Bi′ )∼= Soc(Bi), and

(b′
3) a simpleAh ∈ {A1, . . . ,An} with 3 � l(E(Ah)) < ∞ belongs to

{B1, . . . ,Bm} iff Ah is isomorphic to the socle of such aBi .
• C = C1 ⊕ · · · ⊕Ck such thatCj ∈ {A1, . . . ,An} and the following properties

hold:
(C1) EachCj is uniform with l(Cj )� 2.
(C2) For eachCj , 3� l(E(Cj )) <∞.
(C3) If for aCj , l(Cj )= 2, then

(c3) there existsCj ′ , j ′ �= j , such thatl(Cj ′ ) = 2 and Soc(Cj ) ∼=
Soc(Cj ′), and

(c′
3) a uniformAh ∈ {A1, . . . ,An} belongs to{C1, . . . ,Ck} iff Soc(Ah)

is isomorphic to the socle of such aCj .
• D =D1 ⊕· · · ⊕Dt such thatDl ∈ {A1, . . . ,An} and the following properties

hold:
(D1) EachDl is either simple or u-dim(Dl)� 2.
(D2) If Dl is simple, thenl(E(Dl)) < ∞ andDl is not embedded in either

B or C.

Note that, by the definition ofB, {B1, . . . ,Bm} also contains all uniform
Ak from {A1, . . . ,An} with l(E(Ak)) = ∞. For the existence of suchAk ’s see
Example 3.6 in the next section.

We conclude thatAA = B ⊕ C ⊕ D. By [17, Proposition 2],A is right SI.
HenceA is right hereditary (cf. [9, Proposition 3.3]). In particular,A is right
nonsingular. From this and the properties ofB, C, D, there is no nonzero
A-homomorphism between them. HenceBC = CB = CD = DC = DB =
BD = 0, i.e., the following lemma holds.

Lemma 1. A = B ⊕C ⊕D is a ring-direct sum.

Lemma 2. B is a right extending ring.

Proof. We can writeB = Q1 ⊕ Q2 ⊕ Q3 whereQ1 is the direct sum of allBi

that satisfyl(E(Bi))� 2;Q2 is the direct sum of allBj with l(E(Bj ))= ∞, and



D.V. Huynh / Journal of Algebra 254 (2002) 362–374 365

Q3 is the direct sum of the remainderBt , i.e., 3� l(E(Bt )) < ∞. As B is right
nonsingular, it is easy to check thatQi , i = 1,2,3, are ideals ofB. EachQi is
a right CDPI ring. By [6, Lemma 8.14],Q1 is a right extending ring.

ForQ2, letU be a closed right ideal ofQ2. ThenQ2/U is a cyclic nonsingular
module. Hence every minimal submoduleS of Q2/U embeds inQ2. Whence
l(E(S)) = ∞. SinceE(S)/S is semisimple, it follows thatE(S) can not be cyclic.
Therefore,Q2/U does not contain nonzero injective submodules. ThusQ2/U

must be projective. WhenceU splits inQ2, proving thatQ2 is right extending.
ForQ3, consider aBt ⊆Q3, and let[Bt ] denote the direct sum of allBk such

thatE(Bk) ∼= E(Bt). Clearly [Bt ] is a ring-direct summand ofQ3. [Bt ] is not a
semisimple ring, because otherwise, as a semisimple ring-direct summand ofB,
[Bt ] is injective, a contradiction to the definition ofQ3. Hence there is aBk ⊆ [Bt ]
with l(Bk)= 2. By (B3),[Bt ] = Bk ⊕T whereT[Bt ] is a semisimple module. Now
let V be a closed right ideal of[Bt ]. If Bk ∩ V �= 0, thenBk ⊆ V . By modularity,
and sinceT[Bt ] is semisimple, we conclude thatV is a direct summand of[Bt ]. If
Bk ∩ V = 0, then by the same way we obtain thatBk ⊕ V is a direct summand
of [Bt ] which implies thatV is a direct summand of[Bt ]. This shows that[Bt ] is
a right extending ring. SinceQ3 is obviously a ring-direct sum of finitely many
rings which are constructed in a similar way as[Bt ], it follows thatQ3 is a right
extending ring. ThusB is right extending, as desired.✷
Lemma 3. For each simple submoduleS ⊆ C, l(E(S)) = 3.

Proof. We denote by[C1] the direct sum of all suchCi with E(Ci) ∼= E(C1).
Then[C1] is a ring-direct summand ofC. [C1] is not a semisimple ring, because
otherwise, every minimal right ideal of[C1] would be injective, a contradiction
to the definition ofC. Hence there is a uniform direct summand of[C1] that has
length 2 (cf. (C1)). We may assume, without loss of generality, thatl(C1)= 2. By
(C3) there exists aCi1 ∈ {C1, . . . ,Ck} with l(Ci1) = 2, and Soc(Ci1)

∼= Soc(C1),
i1 �= 1. We write [C1] = C1 ⊕ Ci1 ⊕ · · · ⊕ Cip ⊕ V whereV is semisimple,
and l(C1) = l(Ci1) = · · · = l(Cip ) = 2, and all minimal submodules of[C1] are
isomorphic to each other.

Suppose that for eacht (1 � t � p), C1 ⊕ Cit does not have closed
minimal submodules. LetS be an arbitrary minimal submodule ofC1 ⊕ Cit .
Then the closureS′ of S in C1 ⊕ Cit has length at least 2. Therefore, either
C1 ⊕ Cit = S′ ⊕ Cit or C1 ⊕ Cit = C1 ⊕ S′, and soC1 ⊕ Cit is an extending
module. Then by [6, Lemma 7.3(ii)]C1 is Cit -injective for each 1� t � p.
By [1, Proposition 16.13(2)], and since each minimal submodule ofV is
isomorphic to Soc(Cit ), C1 is (Ci1 ⊕ · · · ⊕ Cip ⊕ V )-injective. Now, letf be
an isomorphism Soc(C1) → Soc(Cit ). ThenT = {x + f (x) | x ∈ Soc(C1)} is a
minimal submodule ofC1 ⊕Cit . By assumption, the closureT ′ of T in C1 ⊕Cit

has length at least 2. BecauseT ′ ∩ C1 = T ′ ∩ Cit = 0, we haveC1 ⊕ Cit =
T ′ ⊕ C1 = T ′ ⊕ Cit . This implies thatC1 ∼= Cit . ThusC1 is C1-injective. This



366 D.V. Huynh / Journal of Algebra 254 (2002) 362–374

together with(Ci1 ⊕ · · · ⊕Cip ⊕ V )-injectivity of C1 implies thatC1 is injective,
a contradiction to (C2).

Therefore, there ist ∈ (1, . . . , p}, say t = 1, such thatC1 ⊕ Ci1 contains
a closed minimal submoduleU . Notice thatC1 ⊕Ci1 is cyclic. Hence the module
(C1 ⊕Ci1)/U is cyclic, nonsingular, uniform (cf. for example, [6, 5.10(1)]), and
of length 3. Moreover, by the Krull–Schmidt theorem (cf. [1, 12.9]),U can not
be a direct summand ofC1 ⊕ Ci1. Whence(C1 ⊕ Ci1)/U must be injective. As
C1 ∩U = 0, this implies thatE(C1)∼= (C1 ⊕Ci1)/U , and sol(E(C1))= 3.

We can renumber the direct summandsCi so that{C1,C2, . . . ,Cq} is a max-
imal set of {C1, . . . ,Ck} with l(Ci) = 2, Soc(Ci) � Soc(Cj ) for i �= j . Then
C = [C1] ⊕ [C2] ⊕ · · · ⊕ [Cq ] ⊕ G (a ring-direct sum), where each[Ci] is
constructed in a similar way as[C1], andG is semisimple. IfG �= 0, then each
minimal submodule ofG is injective, a contradiction to the definition ofC. Hence
G = 0, and soC = [C1] ⊕ [C2] ⊕ · · · ⊕ [Cq ]. This shows thatl(E(Cj )) = 3 for
all j = 1, . . . , k, proving Lemma 3. ✷
Lemma 4. For eachDl , l(Dl)= 1 or 3. If S ⊆DD is a minimal submodule, then
l(E(S)) = 2, andE(S) is not projective.

Proof. All Dj are local modules. Assume thatl(Dj ) �= 1, i.e.,Dj is not simple.
By (D1), l(Dj ) � 3. From the structure theorem of (artinian) right SI rings (cf.
[9, Theorem 3.11]), and the fact thatDj is local, it follows thatDj/Soc(Dj ) is
simple. Hencel(Dj )= l(Soc(Dj ))+1. It is enough to show thatl(Soc(Dj )) = 2.
Now letS be a minimal submodule of Soc(Dj ). ThenDj/S is a cyclic local right
D-module which can not be projective. SinceD is right CDPI,Dj/S must be
injective. AsDj/S is indecomposable, Soc(Dj /S) is simple. This proves that
l(Soc(Dj ))= 2, and sol(Dj )= 3.

Next, let Soc(Dj ) = S ⊕ T , whereS, T are minimal submodules ofDj . As
Dj is local,Dj/T must be injective and not projective. WhenceE(S) ∼= Dj/T ,
andl(E(S)) = l(Dj /T ) = 2. We rewriteD in the form

D = S1 ⊕ · · · ⊕ Sk ⊕ V1 ⊕ · · · ⊕ Vh,

where l(S1) = · · · = l(Sk) = 1, l(V1) = · · · = l(Vh) = 3, and Si , Vj ∈ {D1,

. . . ,Dl}. Set Soc(Vi) = W1 ⊕ W2 with simpleW1 andW2. As observed before,
Vi/W1 and Vi/W2 are injective. It follows that the injective hull of eachVi

(i = 1, . . . , h) is a direct sum of two indecomposable submodulesV ∗
i1

andV ∗
i2

with
l(V ∗

i1
) = l(V ∗

i2
)= 2. Now we considerSi . If Si is not embedable inV1 ⊕ · · · ⊕Vh,

then(V1 ⊕ · · · ⊕Vh)Si = 0. We may assume thatS1, . . . , St are not embedable in
V1 ⊕· · ·⊕Vh, butSt+1, . . . , Sk are. Then(St+1 ⊕· · ·⊕Sk ⊕V1 ⊕· · ·⊕Vh)(S1 ⊕
· · · ⊕ St )= 0. From this it follows thatS1 ⊕ · · · ⊕ St is an ideal ofD. SinceD is
right nonsingular, we can similarly show that(S1 ⊕ · · · ⊕ St )(St+1 ⊕ · · · ⊕ Sk ⊕
V1 ⊕ · · · ⊕ Vh) = 0, and soSt+1 ⊕ · · · ⊕ Sk ⊕ V1 ⊕ · · · ⊕ Vh is also an ideal,
and hence a ring-direct summand ofD. This shows thatS1, . . . , St are injective
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rightD-modules, which is a contradiction to the definition ofD. Hence eachSi is
embedable in someVj , so the injective hull of eachSi has composition length 2,
and is not projective. This completes the proof of Lemma 4.✷
Lemma 5. Let T be a right artinian right SI ring withTT = T1 ⊕ · · · ⊕ Tm ⊕ T ′
(m � 2) where eachTi is uniform, l(Ti) = 2, and T ′

T is semisimple. Assume
further that for each minimal right idealS ⊆ T , l(E(ST )) = 3. If V1 ⊕ · · · ⊕ Vq

(q � 2) is a direct summand ofTT such that eachVi is uniform of length2,
then for any closed minimal submoduleU of V1 ⊕ · · · ⊕ Vq , the factor module
(V1 ⊕ · · · ⊕ Vq)/U contains a nonzero injective submodule.

Proof. We prove this statement by induction onq . For q = 2, (V1 ⊕ V2)/U is
nonsingular uniform (see, for example, [6, 5.10(1)]) and of length 3. It follows
that the minimal submodule of(V1 ⊕ V2)/U embeds inTT . Hence(V1 ⊕ V2)/U

is injective. From here we can follow the second step of the induction proof of
[11, Claim 1, p. 146]. ✷

Now we can state the main theorem of this paper.

Theorem 6. For a ring R the following conditions are equivalent:

(a) Every cyclic rightR-module is a direct sum of a projective module and an
injective module, i.e.,R is a right CDPI ring.

(b) R has a ring-direct decomposition

R =R1 ⊕R2 ⊕R3 ⊕R4 ⊕R5,

where eachRi is a right SI ring. Furthermore:
(i) R1 is right extending and right artinian.
(ii) R2 is right artinian with the following properties:

(ii 1) For each primitive idempotente ∈R2, l(eR2)� 2.
(ii 2) For any minimal right idealS of R2, l(E(S)) = 3.
(ii 3) If e ∈ R2 is a primitive idempotent withl(eR2) = 2, then there

exists at least one other primitive idempotentf ∈ R2 such that
l(f R2)= 2, ef = f e = 0, andSoc(eR2)∼= Soc(fR2).

(iii) R3 is right artinian with the following properties:
(iii 1) For each primitive idempotente ∈R3, l(eR3)= 1 or l(eR3)= 3.
(iii 2) For any minimal right idealS ofR3, l(E(S)) = 2 andE(S) is not

projective.
(iv) R4 is a ring-direct sum of finitely many simple right and left SI rings

with zero right socle and each with right uniform dimension� 2.
(v) R5 is a ring-direct sum of finitely many right SI domains which are not

division rings.
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Proof. (a) ⇒ (b). By [17, Proposition 2],R is right noetherian right SI. Hence
by [9, Theorem 3.11] (see the Goodearl’s theorem mentioned in the introduction),
R has the ring-direct decomposition

R =A⊕ T ,

whereA is a right artinian right CDPI ring andT is a right CDPI ring with
Soc(T ) = 0. By Lemma 1,A = B ⊕ C ⊕ D (a ring-direct sum), whereB, C,
andD are defined as before Lemma 1. SetR1 = B, R2 = C, andR3 = D. By
Lemmas 2–4 we haveR1 ∈ (i), R2 ∈ (ii), R3 ∈ (iii ) of Theorem 6.

We haveR = R1 ⊕ R2 ⊕ R3 ⊕ T . Again by [9, Theorem 3.11],T = T1 ⊕
· · · ⊕ Tk where eachTi is a simple right noetherian right SI ring which is Morita
equivalent to a right SI domain (and for eachTi , Soc(Ti) = 0). LetU be a closed
right ideal ofTi . ThenTi/U is a nonsingular rightTi -module. IfTi/U contains a
nonzero injective submodule, then it is cyclic and isomorphic to the injective hull
of some right ideal ofTi . As Ti is simple and right noetherian, we conclude that
the injective hull ofTiTi is finitely generated which implies thatTi is semisimple
artinian (cf. [2, Corollary 1.29]), a contradiction. HenceTi/U does not contain
nonzero injective submodules. By (a)Ti/U is projective, soTi =U ⊕L for some
right idealL ⊆ Ti . This shows that eachTi is right extending.

If for someTi , u-dim(Ti)� 2, then by [13],Ti is left Goldie and left extending.
Ti is Morita equivalent to a right SI domain, sayDi . HenceDi is left Goldie. In
other words,Di is a left Ore, right PCI domain. By [7, Theorem 22],Di is left
noetherian, and hence left PCI (see also [14, Corollary 4.3]). Equivalently,Di is
left SI. ThusTi is left SI.

Now we renumber the direct summandsTi so thatT = T1⊕· · ·⊕Tm⊕Tm+1⊕
· · · ⊕ Tk where allT1, . . . , Tm have uniform dimension� 2, and u-dim(Tm+1) =
· · · = u-dim(Tk) = 1. SetR4 = T1 ⊕ · · · ⊕ Tm, R5 = Tm+1 ⊕ · · · ⊕ Tk. Then we
have a ring-direct decompositionR = R1 ⊕R2 ⊕R3 ⊕R4 ⊕R5 as desired.

(b)⇒ (a). It is clear thatR1 andR5 have property (a).
We now considerR2. By (ii), R2 = R21 ⊕ · · · ⊕ R2k where eachR2i is

uniform, nonsingular,l(R2i ) � 2, and l(E(R2i )) = 3. Let X be a cyclic right
R2-module. ThenX = Y ⊕ I whereI is a maximal injective submodule ofX.
SinceR2 is right SI, I contains the singular submodule ofX. ThereforeY is
nonsingular andY does not contain nonzero injective submodules. Hence there
is a closed submoduleU of R2 such thatY ∼= R2/U . Our aim is to prove that
YR2 is projective, implying thatR2 satisfies (a). We can writeR2 in the form
R2 = V1 ⊕ · · · ⊕ Vh ⊕ W where eachVi ∈ {R21, . . . ,R2k} with l(Vi) = 2 and
W is semisimple. ThenR2/U = [(V1 ⊕ · · · ⊕ Vh) + U ]/U + (W + U)/U .
Since(W + U)/U is semisimple,(W + U)/U = [((V1 ⊕ · · · ⊕ Vh) + U)/U ∩
(W +U)/U ] ⊕ W ′ whereW ′ is a submodule of(W +U)/U , that is projective
and semisimple. ThereforeR2/U = [(V1 ⊕ · · · ⊕ Vh) + U ]/U ⊕ W ′. Let H =
(V1⊕· · ·⊕Vh)∩U . Then[(V1⊕· · ·⊕Vh)+U ]/U ∼= (V1 ⊕· · ·⊕Vh)/H . Hence
the projectivity ofYR2 will follow from the following statement.
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Claim. LetV1 ⊕ · · · ⊕ Vt (t � 1) be a direct summand of(R2)R2 such that every
Vi is a uniform right ideal withl(Vi) = 2, and letH be a closed submodule of
V1 ⊕ · · · ⊕ Vt . If (V1 ⊕ · · · ⊕ Vt)/H contains no nonzero injective submodules,
then(V1 ⊕ · · · ⊕ Vt)/H is projective.

We prove this by induction ont . For t = 1 it is clear, because in this case either
H = 0, orH = V1.

Assume that the Claim is true for somet � 1. LetH be a closed submodule
of V1 ⊕ · · · ⊕ Vt+1 such that(V1 ⊕ · · · ⊕ Vt+1)/H does not contain nonzero
injective submodules. IfH = 0 or (V1 ⊕ · · · ⊕ Vt+1)/H = 0, we are done. Hence
we consider only the case thatH �= 0, and (V1 ⊕ · · · ⊕ Vt+1)/H �= 0. Since
V1 ⊕ · · · ⊕ Vt ⊕ Vt+1 is nonsingular, eitherH ⊇ Vt+1 or H ∩ Vt+1 = 0.

If H ⊇ Vt+1, then(V1 ⊕ · · · ⊕ Vh ⊕ Vt+1)/H ∼= (V1 ⊕ · · · ⊕ Vt)/H
′ where

H ′ = (V1⊕· · ·⊕Vt )∩H is a closed submodule ofV1⊕· · ·⊕Vt . By the induction
hypothesis,(V1 ⊕ · · · ⊕ Vt)/H

′ is projective. We are done in this case.
For H ∩ Vt+1 = 0, we have two cases: Either(V1 ⊕ · · · ⊕ Vt) ∩ H = 0 or

(V1 ⊕ · · · ⊕ Vt )∩H �= 0.
(1) If (V1 ⊕· · ·⊕Vt )∩H = 0, thenH is uniform of length 1 or 2. Ifl(H)= 1,

i.e.,H is simple, then by Lemma 5,(V1 ⊕· · ·⊕Vt ⊕Vt+1)/H contains a nonzero
injective submodule, a contradiction. Hencel(H) = 2. Then(V1 ⊕ · · · ⊕ Vt) ⊕
H = V1⊕· · ·⊕Vt ⊕Vt+1. This shows that(V1⊕· · ·⊕Vt ⊕Vt+1)/H is projective.

(2) For (V1 ⊕ · · · ⊕ Vt) ∩ H �= 0, setK = (V1 ⊕ · · · ⊕ Vt) ∩ H . HenceK is
closed inV1 ⊕· · ·⊕Vt . Since(V1 ⊕· · ·⊕Vt )/K embeds in(V1 ⊕· · ·⊕Vt+1)/H ,
(V1 ⊕ · · · ⊕ Vt)/K does not contain nonzero injective submodules. Hence by
the induction hypothesis,(V1 ⊕ · · · ⊕ Vt)/K is projective. Therefore,K splits
in V1 ⊕ · · · ⊕Vt . By Krull–Schmidt Theorem, or by applying [1, 28.15], we have
(after renumbering the summands if necessary)V1⊕· · ·⊕Vt = V1⊕· · ·⊕Vl ⊕K.
It is clear thatl � t − 1, andV1 ⊕ · · ·⊕Vt ⊕Vt+1 = (K ⊕V1 ⊕ · · ·⊕Vl)⊕Vt+1.
Hence(V1 ⊕ · · · ⊕ Vt ⊕ Vt+1/H ∼= (V1 ⊕ · · · ⊕ Vl ⊕ Vt+1)/H

′ whereH ′ =
(V1 ⊕ · · ·⊕Vl ⊕Vt+1)∩H . Sincel � t − 1, we can use the induction hypothesis
to get that(V1 ⊕ · · · ⊕ Vl ⊕ Vt+1)/H

′ is projective. This completes the proof of
the claim, and thereforeR2 satisfies (a).

ForR3 we see thatR3 has all properties ofC in [11, Theorem 7]. Moreover,
R3 is right nonsingular, hence by [11, Corollary 14], even every rightR3-module
is a direct sum of a projective module and an injective module.

ConsideringR4 we may assume thatV = R4 is a simple left and right SI ring
(with zero socle). Then the classical right quotient ringQ of V is also the classical
left quotient ring ofV . LetXV be any cyclic rightV -module. ThenX = Y ⊕W

whereW is the maximal injective submodule ofX. Since every singular rightV -
module is injective,Y is a nonsingular cyclic module. HenceY is embedable in
QV , i.e.,Y ∼= yV for somey ∈ Q. SinceQ is also the classical left quotient ring
of V , y = a−1b (a, b ∈ V , with a regular). HenceY ∼= bV ⊆ V . This together



370 D.V. Huynh / Journal of Algebra 254 (2002) 362–374

with the fact thatV is right (and left) hereditary (cf. [9, Proposition 3.3]) shows
thatY is projective. HenceR4 satisfies (a). ✷

Notice that by the above proof we can state (ii) of Theorem 6 as follows:

(ii ′) R2 is a finite ring-direct sum of indecomposable right artinian rings each of
which is not right extending and has the following properties:
(ii 1) For each primitive idempotente ∈R2, l(eR2)� 2.
(ii 2) For any minimal right idealS of R2, l(E(S)) = 3.

The following is an immediate consequence of [9, Theorem 3.11] and
Theorem 6.

Corollary 7. Every right and left SI ringR with Soc(RR) = 0 is right and left
CDPI, right and left extending.

We remark that in [12, pp. 45–46] we also mentioned the question of describing
the structure of a right CDPI ringR and expected to show that the (maximal)
artinian direct summandA of R is right extending. This expectation was wrong,
and it took us a long time to establish that in factA contains a right extending
direct summandB (cf. Lemma 2). The other summand is, in general, nonzero and
not right extending (see the existence of such a ring in Section 3.2).

Theorem 8. For a ring R the following conditions are equivalent:

(a) Every finitely generated rightR-module is a direct sum of a projective module
and an injective module, i.e.,R is a right FGPI ring.

(b) R has a ring-direct decompositionR =A1 ⊕A2 ⊕A3 ⊕ T , where eachAi is
a right SI ring. Moreover:
(i) A1 is a right and left serial, right and left artinian ring withJ (A1)

2 = 0.
(ii) A2 is a right artinian ring such that for each primitive idempotent

e ∈A2, eA2 is uniform,l(eA2)� 2, andl(E(eA2))= 3.
(iii) A3 is right artinian. For each primitive idempotente ∈ A3, eithereA3 is

simple orl(eA3) = 3. Moreover, ifS is minimal right ideal ofA3, then
l(E(S)) = 2 andE(S) is not projective.

(iv) T is a right and left SI ring withSoc(TT )= 0.

Proof. (a) ⇒ (b). Let R be a ring such that every finitely generated rightR-
module is a direct sum of a projective module and an injective module. By
Theorem 6,R = A ⊕ T (a ring-direct sum) whereA is right artinian right SI,
T is right SI with Soc(TT ) = 0. Hence by [12, Theorem 6],T is left SI. By [11,
Corollary 14],A =A1 ⊕A2 ⊕A3 (a ring-direct sum), where theA1, A2, andA3
satisfy (i), (ii), and (iii) in Theorem 6, respectively.
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(b)⇒ (a) follows from [12, Theorem 6] and [11, Corollary 14].✷
Notice that by [11, Corollary 14], every rightAi -module (i = 1,2,3) is

a direct sum of a projective module and an injective module. But not all infinitely
generated right (or left) modules overT have this decomposition property (cf.
[11, Theorem 5]). On the other hand, by a result of [5] (see also [6, 13.5]), every
right (or left)A1-module is extending.

3. Examples

3.1. Let

T =
[

R C

0 C

]
,

whereR andC are the fields of real and complex numbers, respectively. ThenT

is right and left artinian, right and left hereditary, right and left SI. Moreover, we
can easily check thatT is right extending. Hence this ringT is an example for the
ringR1 in Theorem 6. Another example for the ringR1 of Theorem 6, that has an
infinitely generated right injective hull, is given in Section 3.6 below.

3.2. Let U be the ring[
C 0 C

0 C C

0 0 C

]
.

ThenU is a right (and left) SI ring. WriteU in the formU = e11U⊕e22U⊕e33U ,
where

e11 =
[1 0 0

0 0 0
0 0 0

]
, e22 =

[0 0 0
0 1 0
0 0 0

]
, and e33 =

[0 0 0
0 0 0
0 0 1

]
.

It is clear thate33U ∼= Soc(e11U) ∼= Soc(e22U), and l(e11U) = l(e22U) = 2.
Moreover,

E(e11U)=
[

C C C

0 0 0
0 0 0

]
,

and hencel(E(e11U)) = 3. This shows thatU is an example of the ringR2 of
Theorem 6. We can further show thatU is not right extending. Namely, suppose
on the contrary thatU is right extending, thene11U ⊕ e22U is an extending right
U -module. Hence by [6, 7.3(ii)],e11U is e22U -injective. Let

L=
{[0 0 r

0 0 r

0 0 0

] ∣∣∣ r ∈ C

}
.

ThenL is a minimal submodule ofe11U ⊕ e22U . There are two possibilities:
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3.2.1. L is closed ine11U ⊕ e22U . HenceL is a direct summand ofe11U ⊕
E22U . This is impossible by Krull–Schmidt Theorem (cf. [1, 12.9]).

3.2.2. L is not closed ine11U⊕e22U . Then the closureL′ of L in e11U⊕e22U

has length at least 2. Thereforee11U ⊕ e22U = L′ ⊕ e22U = e11U ⊕ L′. This
implies thate11U ∼= e22U . Thus by [1, 16.13(2)],e11U is (e11U ⊕e22U ⊕e33U =
U)-injective, a contradiction.

3.3. If we takeV to be the ring[
C C

0 R

]
,

then V is left and right artinian, and nonsingular. However,V is not right
extending. WriteV = e11V ⊕ e22V where e11V is a local rightV -module
with u-dim(e11V ) = 2, l(e11V ) = 3 and e22V is simple. SinceV/J (V ) is
commutative, andV is left serial, every uniform rightV -module is uniserial (cf.
[10, Theorem 3.2]). LetS be a nonsingular simple rightV -module. AsV is a
(right and left) SI-ring,E(S)/S is semisimple (clearly,l(E(S)) � 2). SinceE(S)

is uniserial,E(S)/S is simple. Hencel(E(S)) = 2. Thus,V is an example for the
ringR3 of Theorem 6. Note thatV is a left CDPI ring.

The above argument forV can be applied to show that the ringT in Section 3.1
is left CDPI.

3.4. LetC be any PCI domain (= SI domain) constructed in [3], and letMn(C)

be the full(n × n)-matrix ring overC. ThenMn(C) is right and left hereditary,
right and left noetherian. Hence by [6, 12.18],Mn(C) is right and left extending.
Thus, forn > 1,Mn(C) is an example of the ringR4 in Theorem 5.

3.5. The right (and left) SI domain constructed in [3] is an example for the ring
R5 of Theorem 6. However, it is unknown if there is a right SI domain which is
not left SI.

3.6. Let

W =
[

Q R

0 R

]
,

whereQ is the field of rational numbers. ThenW is a right extending, right CDPI
ring, in particular it is also an example of the ringR1 in Theorem 6. Furthermore,
by [9, Proposition 3.1],W is left SI. However,W (with an essential left socle) is
not left artinian. Hence by Theorem 6,W is not a left CDPI ring.

Unlike the ringsT in Section 3.1,U in Section 3.2 andV in Section 3.3, the
right injective hull of the ringW in Section 3.6 is an infinitely generated right
W -module. In particular, the ringW provides an example of a right artinian ring
which has a uniform infinitely generated right module.
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Moreover, thoughW is a right extending ring,W ⊕W is not an extending right
W -module, because, otherwiseW would be a right co-H ring. By [16],W must
be left artinian, but this is impossible.

3.7. Let H be the algebra of quaternions overR. Then the ring

Y =
[

R H

0 R

]
is right and left artinian, right and left SI. However, since the indecomposable
direct summande11Y of YY and the indecomposable direct summandYe22 of Y Y
both have composition length 5,Y is neither right nor left CDPI (cf. Theorem 6).

Another example for a right and left artinian right and left SI ring, that is neither
right nor left CDPI, is the ring[

R 0 C

0 R C

0 0 C

]
.

This ring is a subring of the right CDPI ringU in Section 3.2.
Examples in Sections 3.6 and 3.7 suggest the following question.

Question. LetR be a right and left artinian, right and left SI ring. IsR necessarily
left CDPI if R is right CDPI?
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