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ABSTRACT 

A unified and self-contained approach to the block structure of Shanks’s table and 

its cross rules is presented. Wynn’s regular and Cordellier’s singular cross rules are 

derived by the Schur-complement method in a unified manner without appealing to 

Pad& approximation. Moreover, by extending the definition of Shanks’s transformation 

to certain biinfinite sequences and by introducing a parameter it is possible to get more 

consistency with respect to Miibius transformations. It is well known that Pad& 

approximants in general don’t have this property. 

0. NOTATION 

By Z, M, No we denote the sets of integers and of positive and nonnega- 
tive integers, respectively. K denotes the fields R and c of real and com- 
plex numbers, respectively. Rmxk . IS the set of all matrices with entries 
from R having m rows and k columns. 6% = R U {w} is the one-point 
compactification of R, where we adopt the conventions 

a 
- := 0 
00 

for aEK 

a+w=w+a:=w for aEK 

a 
-:= 00 
0 

for aEE, a # 0. 
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For a biinfinite sequence c = (c,),,~~, 

C” c n+1 .*’ 

1. . 

cn+k- 1 

C”+l C 

Hi”):= H#“)(_c): = : 
n+2 *** cn+k 

: 
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is the k x k Hankel matrix of _c with starting element c,. By 

c,+k- 1 1’ 

fip:= @“‘(_c): = 
%+k-l ‘*’ Cn+2k-2 i 

1 01 

we denote the corresponding bordered Hankel matrix. If the sequence _c is 

fixed, we will drop the argument. If /3 E E, by fl we denote the constant 

sequence (/3JnEX with /3, = /3 for all n E Z. With-regard to Hankel matrices 

the rows and columns of any matrix A = (aij) E Rmxk are listed as 

A=A 
O,...,k- 1 

if nothing is said to the contrary. 1 H (:= det H denotes the determinant of a 

square matrix H. By convention, ( H ( = 1 if H is the empty matrix. 

1. SCHUR COMPLEMENTS 

To be self-contained, we give a brief introduction to Schur complements 

and their properties (for proofs and further details see, e.g., [4]). If A is a 

rectangular matrix partitioned as 

where P is a nonsingular square piuot matrix, then the matrix 

A/P:= H - GP-‘F 
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is called the Schur complement of P in A. It is obtained by one Gauss block 
elimination step eliminating G or F by 

row elimination: 

or by 
column elimination: 

(: ig(: -g’“) = (: ATP). 

Here Z and 0 denote unit and zero matrices of suitable sizes. More generally, 
if 

and if H is a nonsingular principal minor of A, then 

A/H:= 
P - FH-‘G / - FH-‘K 

M-RH-‘G Q-RH-‘K 

is the Schur complement of H in A. 
By definition, we get the partition property 

For square matrices A, Schur’s identity 

IAl 
IA/PI =I~I 
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is immediate from the above elimination equations. Together with the parti- 

tion property it implies the following determinuntal representation of the 

entries of A/P (0 < k < n): if 

lij :::::::):=A[ :::::::!/A( z:::::: 

then 

bi,j = 
I Ail::: :;:::::)I 
lAiE :::::::]I . 

Finally, the quotient property of Sehur complements is easily proved [lo]: if A 

is partitioned as above, then 

AIF = (AIP}/(~/P}, 

if P and i (containing P) are nonsingular square submatrices of A. 

These are all properties of Schur complements we are going to use. 

2. INTRODUCTION TO THE PROBLEM AND MAIN RESULTS 

Shanks’s transformation [I2] is known as a nonlinear sequence-to-sequence 

transformation mapping a sequence _c = (c,),~~” into a family of sequences 

(ek(cJ)nEPO’ k E MO. H ere ek(c,) is determined by the requirement that if _c 

satisfies a linear inhomogeneous difference equation of order k 

z$oui ’ (cn+i - Y) = OT flEMO> 

with constant coefficients ui such that uovk # 0, Cf=, vi # 0, and with y a 

constant, then ek(c,) = y for n E No. It is easily verified (see [2] or [14]) that 

(1) 
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if the denominator is different from zero. Here A2c denotes the sequence of 
second differences A2c,: = c,,+~ - 2c,+i + c, ofthe sequence _c. In general, 
(1) is taken as definition of Shanks’s transformation of order k, 

G -+k(C”))..bY,,. 

The second equation of (1) allows a nice geometric interpretation (see [14, 
p. 1361). As an immediate consequence of the first representation under (l), 

Shanks’s transformation is homogeneous and translative: 

ek( ac, + P) = wk( cn) + B 

forallconstants a,@ERandall k,nE&,. 

Also, it is known [l] that ek(c,) = [n + k/kIf(l), where the right-hand side 
denotes the value at the point z = 1 of the Pad6 approximant r = P/Q of 
numerator degree aP = n + k and of denominator degree aQ = k of the 
formal power series f(z) = ca + Czzi(cn - cn_I)zn, if it exists. 

It is our aim to give a self-contained discussion of Shanks’s transformation, 
of its block structure, and of computation methods, where no use is made of 
results from Pad& approximation, In order to do this we slightly extend the 
definition of Shanks’s transformation. It is natural to consider biinfinite se- 
quences _c = (c~)~~~ which are initially constant, i.e., c, + c,_ 1=c,_2= 
c,_g = **- for some K E Z, where with no restriction of generality K = 0. 
Hence as the domain of Shanks’s transformation we take the following set of 
sequences: 

v:= {c = (C,)nE~:C”Ek 

there exists y E K such that c, = y for n < 0; cc # y 1. 

Sometimes it will be convenient to consider the subset 

s&:= (c = (C”)“&Z c,ER; c, = Ofor n < 0; co # O}. 

It is the second quotient in (l), expressing ek(cn) as a negative inverse 
Schur complement (cf. Section l), that we use as our starting point. Given any 
sequence c = ( cJnEg E V, we take as definition of Shanks’s transformation of 
order k 2 - 1 
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where 
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I U, undefined, 

I 
= 

e&J:= 
0, 

1 Hf;),($I -1 

- I@l),(_c)( = iQ,(_c)/H#(c) e1se. 

The sequence ( ek(c,)) nsz forms column k of Shanks’s table of the sequence _c, 

whose entry in position (j, k) is ek(cj_k). According to the conventions 
adopted above, Shanks’s table has in column k = - 1 only entries ~0. In 
column k = 0 the given sequence _c is reproduced. If _c E V, then in row - 1, 

starting with column 0, we get entries y, and in position j < -2, k > 1 an 

infinite block of U’s occurs, as shown in Figure 1. 

Note that only biinfinite sequences from V lead to a well-defined and 
constant initial row - 1 in Shanks’s table. It is easily checked that also under 
the more general definition (2) Shanks’s transformation remains homogeneous 
and translative: if _c E g’, then cr_c + /3 E V and 

ek( cw, + P) = mk(c,) + P 

for all constants ff, p E K, k 2 -1, neZ (3) 

in the sense that either both sides of (3) are well defined and equal or both are 
undefined. 

-1 0 1 k-l k k+l 
: i 

-3-00 7 u . . . u u . . . 
-2--m 7 u . . . u u u . . . 
-1-w 7 7 . . . 

c7 ) 7 
7 . . . 

o--m G el(c-I) **. ..&_I c_k+l 

4%) 
e.e(c-k) 

I--= Cl ..- a-I(C-L+*) eL(c-t--I) 
ek+I(c-L-1) .‘. 

ek+I(C-k) .’ ’ 
i ; 

n+k-f --CO %+k_l el(G+k-2) ... ek-l(G) ek(‘Gx-1) 

n+k--m d’%+k-I) ‘.’ ek-l(G,+l) 

ek+l(G-2) ‘.’ 

‘%+k 

n-+&-l -- 00 
ek(%) ek+l(G..l) ... 

%+k+l eI(%+k) ‘.* ‘=k-l(=n+l) ek(Ga+l) ek+l(G) ... 

FIG. 1. Shanks’s table of a sequence _c E V. 
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It is well known that Shanks’s table can be computed completely by 
Wynn’s cross rules [I5, 161 and their extensions due to Cordellier [6] if a block 
of U’s occurs. Moreover, from the connections with Bade approximation one 
knows that there exist only square blocks of undefined values (cf. [6]). It is our 
aim to prove these results entirely in the narrow frame of Shanks’s transforma- 
tion based only upon the definition (2). This will be done making use of Schur 
complements and their properties, following ideas of Tempelmeier [I3], who 
first proved Wynn’s identity by the Schur-complement method. See also [3], 
where Schur complements are used to derive various algorithms of numerical 
analysis. 

Let us briefly explain the idea. Suppose that there holds a functional 
relation 

F(ej(ci), . . . , es(q)) = 0, 

where F is an unknown function of certain Shanks transforms of a sequence _c. 
How to find F? By the definition (2) the arguments of F are negative inverse 
Schur complements 

In order to find a suitable F, look for a “big matrix” A such that all matrices 
involved in these Schur complements are submatrices of A and all contain a 
nonsingular submatrix I’, which should be chosen as large as possible. Then 
by the quotient property of Schur complements (cf. Section 1) also 

Now all Schur complements with respect to P are submatrices of A/P. Since 
this matrix has smaller dimensions than A, in general it will be easier to find a 
function F satisfying the last equation. For the cross rule (d) of Theorem 1 the 
corresponding F is found in Equation (9) of Lemma 2. 

THEOREM 1 (Block structure and cross rules). Let k E MO, n E Z:, n 2 -k, 

p E M, and let _c = (c,),~~ E V be given. For 1 < 1 < p, by 

Nl:= ek+l-l(c,-l)y 

W= ek-1(c,+l)7 Cl: = ek(c,+l-l)P El:= ek+&c,-t)> 

SC= ek+& c,+[) 

we denote the particular elements of Shanks’s table as displayed in Figure 2. 
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n+k+p 

t 
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k 

i 

FIG. 2. A block of size p = 6 in Shanks’s table of _c with upper left corner 

ek(c,) = C, showing Cordellier’s rectangle W,, Sl, El, A$ for I = 3. 

Under the assumptions 

(i) for 2 = 1, . . . , p, Cl = C, 

(ii) for I = 1, . . . , p, Wl # C, 

(iii) for at least one I,E{l,. . ., p}, A$, f C, 

(iv) for at least one 2, E { 1, . . . , p}, Sls + C, 

there hold 

(a) j&Z= l,..., p, Ni, SI, E, are well defined and distinct from C, 

(b) for 1 = 1, . . . , p the entries ek+p-l(cn+l_l). ek+l_l(cn_I+l)T 
ek+p_l(cn_l+l) are well defined and equal to C, 

(c) fbr 1 = 1,. . . ) p - 2 and I < h < p the entries ek+X-~(cn+l-l), 

ek+A-l(~n-I+I) are undefined, 

and the equations (cross rules) 

(d) c z 03: 

1 1 1 1 
-+-= -+- 
N1 - C Sl - c w, - c EI- C’ 
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(e) C # 0: 

1 1 1 1 

l/y - l/C 
+ 

I/$ - l/C = l/Wl_ l/C + l/E, - l/C’ 

(f) c = 02: 

N,+ S,= W,+ El. 

REMARKS. 

1. By parts (a)-(c) of Theorem 1 the block structure of Shanks’s table is 
described. Undefined entries occur only in square blocks bordered by equal 
entries distinct from their neighbors. 

2. Notice that p = 1 is not excluded. In this case (d) and (f) are the 
“regular” cross rules due to Wynn [15, 161. Cordellier [6] has proved (d) and 
(l) only for p 2 2, where his proof departs from the known block structure of 
the Padk table. Formula (e) for p = 1 was recognized by Brezinski (cf. [l, part 
I, p. 901). It is a particular case of the more general relation (4) below. 

3. By the cross rules (d)-(e) the complete Shanks’s table can be com- 
puted, proceeding either from left to right or from top to bottom. In case 
p = 1, by assumption the three known corners are different from the center C; 
hence also the computed corner is different from C. When a cross rule with 
p = 1 fails then a block is detected: If W, # C = N, # S, or W, # C = S, # 
Nr then E, = C, if Wi + C = Ni = S,, then E, = V is undefined. Proceeding 
this way the size of a block is found. Then the singular cross rules of Theorem 
1 can be used to compute the east border. 

4. Cuyt [7] has identified certain multivariate Pad& approximants of order 
(n + k, k) as particular Shanks transforms ek(c,). Here our Theorem 1 di- 
rectly applies enlightening the structure of the corresponding “nonnormal 
multivariate Pad&approximation table”. In fact, the structure theorem as well 
as the singular rules given by Cuyt [8] coincide with our results, though her 
proofs running in the Pad& frame are different. A similar remark holds for the 
univariate two-point Pad& table as defined in [5]. 

Another property of Shanks’s table, called reciprocal coo&once [9] or 
duality [I]. is known only from its connection with Pad& approximation. We 
are going to derive it directly from the definition (2) without appealing to Pad& 
approximation. 

THEOREM 2 (Reciprocal covariance or duality). If g = (c,J E GR, c_ 1 = y, 

then < = (En) E fo, where 

I 
0 n C 0, 

c’ .= 1 
“’ 

e,(c-, - -r) 
n 2 0, 



200 B. BECKERMANN, A. NEUBER, AND G. MiiHLBACH 

is well defined. Moreover, for all n, k E RI o, e,( Fkk-J is well defined if and only 
if ek(c,_k - y) is. In this case 

1 
ek(c,-k - Y) = 

e,(L) ’ 

or equivalently 

1 e,( Zk-J 
ek( c,-k) = 1 + ren(Ek_n) ’ 

REMARK. The last equation for c = (c,),,=~E %?a means that Shanks’s 
table of the sequence c is obtained by transposing Shanks’s table of _c and 
inverting its entries, and vice versa. 

Observe that assumptions (i)-(iv) of Theorem 1 are not invariant under 
duality. They correspond to the natural calculation direction proceeding from 
left to right in Shanks’s table. By a duality argument it is easy to show that 
under similar assumptions Shanks’s table can be computed also proceeding 
from top to bottom. This can be used to handle the case C = 00 in the proof of 
Theorem 1. We will not follow this line, which of course is influenced by the 
Pad6 background. Instead let us discuss the following questions, which are 
meaningful in the theory of Shanks’s transformation based upon the definition 
(2) and having no simple interpretation in terms of Padi approximation. 

Given Shanks’s table of a sequence _c E %Y, consider the table of its inverses 

t n,k:= 
llek(c,-k) if ek( c,_k) E F$ is well defined, 

u if ek(c,_k) = U is undefined ( nez, k> -1). 

Is it possible to find a sequence _a E %? such that its Shanks’s table does contain 
the table of the t,,k as an infinite block? 

The answer is definitely no, for Shanks’s table of _a would contain a zero 
column l/e_ r(c,,) = 0 (n E Z), which in view of Theorem 1 would induce an 
infinite block bordered by zeros. But if we weaken the condition to require 
only that a finite part, say a triangle 

t n. k (n,k>O, n+k<~) 

should be part of Shanks’s table of _a, then we get a positive answer. Since 

I/ek(c_&r) = I/c_,, we will assume _c E 9? \ %‘a. In this case, with no loss of 
generality we may take c_ n = y = - 1 for n E M. 
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THEOREM 3 (Inverse Shanks’s table). Let _c E $7 \ Sf,,, c_ 1 = - 1, and 

K E RI. Then the sequence _a = (a,) with 

I -1, n < 0, 

0, 0,<7l<K, 

a, = 

I 1 

en-r(c,-n) + 1’ 
n 2 K, 

is well defined. Moreouer : 

(a) ForO<n<K, 

e,-l(an+l-K) = 0 = e_l(b 
n 

+,I . 

(b) For k E RI,, 

(c) For n, k 2 0, n + k c K, er+k(an_w_k) is well defined if and only if 

ek(c,_k) is. In this case 

%+k(%-k) = ek(c;_,) . 

Notice that Theorem 3 also gives a positive answer to the following 
question: Is it possible to find a sequence _a where a finite part of the K th 
column of its Shanks’s table is prescribed? 

We will conclude this report with a discussion 
Shanks’s table with respect to Mobius transformations 

az + b 
E~z +T( z) = cz+d with a,b,c,dEM, 

of some properties of 

A: = ad - bc # 0. 
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It is easily checked that the cross rule (d) of Theorem 1 is invariant under such 

transformations: 

1 1 1 1 

T(iv~) - T(C) + T(SJ - T(C) = T(WJ - T(C) + qq - T(C). 

(4) 

This follows at once from the fact that (d) is equivalent to 

g(C> E,, 4, Sl) = - 9(C, Nl, El, Wl), 

where 

!3(A,B,C,D):= G:E 

denotes the cross ratio of four distinct elements of R, which is invariant under 

Mobius transformations. Notice that the transforms T( ek( c,)) in general are no 

longer Shanks transforms of some sequence _a, because T(e_r(c,)) = T(a) = 

a/c. 

It is well known in Pad& approximation [l] that homographic invariance 

of the values of Pad& approximants is generally valid only for diagonal 

approximants. Nevertheless, by slightly generalizing the definition (2) we can 

get much more consistency of Shanks’s table with respect to Mobius 

transformations. 

Consider the family 

q(x):= &, &EC4 

of Mobius transformations, where E is a parameter and T_, is the inverse 

Mobius transformation of T,. We replace the definition (2) by 

I 
u iff ek( cn) 

= U is undefined, 
e;( c”) := 

e1se, 

(2’) 
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I.e., when defined, Shanks’s transformation with parameter E, e;(c,), is a 

negative inverse Schur complement similar to ez(c,,) = ek(c,) where only the 

zero in the lower right corner of H(“) k+l(_c) is to be replaced by E. Clearly, any 

sequence _c E $? has a (generalized) Shanks’s table with respect to the transfor- 

mation (23, where now column - 1 consists of the constant sequence fl = (/3) 

with fi = e’ r(c,,) = - l/e. Furthermore, the whole discussion of thanks’s 

transformation and table given above, which was based entirely upon the 

definition (2), remains valid with obvious changes if (2) is replaced by (2’). 

Now in view of (4) we are able to express T( e;(c,)) as a (generalized) 

Shanks transform. 

COROLLARY 1. Let E E K be given. Suppose that 

az + b 

T(4 = z with A = ad - bc # 0 

is a nonconstant Mb’bius transformation such that T( - l/&) # 0. Then for each 

sequence _c = (c,,) E $7, for all n, k, 

T(ekE(cn)) = el(q~ 

where q and c = (5,) E 97 are defined by this equation, setting k = - 1: 

(eP1(E,,)) = T(-l/&)) and k = 0: (es(c”,)) = T(c,)); hence 7 = -l/T(-l/~), 

andfor nEU 

En = (T_q~T~TE)(~,) = (a -,“i,’ ic, + &-) 

REMARK. For E = 0, c = 0, d = 1 the assertion of Corollary 1 reduces 

to (3). 

Note that the case T( - I/E) = (To T,)(m) = 0 is discussed in Theorem 2 

(by inverting and transposing Shanks’s table) and in Theorem 3 (by inverting a 

finite part of Shanks’s table). We will conclude this section by giving a 

modified form of these theorems with regard to generalized Shanks transforms 

e;(c,). Notice that for any nonconstant Mobius transformation S with inverse 

S-r such that S(a) # 00, 

bs:= [ s( 2) - s(oq] [ z - s-y+ ER 
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does not depend on z. We will apply this to S: = T_,,o T a T,, with E and ‘1 

fixed to be chosen below. 

COROLLARY 2. For each sequence _c = (cJ E V, c_ 1 = y with (To TE)(y) 
+ 03 for ai1 n, k > - 1, 

T(e;(c,-k)) = eZ(%-n)T 

where q and 2 = (En) E V are defined by this equation setting n = - 1 and 
n = 0, respectiuely, i.e. q = - l/T(T,(y)) (which implies S(y) = 03 # S(a)), 

andfork > -1, 

1 
ek = S(e,(c_k)) = S(m) + 6sT, ___ . ! I ek(c-k) 

REMARK. For E = 0, T(z) = l/z we obtain 3 = -7. S(a) = T_,(O) = 0, 

S(0) = T-Jm) = -l/y, and 6, = [S(O) - S(m)][O - S-‘(m)] = 1; hence Ek 

= T,(l/ek(c_k)), as shown in Theorem 2. 

COROLLARY 3. Let PER besuch that S(m) # w (i.e. -l/q # T(-l/&)); 

further let K E M. For each sequence _c = (c,J E V:, c _ 1 = y with S(y) f 00 

there exists a sequence _a = (a,,) E V such that for - 1 < n < K , - 1 < k < K, 

n+k<K 

T(e.E(c,-k)) = e:+k(an-k-*),T(e~(cn-k - Y + S-l(w))) = eZ(ak+r-n)T 

where, fork < K, an+k is uniquely defined by the last equation with n = 0, i.e. 

a_, = S(y), a, = -0. = aK_1, andfor -1 <k < K 

%+k = “( ek(c-k) - y + s-l(m)) = S(a) + SST, 

REMARK. For v = E = 0, T(z) = l/z, and therefore S(z) = l/z, 6, = 1, 

S(m) = 0, the assertion of Corollary 3 coincides with Theorem 3. Note that 

the sequences _a and E of the above corollaries are connected via ar+k = c”k, 
-l<k<K. 
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-1 0 1 n-zlc-1 fc Cc+1 2s - 2 2K - 1 

I . 
-2 i-1 

I Y u . . . u u u u .-. u u 
__1 k-1 Y Y . . . y 7 Y r-l 7 . . . 

0 ii-1 co co-** 00 00 q e,(c_,) . . . e~_2;_~+*) es-,;I,+,, 
1 B-1 M u ... u 00 Cl el(co) .. . eR-I(L+B) 

n -2-i-l Cm 
K-l--i-~ co 

n --ix1 20 & . . . &__2 &_I 

2n - 2 --L_* e,_z(;za_.) 
26 - 1 --IL1 e,_l(&-,) 

2s -- 5-1 
I 

FIG. 3. Table of quantities S- ‘( ek( a,_k)), _a from Corollary 3. 

In view of (4) Corollary 3 can be illustrated by Figure 3, showing the 
quantities S- ‘( ek( a,_k)). If th e columns K and K - 1 are prescribed as 
indicated by the frame in Figure 3, then by Theorem 1 the triangle to the right 
of the frame is uniquely determined by the cross rules (d), (f), whereas to the 
left a block of U’s bordered by elements 00 occurs. The elements Zk = ck - y 
+ S-‘(W), 0 < k < K, are uniquely determined by Theorem l(f). Because 
a’_, = S-r(03), starting from the elements zk proceeding from top to the 
bottom the lower triangle is obtained-in particular in column 0, containing 

for -l<k<K: S-‘(ak+,) = ek(ii_k) = ek(c_k) - y + s-‘(m). 

3. PROOFS 

3.1. Proof of Theorem 2 
In view of (3) we can assume without loss of generality that c_r = y = 0. 

Since 
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by the definition (2), 

Hence E, is well defined. Consider now the symmetric matrix 

B 
-l,O,..., n+2k+l 
-l,O,..., n+2k+l 1 

1 k+l k n+l 
-P? 

:= 

0 11 *e-l 0 *** 0 0 . . . 0 

100 ***O 1 a** 1 1 . . . 1 

100 ***o 0 . . : 1 . , . 1 

. . . . . . i : . 
i (j 0 . ..i. fj ..: 

: 
0 i . . . 1 

0 1 0 ‘** 0 c_,_k ‘*’ c_,_l cm,, “’ cO 
. . . . . . . . . . 

i, i . ..’ 1’ 0 C_,_l - v +*. Ck-n-2 Ck-n-l *** ck-] 

0 1 1 -0. 1 cc, .** C&-l Ck-,, *‘. ck 
. . . 
. . . 
0 i i . . . i ci . . . . 

ck-l 

It is easily checked that 

k+ l,...,n+Zk+ 1 
k+ l,..., n+2k+l 

= 1 q$;;‘;)( c) 1 f 0, 

n+2k+l 
n+2k+l 

= (-l)“l~~y(,)~, 

1 1 

k+l 

I . 

1 

k 

1 

n+l 

-l,O,..., n+2k+l 
-l,O,..., n+2k+l 

= (-l)““p$,“+)J. 
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Moreover, there are no di&ulties in computing the Schur complements 

j,k+ l,...,n+2k+ 1 

pi* j:= 

I 0, 1, 1, i= i=j= i 2 0, -1, j= -1, j > -1, 0, 

= 0 = -zn+k_i_j, i,jkO, i+j>n+k, 

From Sylvester’s determinantal identity [4] (which, in view of the determinan- 

tal representation of the Schur complement entries, is equivalent to Schur’s 

identity) we know that 

As a consequence we have 

Similarly, 

l%ik)(E)J= (-l)“l~&~“)(-~)I = (-l)“det(P,,)i~_::::::: 

-l,..., n+2k+l 

=(_l)k L...++2k+l) 
k+l,...,n+2k+l 
k+ l,..., n+2k+l 

From these equations Theorem 2 is obvious. 
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3.2. Proof of Theorem 3 

Notice that a, = E,_, for n > 0 where the sequence 2 is defined in 
Theorem 2. By elementary computations assertions (a) and (b) can be derived. 

In order to prove (c) we will show that for n, k > 0, n + k < K, 

(i) ( H,(:&;‘)( g) ( = E( H,$!k;l”)( E) 1 and 

(ii) I@;$<K)(_a)/= E(IHLk;ln)(f?)/ +jtii”;l”)(c)j} 

with F E { - 1, 1). In view of the definition (Z), then (c) is a direct consequence 
of Theorem 2 with y = - 1. 

After performing some elementary operations we can expand the determi- 
nant of the matrix H,‘;i!j”)(_a): by subtracting the (i + 1)st column from the 
ith column (i = 0, . . . , K - n - 1) and by subtracting the (i + 1)st row from 
the ith row (i = 0,. . . , k - 1) we get 

= de 

( 

t 

\ 

K-n-1 1 k 
h, 

0 0 . . . 0 0 . . . . . . 0 -1 

0 0 *** 0 0 -** 0 -1 0 
. . . . . . . - * - . . . . . 

0 () . . . 0 i, ‘-1 ‘0 :.. i, 

0 0 -a- 0 -1 0 0 a-+ 0 
. . . . . * -1 0 * * . . . * 

. . *. 

. 0 . 0 0 * * . . . * 

i,-1::: : : : 
-1 0 .*, i, (j L% * . . . i 

0 0 . . . 0 0 * * . . . * 

. . . . . . 

. . . . . . 

i, i, . . . 0 (j * ; . . . i 

n+l 

0 . . . 0 

0 . . . 0 
k 

I 

1 

1 

k-n- 

1 

?I+1 

where * denotes a possibly nonzero element. By suitable expansions with 
respect to the elements a_ i = - 1 we obtain (i), where the *-entries are 
irrelevant. 

The determinant I @;;k;,“)( g) ) can be treated similarly. By adding its first 
row to the last one we get the sum or = (0, . . . ,O, 1, . . . , 1,1) with K - n + k 
zeros and n + 1 entries 1. By adding the first column of the matrix thus 
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obtained to its last one, the sum u results. Therefore 1 ei;ik;;“)(_a) 1 is the 
determinant of the matrix on the right-hand side of the last equation bordered 
below by uT and on the right by u. From this equation (ii) is obvious. 

3.3. Preliminaries to the Proof of Theorem 1 
To prove Theorem 1 we need some auxiliary results. The first one is a 

lemma due to Cordellier [6], but we will prove it by a different technique. This 
lemma can also be derived from general results on Toeplitz systems [II]. For 
completeness we give its simple proof. In the considerations that follow _c E @? 
is a fixed sequence. Therefore we will use the shorthand notation Hi”):= 

H,&“)(_c), EL”): = @“)(_c). Always pcM is assumed. 

LEMMA 1. Iffor 1 = 1,. . . , p one has 1 Hi”@ 1 # 0 and 1 H&::1-1) ( = 0, 

then there exist coefficients v,,, . . . , ok E R such that I)& # 0 and 

where 

Moreover, iffor some 1 E { 1, . . . , p} one has ) l!iin+:r-l) ) j; 0, then 

6:= 6 vi f 0. 
j=O 

(6) 

Proof. (5) is a system of k + p homogeneous linear equations for k + 1 
unknown components of the vector _o = ( vo, _ . . , tikjT. Consider the singular 
subsystem 

H,!$_u = Q. (8) 

It has a one-parameter solution _o satisfying t)aok # 0, for its matrix has Hi”+‘) 
as a nonsingular submatrix in the lower left and in the upper right corner. 
Hence we can fix a particular solution of (8) by the normalization condition 
ok = I. When p = 1, the proof is finished. Otherwise we prove (5) by 
induction on 1. Assume that 6, = ij,,+i = **. = &,+k+[_l = 0 has been 
proved for 1 Q 1< p, where the 6’s are defined by (6) with respect to the 
solution _v of (8) normalized by ok = 1. To show bn+k+l = 0 consider the 
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Schur complement S = Hj~f’)/H~“+‘) = 1 H&f’) ] /Ifin+‘) ] = 0 which is zero 

by assumption. On the other side S can be computed directly by elimination. 

By multiplying row j of H&‘) by uj (j = 0,. . . , k - 1) and adding the 

products to row k + 1 we get the row (A,+!, . . . , 6n+k+l), where 6,+1 . * * = 

6 n+l+k_l = 0 by the induction hypothesis and therefore 6 n+l+k =s=o. 

(7) is proved indirectly. If 6 = 0 then _v = (ua, . . . , ok, 0)r would be a 

nontrivial solution of @“+:‘-‘)_u = _O, contradicting ] H4;fl-l) ] # 0. This 

completes the proof of Lemma 1. n 

Our second lemma is a determinantal relation between Schur comple- 

ments. Although it is the key to the cross rules, its proof is almost trivial. 

Cordellier [6] has given an extended form of it, and his proof is much more 

elaborate. 

LEMMA 2. Let N, S be nonsingular square matrices, .$ E IK, and let VI, U,, 
Vr’, Vz be suitable column uectors. Then 

N 0 U, 

0 s v, 
VI v2 5 

(9) 

Here 0 denotes a zero matrix of suitable size. 

Proof. Using the splitting 

Equation (9) is easily obtained by suitable expansions of the resulting determi- 

nants. n 

In our proof of Theorem 1, for a given particular matrix A0 we will 

determine a matrix T, such that &,:= T, A, has many entries zero. Our final 

lemma shows that from such a representation, which is similar to the elimina- 

tion equations of Section 1, Schur complements of A, can be computed 

explicitly. 
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LEMMA 3. Let A,,, T,,, and &,:= T,, A, be partitioned consistently as 

where U, L, and H are nonsingular square matrices, and I and 0 denote unit 
and zero matrices of suitable sizes. Then 

Proof. Left to the reader. n 

3.4. Proof of Theorem 1 
The proof will be separated into several parts: 

Cases Assumptions 

I c=o 
II C#O,=J 

III C=w 

Case I. By assumptions (i)-(iv), Lemma 1 applies, giving coefficients 

Q’..., tik with v& f 0 such that (5) and (7) hold. Consider the matrix 

0 
‘-‘-’ 

k+p+1 
T= T 

o,..., k+p+1 

partitioned as shown on page 212, where I is the k-dimensional unit matrix 
and 0 denote suitable zero matrices. To prove assertions (a)-(d) we compute 
the product 

0 
“” i:= T- A, 

,k+p+1 
where A:=A 

i 

= G&g,. 
o,..., k+p+1 

Observe that the matrix A occurring in the denominator of El does contain all 
other matrices involved, by the definition (2), in the Shanks transforms W,, S1, 
E,, Nl, C,, and all these matrices do contain Hz= Hi”+‘) as a submatrix. By 
(5)-(7) we get the equation shown on page 213. Since l)Otlk # 0 from the 
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--- 
I 

--IO- - .OO-* 

f 
0. * .oo.. 

. . 

00 

. .oo-- 

0020.. 

0 . . . 

. . . 

. . . 

. . . . 

.a.. 

230. 

. 20. . 

. -0. 

0 . 

. . .OQ.. . . Oh 

. . -00.. .o$o 

. . . . . . 

. . . . . . 

. . . . . . 

00 3” . . 

‘; 
. . . 0 2 T...’ 

3” ?O 
3” 

. .o . . . . 

...... 3” . 

..... . 0 . 

........ 

. . ?“. . 0 . 

. . .ogo.. .oo 

. . .oo.. . .oo 

+ 

--Y 43 

_ ooorr 

f 0040 

!a 

* 
rq” h f$ 0 

_ 5000 . . . . 

iI 

. . . . 

. . .oo.. . .oo 
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4 

3 

+ 

I 
a 

-Yl 

. . . . . . . 0 . . . 

. . . . 

. . . . . . . 

. . . . . . . 

. . . . . . . 

7 
I 

7 +” 
0 . . . . . . * T...zo . ..o 1- 

0’ + 
UC 

d 

3 N 

I I 

T 
0 . . . . ..a 7 

7’ ‘. “N O “‘...O d 

0’ 
+ 
0’ 

. . . . . . . . . . . . . . . . . . 

I 

0 . . . . ..a 7 . . . 7 
0’ 

y 0 . . . . ..a 4 

+ 
u” 

N 
_ / 

_ I 

‘0 
7 

Q’ 
. ..a y...*o . . . . . . 0 3 

u’ + 
0’ 

. . # . . . 
* *. . . . . . . 
. . . . . 1 . . 

. . . . 
. 0 . . . . . 

. . . . . . 

3 

7 . . . . . . -i I 

Q’ 
c u’ . . . 70 . . . . . . 0 3 

rg u= 
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particular structure of T, we infer that for 0 f rl, s1 < I and k - E + 1 < 

r2, s2 G k + p 

s,,s,+ l,...,s, s,,s,+ l,...,s, 

rank A 
rl,fl + l,...,r, 

’ (10) 
f-i, rl + 1,. . . , f-z 

sl, s1 + 1,. . . , s2, k + p + 1 

rank A 
r,,r,+l,..., r2,k+p+l 

= rank 2 

i 

s,,si+I ,..., s,,k+p+l 

ri,r,+I I..., r,,k+p+l 1. 
(II) 

In order to prove the structure assertions (a)-(c) we have to check the rank 

of several submatrices of A of the form occurring on the left-hand side of 

(lo), (11) with rl -- si = r2 - s2 E (0, 11. This is facilitated by the explicit 

representation of A. Accordingly, the following equivalences hold: 

4 is well defined and Nl # C = 0 

0 I..., k+Z-1 
cs rank A =k+l 

0 >...> k+l-1 I 

=k+Z 

u 6,-i + 0 and ) Hf”+‘)( # 0 

0 6,_1 # 0 and W, # C = 0. 

Similarly, St is well defined and Sl # C = 0 @ Bn+k+p # 0 and W, # C = 0. 

Finally, El is well defined and El # C = 0 es A,_, # 0, B,,+k+p # 0, and 

W, # C = 0. From this it is evident that in case I, from assumptions (i)-(iv) 

assertion (a) follows. 
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Moreover, it is easily verified that for 1 Q 1 < p, 1 < X < p 

rank HlTi'+') = rank i 

i 

0 
” ’ ’ 

,k+X-1 

1 ,..*> k+X 

=k- 1 +-max{Z,2X-p] <k+X, 

! 
0 

” ’ ’ rank @n;X’+l) - rank A” 
,k+X- l,k+p+ 1 

- 
l,...,k+h,k+p+l 

= k + 1 + max{Z,2X - p], 

rank H~:~'_;~, = rank A” 

i 

I- l,...,k+X- 1 

l,...,k+ X ! 

=k+max{O,2X-p-I}<k+A-I+l, 

i 

l-l,... 
rank JJk(~~f_~:)l = rank A” 

,k+h- l,k+p+l 

1,. . . ,k+h,k+p+l 

= k + 2 + max{O,2X - p - Z}. 

Consequently, for I = 1,. . . , p 

and 

which proves (b). 

Inthesameway,forl=l,...,p-2andl<X<pweget 

which proves (c). 

In order to prove (d) let us remark first that also certain Schur comple- 

ments of submatrices of A directly can be obtained from corresponding 
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submatrices of k Let 

and 

H = Hk(“+l) = A 
1 ,...,k+l- 1 

1 ,..., k+l-1 . ! 
Then A,, Z’,, and A can be partitioned consistently as in Lemma 3. Here it is 
clear that H is regular, and the regularity of U and L follows from uOuk # 0. 
Moreover, the Schur complement A, /H has the form 

and 

uo *** -1 
01-l 

= ! .* 4 . . 

0 00 

with 
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where N and S both are nonsingular. Similarly, by the partition property of 
Schur complements A/H takes the form 

I 

p-l+1 

1 

From Schur’s identity (or equivalently, from the quotient property of Schur 
complements) it follows that 

N 0 U, 

N Ul I I 0 s u, 

Vl -E 1 1 Vl v2 t 1 

JNI =-$ 1st = -s,> 

and (d) is a consequence of Lemma 2. 
Case Il. Consider the sequence _c’ defined by 

c’.= c - c 
n. ” ) nEEo. 

By the translativity of Shanks’s transformation we know 

ek( c:) = ek(c,) - C, k> -1, nez. 

Applying case I to Shanks’s table of the sequence c’ and going back to 
Shanks’s table of _c yields assertions (a)-(d). 

Case III. If for _c = (c,),Ez E V assumptions (i)-(iv) hold with C = 03, 
then by the translativity of Shanks’s transformation they also hold for the 
sequence _c’ = (c;)~,==, where CL: = c, - c_~ - 1 (n E Z). Observe that CL = 
- 1 for n < 0. Chose K such that 2 k + n + 2 p < K. Then the indices of all 
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Shanks transforms involved in Theorem 1 lie in the triangle with vertices 

(- 1, - l), (- 1, K - l), (K - 1, - 1) as described in Theorem 3. This theo- 

rem when applied to _c’ gives a sequence _a. Its Shanks’s table also has a block 

of size p of constant values depending on the sequence C(g) = 1 /C(_c’) = 

l/C(c) = l/m = 0 with the upper left corner (n + k, k + K). Moreover, for _a 

also assumptions (i)-(iv) of Theorem 1 prevail now with C(g) = 0, as we have 

seen. Hence, from case I we infer that assertions (a)-(d) hold for Shanks’s 

table of _a. Going back to the sequence _c we get (a)-(c) and (4 for c. 

Finally (e) is obtained directly from (d). Multiplying (d) by C2 and adding 

2C on both sides, in view of 

&+c= ““,““,“’ =_l_;,C, 

yields (e). This completes the proof of Theorem 1. 

REMARK. For the proof of case I of Theorem 1 we do not need the 

precise connections between the Schur complements A”/H and A/H as given 

above. It would be suffident to know the block structure of A/H, i.e., that 

certain of its submatrices are zero, which is a simple consequence of Lemma 1 

(cf. [S]). If in addition the structure assertions (a), (b), (c) of Theorem 1 are 

proved otherwise (for instance via PadC approximation; cf. [6]), then Lemma 3 

and the first part of the proof of Theorem 1 concerning the matrices T and i 

can be dropped. 
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