Modelling of light and temperature influences on cyanobacterial growth and biohydrogen production
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Abstract
Dynamic simulation is a valuable tool to assist the scale-up and transition of biofuel production from laboratory scale to potential industrial implementation. In the present study two dynamic models are constructed, based on the Aiba equation, the improved Lambert–Beer’s law and the Arrhenius equation. The aims are to simulate the effects of incident light intensity, light attenuation and temperature upon the photo-autotrophic growth and the hydrogen production of the nitrogen-fixing cyanobacterium Cyanothece sp. ATCC 51142. The results are based on experimental data derived from an experimental setup using two different geometries of laboratory scale photobioreactors: tubular and flat-plate. All of the model parameters are determined by an advanced parameter estimation methodology and subsequently verified by sensitivity analysis. The optimal temperature and light intensity facilitating biohydrogen production in the absence of light attenuation have been determined computationally to be 34 °C and 247 μmol m⁻² s⁻¹, respectively, whereas for cyanobacterial biomass production they are 37 °C and 261 μmol m⁻² s⁻¹, respectively. Biomass concentration higher than 0.8 g L⁻¹ is also demonstrated to significantly enhance the light attenuation effect, which in turn inducing photolimitation phenomena. At a higher biomass concentration (3.5 g L⁻¹), cyanobacteria are unable to activate photosynthesis to maintain their lives in a photo-autotrophic growth culture, and biohydrogen production is significantly inhibited due to the severe light attenuation.

© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction
Carbon dioxide, CO₂, is the major source of environmental concern for causing global warming and it is mainly released by burning carbon-based energy resources such as petrol, coal and natural gas [8]. Meanwhile, it is accepted that it is unsustainable to continuously rely on limited and nonrenewable conventional fuels [8]. To reduce the production of CO₂ and fulfil the increasing demand for energy, novel sustainable and environmentally friendly energy sources are being sought. Biofuels such as biodiesel, biohydrogen, and ethanol are expected to provide new opportunities to replace conventional fossil fuels and diversify sustainable energy sources [22]. Biofuels are produced by microalgae mainly through photosynthesis, whereby CO₂ is fixed into carbohydrates such as lipids, starch and sugars via different metabolic pathways. Lipids are usually used to generate biodiesel, while starch and sugars are always converted to ethanol, hydrogen and other biofuels [30]. Conventional diesel and gasoline can be replaced by biodiesel and bioethanol, respectively.

Biohydrogen is mainly used within fuel cells and as a transport fuel due to its high heat of combustion [9, 22].

Biohydrogen is considered to be the most promising bio-energy carrier as there is no release of CO₂ during its combustion [17]. The CO₂ fixed during microalgal photosynthesis is mainly used to compose the cell structure of microalgae. Hence, theoretically, biohydrogen generated in bioprocesses can be considered to be carbon-neutral. Another attractive advantage of generating biohydrogen from microalgae is that microalgae have been utilised as healthy food because of their high nutritional value. For instance, microalgae have been served as food in China and Mexico from ancient times [10]. Therefore, the CO₂ derived microalgal biomass can be concurrently sold as a by-product of the biohydrogen generation process, which could make the process more economical [13].

Recent research found that Cyanothece sp. ATCC 51142 (Cyanothece 51142), a type of nitrogen-fixing unicellular cyanobacterium, offers remarkably high rates of H₂ production, which have never been observed before in any other hydrogen-producing strain [5]. Although Cyanothece 51142 contains both hydrogenase and nitrogenase for biohydrogen production, previous research has demonstrated that the nitrogen-fixing process regulated by nitrogenase is predominant reaction, and hydrogen production rates employing this metabolic process are...
**Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Bubble volume fraction</td>
</tr>
<tr>
<td>$\tau_c$</td>
<td>Light extinction coefficient by cell absorption</td>
</tr>
<tr>
<td>$I_{\text{max}}$</td>
<td>Maximum specific growth rate</td>
</tr>
<tr>
<td>$A_c$</td>
<td>Pre-exponential factor for cyanobacterial growth</td>
</tr>
<tr>
<td>$A_d$</td>
<td>Pre-exponential factor for cyanobacterial decay</td>
</tr>
<tr>
<td>$d_b$</td>
<td>Average bubble diameter</td>
</tr>
<tr>
<td>$E_a$</td>
<td>Activation energy for cyanobacterial growth</td>
</tr>
<tr>
<td>$E_a;H_2$</td>
<td>Activation energy for hydrogen production</td>
</tr>
<tr>
<td>$E_b$</td>
<td>Inactivation energy for cyanobacterial decay</td>
</tr>
<tr>
<td>$H_2$</td>
<td>Hydrogen production</td>
</tr>
<tr>
<td>$I$</td>
<td>Light intensity cells experience</td>
</tr>
<tr>
<td>$I_0$</td>
<td>Incident light intensity</td>
</tr>
<tr>
<td>$k$</td>
<td>Light photoinhibition coefficient</td>
</tr>
<tr>
<td>$k_{\text{ci}}$</td>
<td>Nitrogenase light photoinhibition coefficient</td>
</tr>
<tr>
<td>$k_n$</td>
<td>Nitrate half-velocity coefficient</td>
</tr>
<tr>
<td>$k_s$</td>
<td>Light saturation coefficient</td>
</tr>
<tr>
<td>$k_{\text{si}}$</td>
<td>Nitrogenase light saturation coefficient</td>
</tr>
<tr>
<td>$N$</td>
<td>Nitrate concentration</td>
</tr>
<tr>
<td>$T_a$</td>
<td>Reference temperature for cyanobacterial growth</td>
</tr>
<tr>
<td>$T_{\text{ci}}$</td>
<td>Reference temperature for enzyme activation</td>
</tr>
<tr>
<td>$T_d$</td>
<td>Reference temperature for cyanobacterial decay</td>
</tr>
<tr>
<td>$T_{\text{di}}$</td>
<td>Reference temperature for enzyme inactivation</td>
</tr>
<tr>
<td>$X$</td>
<td>Biomass concentration</td>
</tr>
<tr>
<td>$z$</td>
<td>Thickness of photobioreactor</td>
</tr>
</tbody>
</table>

2. **Experimental setup and data selection**

2.1. **Experimental setup**

Input data for our simulation were obtained from experimental studies using two different geometries of photobioreactor: tubular and flat-plate. To investigate the cyanobacterial growth kinetics, a tubular flow Biostatt PBR 2S was our reactor choice [12], whereas an Imperial College flat-plate PBR [32] was utilised for the study of $H_2$ production. The reason behind our PBR selection is based on the main features of each PBR. Specifically, the tubular PBR enables an automated and consistent control of cultivating conditions and was thus used for the study of growth kinetics. In the case of $H_2$ production kinetics study, our customised flat-plate PBR was employed instead, due to its gas-tight design as well as ability to in-situ measure $H_2$. During the growth study [12], Cyanothece 51142 culture was cultivated in an artificial seawater (ASP2) with supplement of 1.5 g L$^{-1}$ NaNO$_3$ and 10% volume CO$_2$ volume air$^{-1}$ under continuous illumination of cool-white fluorescent using seven light regimes (23, 46, 92, 138, 275 and 320 μmol m$^{-2}$ s$^{-1}$) and constant temperature at 35 °C. In the case of temperature effects, a fixed light intensity of 92 μmol m$^{-2}$ s$^{-1}$ was employed and our investigated regimes were 25, 30, 32, 35, 37 and 40 °C.

For $H_2$ productivity study [14], a non-heating illumination provided by a panel of cool-white 5000 K light-emitting diodes (LED) was used. As an anaerobic environment is necessary for the onset of cyanobacterial $H_2$ production, glycerol was chosen to replace CO$_2$ as carbon source. In the presence of glycerol, photosynthetic activities of Cyanothece 51142 are inhibited, whereas the respiratory activity becomes enhanced [4,15]. The culture of Cyanothece 51142 was initially subjected into the ASP2 medium with a supplement of 50 mM glycerol. As soon as $H_2$ production was observed, the switch in operating conditions was made. The temperature regimes were 20, 25, 30, 35, 40, 47 and 55 °C and the light intensity regimes were 46, 92, 138, 229, 320 μmol m$^{-2}$ s$^{-1}$. The dry biomass concentration of the Cyanothece 51142 culture was derived from its spectrophotometrically measured chlorophyll concentration, using a previously determined correlation in our work [12]. The hydrogen production rate of the cyanobacterial culture was in situ measurement using a membrane-inlet mass spectrometry (MIMS) system [32]. Details of the experimental setup and the execution of these experiments can be found in [12,14].

2.2. **Data selection**

In order to truly simulate light intensity and temperature influences on cyanobacterial growth, it is vital to ensure that nutrients are in excess and not the growth-limiting factors. During our experimental studies, sufficiency of the carbon source was ensured by a continuous provision of CO$_2$, whereas the nitrogen source, nitrate, always ran out at the end of experiments (except during the runs with incident light intensity $I_0 = 23$ μmol m$^{-2}$ s$^{-1}$ and $I_0 = 46$ μmol m$^{-2}$ s$^{-1}$) [12]. Therefore, the data for our simulation were selected during the nitrate-sufficient period where nitrate concentration was higher than 500 mg L$^{-1}$.

A similar principle was applied to simulate the environmental effects on hydrogen production rate. Our previous research showed that the gas is mainly produced during the cyanobacterial second growth and the decay phases [15]. However, during the latter phase, the activity of nitrogenase was not only affected by light intensity and temperature, but also significantly affected by acidity (low pH environment) of the culture phase [15]. As a result, the data were selected during the cyanobacterial second growth phase and the early decay phase, where the pH was still in an appropriated range (between 6 and 8) and cyanobacterial decay rate was not significant.
3. Construction of kinetic models and calculation theory

3.1. Introduction of dynamic models

Generally, cyanobacterial growth rate is strongly influenced by various factors such as nutrient concentration, temperature and light intensity. Temperature usually affects the activity of biochemical enzymes, involved in the cellular reproduction process, whereas light intensity determines the energy cells can absorb for their maintenance and growth. Elements including sulphur, carbon, phosphorus and nitrogen are necessary for cyanobacteria to compose their biomass structure [12].

The kinetics of cyanobacterial growth is usually described by the Monod model and the Droop Model which only consider the effect of nutrient concentration [34,36], because other parameters e.g. temperature and light intensity are always kept constant during experiments. In the Monod model, as shown in Eq. (1), the maximum specific growth rate $\mu_{\text{max}}$ is treated as a constant, but in reality it is a function of light intensity and temperature. When nutrients are in excess, the growth rate is independent of nutrient concentration and the term of $\frac{N}{K_N + N}$ approaches 1. To obtain high biomass concentration, it is vital to maintain the optimal environmental conditions, which can maintain the growth rate to its maximum value. Realistically, as the rate of biomass accumulation is the balance between reproduction and decay terms, Eq. (1) is thus revised to Eq. (2).

The second term on the right hand side of Eq. (2) represents the respiration rate of cyanobacteria, which can be derived from the Logistic model [12] (detailed derivation is presented in Appendix A). The current work assumes that cyanobacterial respiration rate is only a function of temperature, as previous research usually measures cell respiration rate from the experiments under a completely dark environment [23].

\[
\frac{dX}{dt} = \mu_{\text{max}} \frac{N}{K_N + N} \cdot X \quad (1)
\]

\[
\frac{dX}{dt} = \alpha \cdot k(l) \cdot k(T) \cdot X - \alpha_d \cdot k_d(T) \cdot X^2 \quad (2)
\]

where $N$ denotes nutrient concentration, $\mu_{\text{max}}$ denotes maximum specific growth rate, $k(l)$ denotes effects of light intensity on cell growth, $k(T)$ denotes effects of temperature on cell growth, $k_d(T)$ denotes effects of temperature on cell respiration, and $\alpha$ and $\alpha_d$ denote the effect of nutrients on cell growth and cell respiration rate, respectively.

Similar to growth, $H_2$ production kinetics of cyanobacteria is also influenced by temperature and light intensity, as its production is directed by an enzymatic and energy-dependent nitrogen-fixing reaction [16]. As previous research [15] demonstrated that hydrogen production rate is proportional to biomass concentration, the model used for hydrogen production simulation can be expressed by Eq. (3). Since cyanobacteria stop growing after the depletion of nitrate and nitrogenase activity starts to recover once the culture is nitrate-free, hydrogen is mainly produced during the stationary and decay phases where biomass growth rate is zero. Therefore in the current study, it is assumed that the hydrogen production rate is a function of biomass concentration but independent on biomass growth rate.

\[
\frac{dX}{dt} = \alpha_{H_2} \cdot h(l) \cdot h(T) \cdot X \quad (3)
\]

where $h(l)$ denotes effects of light intensity on hydrogen production rate, $h(T)$ denotes effects of temperature on hydrogen production rate, and $\alpha_{H_2}$ denotes effects of nutrients on hydrogen production rate.

3.2. Simulation of light intensity influences

Light is always the primary limiting factor necessary for cell growth and $H_2$ production of green algae and cyanobacterial cultures. The Aiba model, shown in Eq. (4), is usually employed to simulate the effect of light intensity on cyanobacterial growth rate [1]. The Aiba model is capable of modelling the photolimitation regime under low light intensity circumstances, the photosaturation regime under optimal light intensity circumstance, and the photoinhibition regime under intense light intensity conditions [38]. Similarly, the model can also be applied to describe the photo-dependence of the hydrogen production rate, as shown in Eq. (5).

\[
k(l) = \frac{l}{1 + k_s + \frac{l^2}{k^2}} \quad (4)
\]

\[
h(l) = \frac{l}{1 + k_{H2} + \frac{l^2}{k_{H2}^2}} \quad (5)
\]

where $k_s$ is the light saturation coefficient for cell growth, $\mu$ mol m$^{-2}$ s$^{-1}$, $k_i$ is the light prohibition coefficient for cell growth, $\mu$ mol m$^{-2}$ s$^{-1}$, $k_{H2}$ is the light saturation coefficient for hydrogen production, $\mu$ mol m$^{-2}$ s$^{-1}$, and $k_{H2}$ is the light prohibition coefficient for hydrogen production, $\mu$ mol m$^{-2}$ s$^{-1}$.

3.3. Simulation of temperature influences

Arrhenius’ equation is generally demonstrated to effectively simulate thermal effects on bacterial growth rate [2, 7, 33]. Eq. (6) shows the typical Arrhenius’ equation, while for the convenience of parameter estimation in the current study, Eq. (6) is transformed to Eq. (7). As $\alpha$ (specific growth rate, $h$ $^{-1}$) and $\alpha_d$ (specific decay rate, $L$ g$^{-1}$, $h$ $^{-1}$) are converted to $T_0$ and $T_0$, the exponential terms in Arrhenius’ equation will contain their units. Overall, $k(T)$ and $k_d(T)$ have the units of $(h$ $^{-1})$ and $(L$ g$^{-1}$, $h$ $^{-1})$, respectively.

\[
\frac{dX}{dt} = \alpha \cdot k(l) \cdot A_\alpha \cdot \exp \left[ - \frac{E_\alpha}{RT} \right] \cdot X - \alpha_d \cdot A_d \cdot \exp \left[ - \frac{E_d}{RT} \right] \cdot X^2 \quad (6)
\]

\[
\frac{dX}{dt} = k(l) \cdot \exp \left[ - \frac{E_h}{RT} + \frac{E_p}{RT} \right] \cdot X - \exp \left[ - \frac{E_h}{RT} \right] \cdot X^2 \quad (7)
\]

where $A_\alpha$ and $A_d$ are pre-exponential factors, $E_\alpha$ is activation energy and $E_d$ is inactivation energy.

Similarly, temperature effects on the hydrogen production rate can be described by Eq. (8a) as gas production is directed by nitrogenase. Another revised Arrhenius’ equation, Eq. (8b), is also found to be capable of well representing both the positive and negative impacts of temperature on enzyme activity, and has been applied in the recent work [6]. Therefore, it is subsequently selected to compare with Eq. (8a).

The units of $h(T)$ in both equations are mL g$^{-1}$.

\[
h(T) = \exp \left[ - \frac{E_{H2}}{RT} \right] \cdot \exp \left[ - \frac{E_{H2}}{RT_{H2}} \right] \quad (8a)
\]

\[
h(T) = \frac{\exp \left[ - \frac{E_{H2}}{RT} \right]}{1 + \exp \left[ - \frac{E_{H2}}{RT_{H2}} \right]} \quad (8b)
\]
3.4. Modelling of light attenuation influence

During our experiments it was possible to only measure incident light intensity, which is not the same as the local radiance experienced by cells. In fact, significant light attenuation of our flat plate PBR and Sartorius tubular PBR was observed at high biomass concentration, and is shown in Fig. 1. Eq. (4) is modified by including the light attenuation term in order to improve the precision of our model.

Within the culture liquid phase, local light intensity in a PBR is attenuated by three factors: (i) microbial absorption, (ii) bubble reflection and (iii) water reflection.

Earlier research [11,29] has demonstrated that in the liquid–gas multiphase system light is mainly scattered by bubbles and absorbed by microalgae. In high biomass cultivation, microbial absorption is always the primary factor for light attenuation (Fig. 1(b)) [29]; while in low biomass cultivation, bubble reflection becomes the predominant factor leading light attenuation (Fig. 1(a)) [37]. The recent research [37] has proposed an equation (Eq.(9)) to calculate local light intensities in a PBR by including both factors. Since the extinction coefficient of Cyanothec e 51142 has not been measured before, the current work will also estimate this value based on the experimental data.

\[ l = l_0 \cdot \exp \left[ - \left( \frac{3 \cdot \alpha_g}{d_b} + \tau_c \right) z \right] \]  \hspace{1cm} (9)

where \( \alpha_g \) is bubble volume fraction, \( d_b \) is average bubble diameter, \( m, \tau_c \) is extinction coefficient of biomass, \( m^2 \ g^{-1} \) (dry weight) which has not been measured in the current research, \( X \) is biomass concentration, \( g \) (dry weight) \( L^{-1} \), and \( z \) is the thickness of the PBR, \( m, \alpha_g \) (0.0067) has been calculated and \( d_b \) has been measured in our previous study [37].

3.5. Simulation of photobioreactor

Within a well-mixed PBR, a uniform distribution of temperature is always achieved in the liquid culture. However light attenuation is strongly dependent on the thickness of the PBR, as well as the changes in local light intensity along the direction of light transmission (shown in Eqs. (10a) and (10b)). Therefore the kinetic model includes both spatial dimension (light transmission direction) and time dimension.

\[ k(l) = \frac{l(t, z)}{l(t, z) + k_i + \frac{l(t, z)}{k_i}} \]  \hspace{1cm} (10a)

\[ l(t, z) = l_0(t, z) \cdot \exp \left[ - \left( \frac{3 \cdot \alpha_g}{d_b} + \tau_c \right) X(t, z) \cdot z \right] \]  \hspace{1cm} (10b)

For the convenience of parameter estimation, the average cyanobacterial growth rate is used and shown in Eqs. (11a) and (11b) to render the model one-dimensional.

\[ \frac{dX}{dt} = \bar{k}(l) \cdot k(T) \cdot X(t) - k_d(T) \cdot X^2(t) \]  \hspace{1cm} (11a)

\[ \bar{k} = (i) - \frac{1}{L} \int_0^L k(l) \cdot dz \]

\[ = \frac{1}{L} \int_0^L k(l) \cdot dz \]

\[ = \frac{1}{L} \int_0^L l_0 \cdot \exp \left[ - \left( \frac{3 \cdot \alpha_g}{d_b} + \tau_c \right) X(t, z) \cdot z \right] \cdot k_i \cdot \left( l_0 \cdot \exp \left[ - \left( \frac{3 \cdot \alpha_g}{d_b} + \tau_c \right) X(t, z) \cdot z \right] \right) \cdot dz \]  \hspace{1cm} (11b)

However, the reduced kinetic models are still two-dimensional and the parameters are difficult to estimate. To simplify the parameter estimation process, Eq. (11b) was solved by an approximate numerical integration method named the Trapezoidal rule due to its wide application [31]. To ensure the accuracy of the parameter estimation process, a 10-step approximation formula was applied initially (shown in Appendix A), and was verified later (detailed verification is shown in Section 4.2). Similarly, when simulating the influence of incident light intensity on hydrogen production rate, the average hydrogen production rate \( \bar{H} \) is also calculated by this method.

Finally, Eqs. (12a) and (12b) are used to simulate the influence of incident light intensity and temperature on cyanobacterial growth and hydrogen production, respectively.

\[ \frac{dX}{dt} = \bar{k}(l) \cdot \exp \left[ - \left( \frac{E_g}{RT} - \frac{E_g}{RT_a} \right) \right] \cdot X - \exp \left[ - \left( \frac{E_g}{RT} - \frac{E_g}{RT_b} \right) \right] \cdot X^2 \]  \hspace{1cm} (12a)

\[ \frac{dH}{dt} = \bar{H}(l) \cdot h(T) \cdot X \]  \hspace{1cm} (12b)

3.6. Parameter estimation methodology

A major factor in dynamic modelling is the accurate estimation of model parameters. To estimate the parameters for the current
models, the following nonlinear least-squares optimisation problem is formulated:

$$\min_{p} \Phi(p) = \sum_{i=1}^{N} (y_i - y(t_i, p))^T A_i (y_i - y(t_i, p))$$  \hspace{1cm} (13a)$$

subject to:

$$\frac{dx}{dt} = f(x(t), p)$$  \hspace{1cm} (13b)$$

$$x_{lb} \leq x \leq x_{ub}$$  \hspace{1cm} (13c)$$

$$p_{lb} \leq p \leq p_{ub}$$  \hspace{1cm} (13d)$$

$$t = t_0, x = x_0$$  \hspace{1cm} (13e)$$

where $x_{lb}, x_{ub}, p_{lb},$ and $p_{ub}$ are lower and upper bounds for the state variables and parameters respectively.

The objective function is a general weighted least-squares formula, where $\Lambda$ is the weighting matrix, as here measurement variances come in. Given the nonlinearity and stiffness of the dynamic optimisation least-squares model in Eqs. (13a)–(13e), orthogonal collocation over finite elements in time is used throughout this paper due to its high accuracy [36]. As hydrogen production kinetics and biomass growth kinetics are decoupled, in the current study two independent parameter estimation problems are solved to determine parameter values in each model.

The implementation in this work was carried out in a Python environment. Pyomo [19], an open source tool package for modelling optimisation applications in Python, was used as the interface and the specific optimisation solver used was IPOPT [35] (linked as a library in Pyomo). Results were obtained on an Intel Core i5, 4 GB RAM, 2.53 GHz laptop computer.

4. Results and discussion

4.1. Results of parameter estimation

By performing parameter estimation, all of the constants in our kinetic models were successfully determined and are presented in Table 1. It can be seen from the table that our evaluated parameters are highly comparable with previously reported data, thereby indicating the high level of reliability in our results. However, the value of $k_i$ obtained in the current research is much lower than the literature reported values. Theoretically, the maximum of $k(I)$ in Eq. (4) is only when $I = \sqrt{k_i \cdot k_s}$ and photoinhibition will be observed if $I$ is higher than the optimum (detailed derivation is shown in the Appendix A). As most of previous published work assumes a uniform distribution of illumination inside the PBRs, the light intensity cell experience ($I$) is thus the same with the incident light intensity ($I_0$). However, this assumption is generally unacceptable as the uniform distribution of illumination is quite difficult to ensure, and in reality two different zones, light zone and dark zone, were observed receptively in the front and dark part of the reactor in this research (Fig. 1b). Therefore $I$ is always much lower than $I_0$. Because of this severe light extinction, even when the incident light intensity is high, photoinhibition may only appear in a small area close to the light source of PBRs, while the major part is controlled by photoinhibition. Hence, when increasing $I_0$ the final biomass concentration will still be enhanced. As a result, the value of $\sqrt{k_i \cdot k_s}$ is greatly overestimated due to the replacement of $I$ by $I_0$. In particular, because of the experimentally undetectable effects of photoinhibition, the overestimation of $\sqrt{k_i \cdot k_s}$ will result in a significantly overestimated $k_i$.

In terms of data fitting, Figs. 2 and 3 show the data fitting of Cyanothece 51142 growth profile at different incident light intensity and temperature regimes, respectively. From the two figures, it is seen that the current kinetic models can accurately describe both light and temperature dependence of cyanobacterial growth from 46 to 320 $\mu$mol m$^{-2}$ s$^{-1}$ in terms of light intensity, and from 25 °C to 40 °C in terms of temperature. The maximum fitting error is also found not to exceed 10%. The reason of the inability of the models at 23 $\mu$mol m$^{-2}$ s$^{-1}$ based on our assumption is that photosynthesis may not be able to conduct at such a low radiance. A slight overestimation was found when simulating the cyanobacterial growth rate at light intensity set to 320 $\mu$mol m$^{-2}$ s$^{-1}$. In this experiment, as the biomass growth rate is high due to the high incident light intensity, the consumption rates of both nitrate and CO$_2$ are also elevated. Therefore, cell growth may also be limited by nutrient concentration and thus the overestimation observed with the current model arises.

Similarly, Table 2 and Fig. 4 show the data fitting results in terms of the H$_2$ production under different incident light intensity and temperature conditions, respectively. These comparisons indicate that our model is valid at light intensity higher than 92 $\mu$mol m$^{-2}$ s$^{-1}$, below which a large deviation (15.5% when incident light intensity is 46 $\mu$mol m$^{-2}$ s$^{-1}$) is observed, and for a temperature range from 20 °C to 55 °C. This deviation is possibly due to the low average light intensity cell experience ($I$), which is not capable of stimulating the activity of nitrogenase since this reaction is very energy consuming [20].

Although both Eqs. (8b) and (8a) appear to perfectly fit our experimental data between 20 and 40 °C, Eq. (8b) fails to describe the very sharp thermal inhibition above 47 °C (320 K), where nitrogenase is found totally inactivated and not able to generate hydrogen in the

Table 1

<table>
<thead>
<tr>
<th>Parameter and units</th>
<th>Simulation result</th>
<th>Literature result</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_i$ [mol m$^{-2}$ s$^{-1}$]</td>
<td>165</td>
<td>[70,250]</td>
<td>[6,39,40]</td>
</tr>
<tr>
<td>$k_l$ [mol m$^{-2}$ s$^{-1}$]</td>
<td>457</td>
<td>[2760,53370]</td>
<td></td>
</tr>
<tr>
<td>$k_{ij}$ [mol m$^{-2}$ s$^{-1}$]</td>
<td>138</td>
<td>[70,250]</td>
<td></td>
</tr>
<tr>
<td>$k_{ij}$ [mol m$^{-2}$ s$^{-1}$]</td>
<td>457</td>
<td>[610,53370]</td>
<td></td>
</tr>
<tr>
<td>$T_r$ [m$^2$ g$^{-1}$]</td>
<td>0.126</td>
<td>[0.067,0.225]</td>
<td></td>
</tr>
<tr>
<td>$E_r$ [kJ mol$^{-1}$]</td>
<td>55.4</td>
<td>[37.5,122.5]</td>
<td></td>
</tr>
<tr>
<td>$E_a$ [kJmol$^{-1}$]</td>
<td>389.9</td>
<td>[127.5, 654]</td>
<td></td>
</tr>
<tr>
<td>$T_a$ [K]</td>
<td>327.9</td>
<td>[301.4, 355.8]</td>
<td></td>
</tr>
<tr>
<td>$T_i$ [K]</td>
<td>317.8</td>
<td>[308.21, 337.3]</td>
<td></td>
</tr>
<tr>
<td>$E_{A_1}$ in Eq. (8) [kJ mol$^{-1}$]</td>
<td>76.28</td>
<td>[37.5, 122.5]</td>
<td></td>
</tr>
<tr>
<td>$E_{A_2}$ in Eq. (8) [kJ mol$^{-1}$]</td>
<td>63.79</td>
<td>[127.5, 654]</td>
<td></td>
</tr>
<tr>
<td>$T_{A_1}$ in Eq. (8) [K]</td>
<td>127.4</td>
<td>[127.5, 654]</td>
<td></td>
</tr>
<tr>
<td>$T_{A_2}$ in Eq. (8) [K]</td>
<td>273.6</td>
<td>[277.8, 292.3]</td>
<td></td>
</tr>
<tr>
<td>$T_{A_3}$ in Eq. (8) [K]</td>
<td>288.8</td>
<td>[277.8, 292.3]</td>
<td></td>
</tr>
<tr>
<td>$T_{A_4}$ in Eq. (9) [K]</td>
<td>308.8</td>
<td>[279.8, 337.3]</td>
<td></td>
</tr>
</tbody>
</table>
present experiment work. Therefore, only Eq. (8a) is chosen for further analysis.

4.2. Verification of numerical integration method

To ensure the reliability of parameters evaluated in the current work, the accuracy of the approximate numerical integration method has to be verified. In the present research, the NDSolve subroutine in Wolfram Mathematica® 10.0 is selected to calculate the true result of \( k(I) \) and \( h(I) \). The NDSolve subroutine is a highly accurate package to solve differential equations. The package includes a variety of methods to solve different types of differential equations, and can automatically use an adaptive procedure to determine the size of integration steps and integration order.

Fig. 2. Comparison of simulation and experimental results of light intensity effects on cyanobacterial growth. The culture temperature is 35 °C. (a), Incident light intensity: 23 \( \mu \text{mol m}^{-2} \text{s}^{-1} \); (b), incident light intensity: 46 \( \mu \text{mol m}^{-2} \text{s}^{-1} \); (c), incident light intensity: 138 \( \mu \text{mol m}^{-2} \text{s}^{-1} \); (d), incident light intensity: 207 \( \mu \text{mol m}^{-2} \text{s}^{-1} \).

Fig. 3. Comparison of simulation and experimental results of temperature effects on cyanobacterial growth. The incident light intensity is 92 \( \mu \text{mol m}^{-2} \text{s}^{-1} \). (a), temperature: 25 °C; (b), temperature: 32 °C; (c), temperature: 35 °C; (d), temperature: 37 °C.
Because $k(I)$ and $h(I)$ are functions of biomass concentration, it is essential to compare the deviation of true and approximate results at different biomass concentrations. The highest biomass concentration in the entire range of experimental data is 2.15 g L$^{-1}$, and in most cases the biomass concentration ranges from 0.2 g L$^{-1}$ to 1.5 g L$^{-1}$. Table 3 lists the deviation between $k(I)$ and $K(I)$ when the biomass concentration ranges from 0.2 g L$^{-1}$ to 1.5 g L$^{-1}$. The latter method is verified as an effective approach for numerical approximation. However the 10-step method only validates up to 6 g L$^{-1}$. For higher concentrations, the 20-step method has to be used until the biomass concentration is 12 g L$^{-1}$. If the present numerical integration method is applied for modelling a high cell density culture, it is then important to change the 10-step method to the 20-step method.

### 4.3. Verification of parameter estimation methodology

An efficient parameter estimation methodology should guarantee that the optimum of most parameters can be found. The objective function used in the current estimation process is defined as Eq. (13a). When the value of parameters in a model diverges from its optimum, the value of the least squares error objective function will increase. Therefore by exploring the change of objective function in terms of small changes ($\pm 5\%$) in the parameter values, the quality of the parameter estimation methodology can be verified [26]. In specific, the weight factors appearing in Eq. (13a) are chosen in this section to be equal to 1. This is because the aim here is to explore the change of the objective function due to the change of parameter values, rather than fitting the parameter values in the current model.

Fig. 5 shows the contour plots of Eq. (13a) as functions of different combinations of parameters including $E_{uM2}$, $I_{uM2}$, $E_{uAD}$, $I_{uAD}$, $K_s$, $K_i$ and $\tau_c$. The value of the objective function is the same when the combination of two parameters is chosen from the same contour. In Fig. 5, the value of contours in the middle zone is much lower than that in the outer zone. It can be seen that all of the parameters estimated by the current methodology are optimal, which indicates the high accuracy of current methodology.

#### 4.4. Sensitivity analysis

Sensitivity analysis is a common tool to explore the change of model output (usually the yield of process products) with respect to the change of parameters in kinetic models [18,36]. To optimise the model output, it is essential to know the relationship between the parameters and the output. As parameters in the current models have their specific physical meanings, sensitivity analysis can direct the development of new mutants and process operating conditions by manipulating the most sensitive parameters to enhance the yield of products in fermentation processes.

The definition of normalised sensitivity is shown in Eq. (14) [25]. Sensitivity indicates the proportional change of model output ($y$) due to the proportional change of parameters ($x$). A positive sensitivity indicates that an increase of $x$ results in an increase of $y$, while a negative sensitivity suggests that increasing $x$ will lead to a decrease of $y$. In particular, in the current models the output either refers to biomass concentration or to hydrogen yield. Fig. 6 shows the sensitivity of the two outputs with respect to each parameter.

$$S_{y/x} = \frac{dy}{dx} \times \frac{x}{y}$$  \hspace{1cm} (14)

where $y$ is the model output and $x$ is the parameter in kinetic models.

The sensitivity of $H_2$ yield with respect to each model parameter is calculated during the brief cyanobacterial stationary phase, between the second growth and the decay phases where the activity of nitrogenase remains significant and cell death rate is not high [15]. As shown in Fig. 7 [15], constant biomass concentration and nitrogenase-mediated $H_2$ production rate were observed, subsequently this brief phase can be considered as steady-state. During this steady-state condition, the sensitivity of gas production rate is independent of time.

Fig. 6 illustrates the sensitivity of both cyanobacterial biomass concentration and $H_2$ yield with respect to each parameter. It can be clearly seen that both outputs are predominantly influenced by activation energy ($E_a$ and $E_{uM2}$), activation reference temperature ($T_a$ and $T_aAD$) and inactivation reference temperature ($T_i$ and $T_{iM2}$).

In particular, $T_a$ and $T_{iM2}$ are found to dramatically suppress both outputs, and their effect is about 10-fold higher than that of other parameters. For example, a 1% increase of $T_a$ and $T_{iM2}$ can lead to a 20% decrease of maximum biomass concentration and to a 40% decrease of maximum hydrogen production rate (mL L$^{-1}$ h$^{-1}$). The incident light intensity is 92 μmol m$^{-2}$ s$^{-1}$. Solid line: simulation result based on Eq. (8a); dashed line: simulation result based on Eq. (8b); circle point: experimental result.
total hydrogen yield. The reason why both biomass concentration and hydrogen yield are very sensitive to \(T_a\) and \(T_{a,H_2}\) can be explained in two aspects. On one hand, these parameters combine the effects of both nutrient concentrations and temperature (the definition of \(T_a\) and \(T_{a,H_2}\) can be found in the previous section); on the other hand, which is more important, the exponential functionality with respect to temperature makes any chemical reaction very sensitive to temperature compared to any other parameters, which enters either linearly or through some power law relationship. However, the effect of the inactivation energy \(E_b\) and \(E_{b,H_2}\) for both outputs of interest is not important. Parameters involved in both the Aiba and the light attenuation equations show a much smaller impact on both biomass concentration and hydrogen yield.

4.5. Effects of light intensity on cyanobacterial growth and hydrogen production

Sensitivity analysis was applied to study the effects of incident light intensity, \(I_0\), and local light intensity, \(I\), on both cyanobacterial biomass growth and hydrogen production rates, as defined by Eqs. (15a) and (15b). The local light intensity represents the actual light radiance experienced by cyanobacteria. Attention should be paid on the definition of cyanobacterial growth and \(H_2\) production rate in different cases. As the incident light intensity is expressed in Eq. (15a), both rates refer to the average rates inside the PBR. In contrast, these rates are considered as local rates in Eq. (15b), since the local light intensity is present.

\[
S_{y/I} = \frac{dy}{dI} \frac{I}{y}
\]  

(15a)

where \(y\) is the either cyanobacterial growth or \(H_2\) production rate.

Sensitivities of \(H_2\) production rate (mL g\(^{-1}\) h\(^{-1}\)) and cells growth rate (h\(^{-1}\)) with regard to \(I_0\), and \(I\) are shown in Fig. 8. From Fig. 8, it is found that the optimum actual light intensity (local light intensity) for hydrogen production and cyanobacterial growth is 247 \(\mu\)mol m\(^{-2}\) s\(^{-1}\) and 261 \(\mu\)mol m\(^{-2}\) s\(^{-1}\), respectively. When the cyanobacterial culture is exposed at a local light intensity higher than the optimum, the photoinhibition phenomenon begins to take place as the sensitivity of cell growth and hydrogen production rates becomes negative. However, an incident light intensity lower than 731 \(\mu\)mol m\(^{-2}\) s\(^{-1}\) is always found facilitating the average rate of both physiological processes. This striking difference is caused predominantly by light attenuation in the PBR. Since the effects of light attenuation on cell growth and hydrogen production are very similar, the current study focuses on cyanobacterial growth rate as an example for detailed explanations.

4.6. Effects of light attenuation on cell growth and hydrogen production

Fig. 9 shows the local cyanobacterial growth rate from the exposure surface (back surface) to the front surface at different incident light intensities and biomass concentrations. The distance from the back surface (exposure surface) to the front surface of the flat plate PBR is 0.025 m (detailed description is shown in Fig. 1). Three clearly different profiles of local light intensity and cyanobacterial growth rate can be observed when the biomass concentration increases from 0.08 g L\(^{-1}\) to 3.5 g L\(^{-1}\).
Light attenuation is mainly contributed by bubble scattering and cyanobacterial absorption. Based on the current model, it is found that during the initial stage of experiments when the culture is dilute ($0.08 \text{ g L}^{-1}$), both light scatter and cell absorption are important for light attenuation, as the value of the term representing bubble reflection ($\frac{3}{4g} \alpha$) in Eq. (9) is the same with that ($\tau_c \cdot X$) denoting cell absorption. Even at such a dilute biomass concentration and low bubble volume fraction, light attenuation in the reactor is not negligible as the local light intensity on the front surface is reduced by 40% (Fig. 9(d)). However because of the high incident light intensity and low biomass concentration, photoinhibition dominates the entire part of the PBR when the incident light intensity is $457 \mu\text{mol m}^{-2}\text{s}^{-1}$ and $686 \mu\text{mol m}^{-2}\text{s}^{-1}$ (Fig. 9(a)), as local cyanobacterial growth rate increases with the decreasing local light intensity from the exposure surface to the front surface.

However, when biomass concentration increases to $0.8 \text{ g/L}$ (Fig. 9(b)), light attenuation in the PBR becomes much more remarkable and local light intensity in the front part of PBR is lower than 20% of the incident light intensity (Fig. 9(d)). Cell absorption becomes the primary factor for light attenuation compared to bubble reflection, as the value of this term in Eq. (9) is 10 times higher than the bubble scatter term. Because of the severe cyanobacterial absorption, photoinhibition only dominates the back part of the PBR ($0.00–0.005 \text{ m}$ from the back surface (exposure surface) of the reactor) while photolimitation controls the front part of the PBR ($0.010–0.025 \text{ m}$) when the incident light intensity is $457 \mu\text{mol m}^{-2}\text{s}^{-1}$ and $686 \mu\text{mol m}^{-2}\text{s}^{-1}$ (Fig. 9(b)). Thus, cyanobacteria cannot grow effectively due to the remarkably non-uniform distribution of local light intensity.

Nevertheless, if biomass concentration is much more dense, for example $3.5 \text{ g L}^{-1}$ as found in our experimental work [12], local light intensity is less than $23 \mu\text{mol m}^{-2}\text{s}^{-1}$ at the cross-section only 0.01 m beyond the light-incoming surface along the direction of light transmission, even if the incident light intensity is $686 \mu\text{mol m}^{-2}\text{s}^{-1}$. Due to such a notable light attenuation in the PBR, cell growth rate is even lower than the cell respiration rate in half of the PBR regardless of the incident light intensity, as the net cell growth rate is negative (shown in Fig. 9(c)). Therefore, cyanobacteria cannot survive under photo-autotrophic growth conditions in the dark part of the PBR. Hydrogen is not produced as the local light intensity is not high enough to rapidly replenish the energy consumed in the hydrogen production metabolic pathway (nitrogen-fixing process).
4.7. Effects of temperature on cyanobacterial growth and hydrogen production

The same concept of sensitivity analysis is also applied to study temperature effects. The definition of sensitivity with regard to temperature is shown by Eq. (16).

\[
S_{y/T} = \frac{dy}{dT} \frac{T}{y}
\]  

where \( y \) is the cyanobacterial growth rate or hydrogen production rate.

Fig. 10 shows that optimum temperatures for hydrogen production and cyanobacterial growth are 34 °C and 37 °C, respectively. It is also found that the rates for both processes are very sensitive to the culture temperature. When the culture temperature is lower than the optimum, a 1% increase in temperature can significantly enhance both cell growth rate and hydrogen production rate by 20%. However once the temperature exceeds the optimal value, the same temperature increase can cause remarkable damage on the photosynthetic apparatus of the cyanobacterium and subsequently lead to a sharp decrease of both rates (23% for the growth rate and 50% for the hydrogen production rate) [14].

5. Conclusion

In our present study, dynamic models based on the Aiba equation, the improved Lambert–Beer’s law, and the improved Arrhenius equation were constructed to explore the effects of light and temperature on cyanobacterial photo-autotrophic growth and hydrogen production of the nitrogen-fixing cyanobacterium *Cyanothece* 51142. Parameter estimation methodologies and sensitivity analyses were conducted to guarantee the accuracy of the proposed models. It is found that both cyanobacterial growth and hydrogen production rates are very susceptible to the parameters of the Arrhenius equation, which means that the effects of temperature are more significant compared to those of illumination. The optimal light intensity and temperature for biomass and hydrogen productions were determined. Finally, it is concluded that when the biomass concentration is higher than 0.8 g L\(^{-1}\), light attenuation inside the PBR becomes the major limiting factor. Under highly dense culture conditions (>3.5 g L\(^{-1}\)), local light intensity could become less than...
23 \, \mu m \, m^{-2} \, s^{-1} \text{ within 0.01 m from the exposure surface, even when an intense incident light intensity of 686 \, \mu m \, m^{-2} \, s^{-1} \text{ is applied. Under such circumstances, cyanobacterial cells in the most part within the PBR are unable to harness light energy for either cell growth or hydrogen production.}

In terms of the future work, the current models will be applied to analyze the effects of PBR configuration on both cell growth and hydrogen production, and to predict the production of hydrogen and biomass in different scale reactors. In addition, flash effects should also be included in future work, since cyanobacteria are not necessary to experience light continuously. After receiving photons, cyanobacterial photosystems will switch to the excited state and illumination is not essential for photosynthesis. By optimizing the culture mixing rate so that cells can always move to the light zone after their photosystems change back to the ground state, the apparent photoactive volume of the system will have the potential to be enhanced.
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Appendix A

A.1. Derivation of photo-autotrophic growth equation

\[
X(t) = \frac{X_{\text{max}}}{1 + \exp[-\mu \cdot (t - t_0)]} \\
\frac{dX(t)}{dt} = \frac{X_{\text{max}} \cdot \mu \cdot \exp[-\mu \cdot (t - t_0)]}{(1 + \exp[-\mu \cdot (t - t_0)])^2} \\
= \frac{X_{\text{max}} \cdot \mu}{(1 + \exp[-\mu \cdot (t - t_0)])^2} \\
= \frac{X_{\text{max}} \cdot \mu}{(1 + \exp[-\mu \cdot (t - t_0)])^2} - \frac{X_{\text{max}} \cdot \mu}{(1 + \exp[-\mu \cdot (t - t_0)])^2} \\
= \mu \cdot X(t) - \mu \cdot X^2(t) \\
= \mu \cdot X(t) - \mu \cdot X^2(t)
\]

A.2. Derivation of maximum \( k(I) \)

\[
k(I) = \frac{l}{I + k_i + \frac{I}{k_i}} \\
\frac{dk(I)}{dt} = \frac{k_i - I^2}{(I + k_i + \frac{I}{k_i})^2}
\]

When \( k(I) \) reaches its maximum value, the first derivation of \( k(I) \) on \( I \) should be 0. Therefore:

\[
l_{\text{opt}} = \sqrt{k_i \cdot k_f}
\]

For hydrogen production the optimal light intensity is 247 \, \mu m \, m^{-2} \, s^{-1} \text{, and for cyanobacterial biomass production the optimal light intensity is 261 \, \mu m \, m^{-2} \, s^{-1}.}

A.3. The Trapezoidal rule

The Trapezoidal rule is shown in Eq. (A1). The 10-step approximation of Eq. (11b) is shown in Eq. (A2). Because both of the current PBRs have similar thickness of 0.025 m, the step length of the 10-step Trapezoidal rule is thereby calculated to be 0.0025 m.

\[
\int_a^b f(x)dx = \frac{b-a}{2n} \sum_{i=1}^{n} (f(a) + 2f(x_i) + f(b)) \\
\]

where \( x_i = a + \frac{b-a}{n} \cdot i, i \in \{1, n\} \) and \( n \) is total step number. Eq. (11b) is then re-written as Eq. (A2). The accuracy of this approximation method is later verified.

\[
\tilde{R}(t) = \frac{1}{2b} \sum_{i=1}^{10} (k(l_0) + 2k(l_i) + k(l_0.025)) \\
\]

Similarly, when simulating the influence of incident light intensity on hydrogen production rate, the average value of \( h(l) \) is calculated by Eq. (A3).

\[
\tilde{H}(l) = \frac{1}{2b} \sum_{i=1}^{10} (h(l_0) + 2h(l_i) + h(l_0.025))
\]
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