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#### Abstract

Let $G_{1}+G_{2}, G_{1} \circ G_{2}$ and $G_{1}\left\{G_{2}\right\}$ be the join, corona and cluster of graphs $G_{1}$ and $G_{2}$, respectively. In this paper, Kirchhoff index formulae of these composite graphs are given. © 2009 Elsevier B.V. All rights reserved.


## 1. Introduction

Let $G$ be a graph with vertices labeled $1,2, \ldots, n$. In 1993, Klein and Randić [15] defined a new distance function named resistance distance framed in terms of electrical network theory. If $G$ is connected, then the resistance distance between vertices $i$ and $j$, denoted by $r_{i j}$ (if more than one graph is considered, we use $r_{i j}(G)$ to avoid confusion), is defined to be the effective electrical resistance between them when unit resistors are placed on every edge of $G$. Define

$$
K f(G)=\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} r_{i j},
$$

known as the Kirchhoff index of $G$ [15]. If $G$ is disconnected, then by setting $r_{i j}=\infty$ for $i$ and $j$ in different components and $K f(G)=\infty$, the above definitions remain applicable and the results obtained in this paper still hold. In what follows, we restrict our consideration to connected graphs.

The original index based on distances in a graph $G$ is the famous Wiener index $W(G)$ [24], which counts the sum of distances between pairs of vertices in $G$, that is

$$
W(G)=\frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} d_{i j}
$$

where $d_{i j}$ is the distance between vertices $i$ and $j$. Klein and Randić [15] proved that $K f(G) \leq W(G)$ with equality, if and only if $G$ is a tree.

[^0]Like the Wiener index, the Kirchhoff index is a structure descriptor [25]. But it is difficult to implement some algorithms $[2,4,15,19,32]$ to compute resistance distances and the Kirchhoff index of a graph. Hence it makes sense to find closed-form formulae for the Kirchhoff index. To this end, on the one hand, closed-form formulae for the Kirchhoff index have been given for some classes of graphs, such as cycles [13,16], complete graphs [16], geodetic graphs [20], distance-transitive graphs [20], circulant graphs [31], linear hexagonal chains [29], etc. [2,11,19-21]; on the other hand, numerical values of the Kirchhoff index have been computed for platonic solids [16,17], some fullerene graphs including buckminsterfullerene [2,3,8], etc. [6, $11,14]$. Besides, some efforts were also made to determine bounds for some classes of graphs and characterize extremal graphs as well, such as unicyclic graphs [28].

It is of interest to study some topological indices of certain composite operations between two graphs, such as product, composition, join, corona, cluster, etc. In [30], Yeh and Gutman computed the Wiener index of these composite graphs. As a generalization of their results, Sagan et al. [22] and Stevanović [23] computed the Hosoya (Wiener) polynomial of these graphs. Xu [26] computed the Kirchhoff index of product and composition (called lexicographic product in that article) of graphs. In the present work, the Kirchhoff index of join, corona and cluster of graphs are computed.

Composite graphs under consideration are defined in the following [30]:
(i) The (Cartesian) product $G_{1} \times G_{2}$ :

$$
V\left(G_{1} \times G_{2}\right)=V\left(G_{1}\right) \times V\left(G_{2}\right)
$$

the vertices $u=\left(u_{1}, u_{2}\right)$ and $v=\left(v_{1}, v_{2}\right)$ of $G_{1} \times G_{2}$ are adjacent if and only if $\left[u_{1}=v_{1},\left(u_{2}, v_{2}\right) \in E\left(G_{2}\right)\right]$ or $\left[u_{2}=v_{2}\right.$, $\left.\left(u_{1}, v_{1}\right) \in E\left(G_{1}\right)\right]$.
(ii) The composition $G_{1}\left[G_{2}\right]$ :

$$
V\left(G_{1}\left[G_{2}\right]\right)=V\left(G_{1}\right) \times V\left(G_{2}\right)
$$

the vertices $u=\left(u_{1}, u_{2}\right)$ and $v=\left(v_{1}, v_{2}\right)$ of $G_{1}\left[G_{2}\right]$ are adjacent if and only if $\left[u_{1}=v_{1},\left(u_{2}, v_{2}\right) \in E\left(G_{2}\right)\right]$ or $\left[\left(u_{1}, v_{1}\right) \in E\left(G_{1}\right)\right]$.
(iii) The join $G_{1}+G_{2}$ :

$$
\begin{aligned}
& V\left(G_{1}+G_{2}\right)=V\left(G_{1}\right) \cup V\left(G_{2}\right) \\
& E\left(G_{1}+G_{2}\right)=E\left(G_{1}\right) \cup E\left(G_{2}\right) \cup\left\{\left(u_{1}, u_{2}\right) \mid u_{1} \in V\left(G_{1}\right), u_{2} \in V\left(G_{2}\right)\right\} .
\end{aligned}
$$

(iv) The corona $G_{1} \circ G_{2}$ is obtained by taking one copy of $G_{1}$ and $\left|V\left(G_{1}\right)\right|$ copies of $G_{2}$, and by joining each vertex of the $i$ th copy of $G_{2}$ to the $i$ th vertex of $G_{1}, i=1,2, \ldots,\left|V\left(G_{1}\right)\right|$.
(v) The cluster $G_{1}\left\{G_{2}\right\}$ is obtained by taking one copy of $G_{1}$ and $\left|V\left(G_{1}\right)\right|$ copies of a rooted graph $G_{2}$, and by identifying the root of the $i$ th copy of $G_{2}$ with the $i$ th vertex of $G_{1}, i=1,2, \ldots,\left|V\left(G_{1}\right)\right|$.

## 2. Resistance distance and Kirchhoff index

The adjacency matrix $A(G)$ of $G$ is an $n \times n$ matrix with the $(i, j)$-entry equal to 1 if vertices $i$ and $j$ are adjacent and 0 otherwise. Let $D(G)=\operatorname{diag}\left(d_{G}(1), d_{G}(2), \ldots, d_{G}(n)\right)$ be the diagonal matrix of vertex degrees, where $d_{G}(i)$ is the degree of $i$ in $G$ for $1 \leq i \leq n$. The Laplacian matrix of $G$ is $L(G)=D(G)-A(G)$.

The Laplacian matrix plays an extremely important role in the computation of resistance distance and the Kirchhoff index. In this section, we only list some important formulae which will be used later.

In the following, for a matrix $C$, we use $C(i)$ and $C(i, j)$ to denote the submatrix obtained from $C$ by deleting the $i$ th row and column, and by deleting the $i$ th and $j$ th rows and columns, respectively. Here for convenience, we abbreviate $L(G)(i)$ and $L(G)(i, j)$ to $L(i)$ and $L(i, j)$, respectively. Then we state the following theorem.

Theorem 2.1 ([4]). Let $G$ be a connected graph on $n$ vertices, $n \geq 3$, and $1 \leq i \neq j \leq n$. Then

$$
\begin{equation*}
r_{i j}=\frac{\operatorname{det} L(i, j)}{\operatorname{det} L(i)} \tag{2.1}
\end{equation*}
$$

According to the famous matrix-tree theorem [10] for any graph $G$ and for any $i=1,2, \ldots, n$,

$$
\operatorname{det} L(i)=t(G)
$$

where $t(G)$ is the number of spanning trees of $G$. Hence, Eq. (2.1) can also be written as

$$
\begin{equation*}
r_{i j}=\frac{\operatorname{det} L(i, j)}{t(G)} \tag{2.2}
\end{equation*}
$$

It is well known that $L(G)$ is singular and has no inverse. However, $L(G)$ has a generalized inverse $\Gamma(G)$, which is 0 on the null space (0-eigenvalue eigenspace) of $L(G)$ and is the inverse to $L(G)$ on the orthogonal complement to this null space. A fundamental formula for computing the Kirchhoff index is given below.

Theorem 2.2 ([15]). For any connected $n$-vertex graph $G(n \geq 2)$,

$$
\begin{equation*}
K f(G)=n \operatorname{Tr}(\Gamma(G)) \tag{2.3}
\end{equation*}
$$

where $\operatorname{Tr}(\Gamma(G))$ denotes the trace of $\Gamma(G)$.
The Laplacian polynomial $L(G, \lambda)$ is the characteristic polynomial of $L(G)$ :

$$
L(G, \lambda)=\operatorname{det}\left(\lambda I_{n}-L(G)\right)
$$

where $I_{n}$ is the identity matrix of order $n$. Let $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ be the eigenvalues of $L(G)$ (also roots of $L(G, \lambda)$ ), called the Laplacian eigenvalues of $G$. Suppose that $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$, then $\lambda_{1}=0$ and $\lambda_{2}>0$ if and only if $G$ is connected [18] and the Laplacian spectrum of $G$ is

$$
S(G)=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) .
$$

From Theorem 2.2, a nice relationship between the Laplacian spectrum and the Kirchhoff index has been established as stated below:

Theorem 2.3 ([9,12]). For any connected $n$-vertex graph $G(n \geq 2)$,

$$
\begin{equation*}
K f(G)=n \sum_{k=2}^{n} \frac{1}{\lambda_{k}} . \tag{2.4}
\end{equation*}
$$

## 3. Main results

Let $G_{1}$ and $G_{2}$ be graphs on $n$ and $m$ vertices, respectively. Briefly, let $L_{1}$ and $L_{2}$ denote the Laplacian matrices of $G_{1}$ and $G_{2}$ respectively and suppose that $S\left(G_{1}\right)=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ and $S\left(G_{2}\right)=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{m}\right)$ such that $\lambda_{1}=\mu_{1}=0$. In this section, the Kirchhoff indices of $G_{1}+G_{2}, G_{1} \circ G_{2}$ and $G_{1}\left\{G_{2}\right\}$ are computed.

### 3.1. Kirchhoff index of $G_{1}+G_{2}$

Proposition 3.1 ([18]). The Laplacian eigenvalues of $G_{1}+G_{2}$ are

$$
0, m+n, m+\lambda_{i}, n+\mu_{j} \quad i=2,3, \ldots, n ; j=2,3, \ldots, m
$$

Theorem 3.2. For any two graphs $G_{1}$ and $G_{2}$,

$$
\begin{equation*}
K f\left(G_{1}+G_{2}\right)=1+(m+n)\left(\sum_{i=2}^{n} \frac{1}{m+\lambda_{i}}+\sum_{j=2}^{m} \frac{1}{n+\mu_{j}}\right) . \tag{3.1}
\end{equation*}
$$

Proof. Theorem 2.3 and Proposition 3.1 yield the result.
Let $K_{n}$ and $\overline{K_{n}}$ denote the complete graph and empty graph on $n$ vertices, respectively. Let $K_{m, n}$ denote the complete bipartite graph such that one class has $n$ vertices and the other has $m$ vertices. It is interesting that $K f\left(G_{1}+G_{2}\right)$ can not only be completely determined by the Laplacian spectra of $G_{1}$ and $G_{2}$, but also expressed as a linear combination of Kirchhoff indices of its three spanning subgraphs.

Theorem 3.3. For any two graphs $G_{1}$ and $G_{2}$,

$$
\begin{equation*}
K f\left(G_{1}+G_{2}\right)=K f\left(G_{1}+\overline{K_{m}}\right)+K f\left(G_{2}+\overline{K_{n}}\right)-K f\left(K_{m, n}\right) \tag{3.2}
\end{equation*}
$$

Proof. We can easily verify that

$$
S\left(\overline{K_{n}}\right)=(0,0, \ldots, 0) .
$$

By Proposition 3.1, we have

$$
\begin{aligned}
& S\left(G_{1}+\overline{K_{m}}\right)=(0, m+n, \underbrace{n, \ldots, n}_{m-1}, \lambda_{2}+m, \ldots, \lambda_{n}+m), \\
& S\left(G_{2}+\overline{K_{n}}\right)=(0, m+n, \underbrace{m, \ldots, m}_{n-1}, \mu_{2}+n, \ldots, \mu_{m}+n), \\
& S\left(K_{m, n}\right)=(0, m+n, \underbrace{n, \ldots, n}_{m-1}, \underbrace{m, \ldots, m}_{n-1}) .
\end{aligned}
$$

Therefore by Theorem 2.3,

$$
\begin{aligned}
& K f\left(G_{1}+\overline{K_{m}}\right)=1+\frac{(m+n)(m-1)}{n}+(m+n) \sum_{i=2}^{n} \frac{1}{m+\lambda_{i}}, \\
& K f\left(G_{2}+\overline{K_{n}}\right)=1+\frac{(m+n)(n-1)}{m}+(m+n) \sum_{i=2}^{m} \frac{1}{n+\mu_{i}}, \\
& K f\left(K_{m, n}\right)=1+\frac{(m+n)(m-1)}{n}+\frac{(m+n)(n-1)}{m} .
\end{aligned}
$$

Hence

$$
K f\left(G_{1}+G_{2}\right)=K f\left(G_{1}+\overline{K_{m}}\right)+K f\left(G_{2}+\overline{K_{n}}\right)-K f\left(K_{m, n}\right)
$$

Though it is difficult to find a relationship between $K f\left(G_{1}+G_{2}\right)$ and $K f\left(G_{1}\right)$ and $K f\left(G_{2}\right)$, we can obtain an upper bound to $K f\left(G_{1}+G_{2}\right)$ in terms of $K f\left(G_{1}\right)$ and $K f\left(G_{2}\right)$.

Proposition 3.4. Let $G_{1}$ and $G_{2}$ be connected graphs. Then

$$
K f\left(G_{1}+G_{2}\right) \leq K f\left(G_{1}\right)+K f\left(G_{2}\right)+1,
$$

with equality if and only if $G_{1}+G_{2}$ is complete.
Proof. By Theorems 2.3 and 3.2,

$$
\begin{aligned}
K f\left(G_{1}\right)+K f\left(G_{2}\right)+1-K f\left(G_{1}+G_{2}\right) & =n \sum_{i=2}^{n} \frac{1}{\lambda_{i}}+m \sum_{j=2}^{m} \frac{1}{\mu_{j}}+1-\left(1+(m+n)\left(\sum_{i=2}^{n} \frac{1}{m+\lambda_{i}}+\sum_{j=2}^{m} \frac{1}{n+\mu_{j}}\right)\right) \\
& =\sum_{i=2}^{n}\left(\frac{n}{\lambda_{i}}-\frac{m+n}{m+\lambda_{i}}\right)+\sum_{j=2}^{m}\left(\frac{m}{\mu_{j}}-\frac{m+n}{n+\mu_{j}}\right) \\
& =\sum_{i=2}^{n} \frac{m\left(n-\lambda_{i}\right)}{\lambda_{i}\left(m+\lambda_{i}\right)}+\sum_{j=2}^{m} \frac{n\left(m-\mu_{j}\right)}{\mu_{j}\left(n+\mu_{j}\right)},
\end{aligned}
$$

hence the desired inequality holds since $\lambda_{i} \leq n$ and $\mu_{j} \leq m$ for $i=2, \ldots, n$ and $j=2, \ldots, m$. The equality holds if and only if $\lambda_{i}=n$ and $\mu_{j}=m$ for each $i$ and $j(2 \leq i \leq n, 2 \leq j \leq m)$. This means that $G_{1}$ and $G_{2}$ are complete graphs, so also is $G_{1}+G_{2}$.

### 3.2. Kirchhoff index of $G_{1} \circ G_{2}$

Complete information about the Laplacian spectrum of $G_{1} \circ G_{2}$ is provided by Barik et al. [5] in terms of the Laplacian spectra of $G_{1}$ and $G_{2}$.

Lemma 3.5 ([5]). Let $G_{1}, G_{2}$ be any graphs and $G=G_{1} \circ G_{2}$. Then
(a) $\frac{\lambda_{i}+m+1 \pm \sqrt{(m+1)^{2}-4 \lambda_{i}}}{2} \in S(G)$ with multiplicity 1 for $i=1, \ldots, n$ and
(b) $\mu_{j}+1 \in S(G)$ with multiplicity $n$ for $j=2, \ldots, m$.

If $G_{1}$ is connected, then $G_{1} \circ G_{2}$ is connected. Since $\frac{\lambda_{1}+m+1-\sqrt{(m+1)^{2}-4 \lambda_{1}}}{2}=0$, combining Lemma 3.5 with Theorem 2.3, we readily have the following theorem.

Theorem 3.6. Let $G_{1}$ be a connected graph. Then

$$
\begin{equation*}
K f\left(G_{1} \circ G_{2}\right)=n+2(m+1) n \sum_{i=2}^{n} \frac{1}{\lambda_{i}+m+1 \pm \sqrt{(m+1)^{2}-4 \lambda_{i}}}+(m+1) n^{2} \sum_{j=2}^{m} \frac{1}{\mu_{j}+1} . \tag{3.3}
\end{equation*}
$$

The expression given in Theorem 3.6 is somewhat complicated. In the following, by computing $K f\left(G_{1} \circ G_{2}\right)$ in a different way we obtain a much simpler expression. Furthermore, we show that $K f\left(G_{1} \circ G_{2}\right)$ can be expressed as a linear combination of $K f\left(G_{1}\right)$ and $K f\left(G_{2}+K_{1}\right)$.

Recall that $L_{1}$ is the Laplacian matrix of $G_{1} . \mathrm{Xu}$ [27] obtained the following result:
Lemma 3.7. The Laplacian polynomial of $G_{1} \circ G_{2}$ can be expressed as follows

$$
L\left(G_{1} \circ G_{2}, \lambda\right)=\left(\prod_{i=2}^{m}\left(\lambda-1-\mu_{i}\right)^{n}\right)\left|\begin{array}{cc}
-L_{1} & -(\lambda-m-1) I_{n}  \tag{3.4}\\
\lambda I_{n} & (\lambda-1) I_{n}
\end{array}\right| .
$$

For convenience, we employ some notations. Given a matrix $C$, let $C^{*}(i)$ and $C^{\dagger}(i)$ denote the submatrices obtained from $C$ by deleting the $i$ th row, and $i$ th column, respectively. Similarly, let $C^{*}(i, j)$ and $C^{\dagger}(i, j)$ denote the submatrices obtained from $C$ by deleting the $i$ th and $j$ th rows, and $i$ th and $j$ th columns, respectively.

Theorem 3.8. Let $G_{1}$ be a connected graph. Then

$$
\begin{equation*}
K f\left(G_{1} \circ G_{2}\right)=(m+1) n^{2}-m n+(m+1)^{2} K f\left(G_{1}\right)+(m+1) n^{2} \sum_{i=2}^{m} \frac{1}{\mu_{i}+1} . \tag{3.5}
\end{equation*}
$$

Proof. If $n=1, K f\left(K_{1} \circ G_{2}\right)=K f\left(K_{1}+G_{2}\right)$ and the result holds by Theorem 3.2. Now we assume that $n \geq 2$.
Let

$$
f(\lambda):=\left|\begin{array}{cc}
-L_{1} & -(\lambda-m-1) I_{n} \\
\lambda I_{n} & (\lambda-1) I_{n}
\end{array}\right|=\sum_{i=0}^{2 n} a_{i} \lambda^{i} .
$$

## Claim 1.

$$
\begin{equation*}
K f\left(G_{1} \circ G_{2}\right)=n(m+1)\left(\sum_{i=2}^{m} \frac{n}{1+\mu_{i}}-\frac{a_{2}}{a_{1}}\right) . \tag{3.6}
\end{equation*}
$$

Proof. By Lemma 3.7,

$$
L\left(G_{1} \circ G_{2}, \lambda\right)=f(\lambda)\left(\prod_{i=2}^{m}\left(\lambda-1-\mu_{i}\right)^{n}\right)
$$

Since $1+\mu_{i}>0, f(\lambda)$ can be written as

$$
f(\lambda)=\lambda\left(\lambda-b_{1}\right)\left(\lambda-b_{2}\right) \ldots\left(\lambda-b_{2 n-1}\right)
$$

such that $b_{i}>0$ for $1 \leq i \leq 2 n-1$. Thus,

$$
\sum_{i=1}^{2 n-1} \frac{1}{b_{i}}=\frac{\sum_{i=1}^{2 n-1} \prod_{\substack{j=1 \\ j \neq i}}^{2 n-1} b_{j}}{\prod_{i=1}^{2 n-1} b_{i}}=\frac{a_{2}}{-a_{1}}=-\frac{a_{2}}{a_{1}}
$$

Hence Claim 1 holds by Theorem 2.3.
The only thing left is the computation of $a_{1}$ and $a_{2}$, which is given in the following two claims. Let $0_{n}$ denote the zero matrix of order $n$. For $1 \leq i \leq n$, let $A_{i}$ be the $n \times n$ matrix whose ( $i, i$ )-entry is $m+1$ and whose other entries are all zero.

Before stating the claims, we make some elementary transformations to the determinant in Eq. (3.4).

$$
\begin{aligned}
f(\lambda) & =\left|\begin{array}{cc}
-L_{1} & -(\lambda-m-1) I_{n} \\
\lambda I_{n} & (\lambda-1) I_{n}
\end{array}\right|=\left|\left[\begin{array}{cc}
-L_{1} & -(\lambda-m-1) I_{n} \\
\lambda I_{n} & (\lambda-1) I_{n}
\end{array}\right]\left[\begin{array}{cc}
I_{n} & 0_{n} \\
-I_{n} & I_{n}
\end{array}\right]\left[\begin{array}{cc}
I_{n} & I_{n} \\
0_{n} & I_{n}
\end{array}\right]\right| \\
& =\left|\begin{array}{cc}
(\lambda-m-1) I_{n}-L_{1} & -L_{1} \\
I_{n} & \lambda I_{n}
\end{array}\right| .
\end{aligned}
$$

Let $M:=\left[\begin{array}{cc}-(m+1) I_{n}-L_{1} & -L_{1} \\ I_{n} & 0_{n}\end{array}\right]$. Note that $f(0)=\operatorname{det} M$.
Claim 2.
$a_{1}=-n(m+1) t\left(G_{1}\right)$.

Proof. It is easy to observe that

$$
\begin{equation*}
a_{1}=\sum_{i=1}^{2 n} \operatorname{det} M(i) \tag{3.7}
\end{equation*}
$$

For $1 \leq i \leq n$, $\operatorname{det} M(i)=0$ since the $(n-1+i)$ th row has all zero entries. Hence

$$
\begin{aligned}
a_{1} & =\sum_{i=n+1}^{2 n} \operatorname{det} M(i)=\sum_{i=1}^{n}\left|\begin{array}{cc}
-(m+1) I_{n}-L_{1} & -L_{1}^{\dagger}(i) \\
I_{n}^{*}(i) & 0_{n-1}^{*}
\end{array}\right| \\
& =(-1)^{n} \sum_{i=1}^{n}\left|\begin{array}{cc}
(m+1) I_{n}+L_{1} & L_{1}^{\dagger}(i) \\
I_{n}^{*}(i) & 0_{n-1}
\end{array}\right| .
\end{aligned}
$$

By consecutively interchanging the $i$ th column with the $(i+1)$ th, $(i+2)$ th, $\ldots$ and $(n+i-1)$ th columns in the last determinant, we obtain

$$
\begin{aligned}
a_{1} & =(-1)^{n}(-1)^{n-1} \sum_{i=1}^{n}\left|\begin{array}{cc}
(m+1) I_{n}^{\dagger}(i)+L_{1}^{\dagger}(i) & L_{1}+A_{i} \\
I_{n-1}^{*} & 0_{n}^{*}(i)
\end{array}\right| \\
& =(-1)(-1)^{2 n-2} \sum_{i=1}^{n}\left|\begin{array}{cc}
L_{1}+A_{i} & (m+1) I_{n}^{\dagger}(i)+L_{1}^{\dagger}(i) \\
0_{n}^{*}(i) & I_{n-1}
\end{array}\right| \\
& =-\sum_{i=1}^{n} \operatorname{det}\left(L_{1}+A_{i}\right)=-\sum_{i=1}^{n}\left(\operatorname{det} L_{1}+(m+1) \operatorname{det} L_{1}(i)\right) \\
& =-(m-1) \sum_{i=1}^{n} t\left(G_{1}\right)=-n(m+1) t\left(G_{1}\right) .
\end{aligned}
$$

## Claim 3.

$$
\begin{equation*}
a_{2}=(n+n(m+1)) t\left(G_{1}\right)+(m+1)^{2} \sum_{1 \leq i<j \leq n} L_{1}(i, j) . \tag{3.8}
\end{equation*}
$$

Proof. First observe that

$$
a_{2}=\sum_{1 \leq i<j \leq 2 n} \operatorname{det} M(i, j)
$$

If $1 \leq i<j \leq n$, then $\operatorname{det} M(i, j)=0$ since all elements of the $(n-2+i)$ th and $(n-2+j)$ th rows are zero. Also, if $1 \leq i \leq n, j>n$ and $j \neq n+i$, det $M(i, j)=0$ since all elements of the $(n-1+i)$ th or $(n-2+i)$ th row are zero. Hence

$$
a_{2}=\sum_{i=1}^{n} \operatorname{det} M(i, n+i)+\sum_{n \leq i<j \leq 2 n} \operatorname{det} M(i, j)
$$

On the one hand,

$$
\begin{aligned}
\sum_{i=1}^{n} \operatorname{det} M(i, n+i) & =\sum_{i=1}^{n}\left|\begin{array}{cc}
-(m+1) I_{n-1}-L_{1}(i) & -L_{1}(i) \\
I_{n-1} & 0_{n-1}
\end{array}\right| \\
& =(-1)^{n-1} \sum_{i=1}^{n} \operatorname{det}\left(-L_{1}(i)\right)=n t\left(G_{1}\right),
\end{aligned}
$$

while on the other hand,

$$
\sum_{n \leq i<j \leq 2 n} \operatorname{det} M(i, j)=\sum_{1 \leq i<j \leq n}\left|\begin{array}{cc}
-(m+1) I_{n}-L_{1} & -L_{1}^{\dagger}(i, j) \\
I_{n}^{*}(i, j) & 0_{n-2}
\end{array}\right| .
$$

By consecutively, first interchanging the $i$ th column with the $(i+1)$ th, $(i+2)$ th, $\ldots,(n+i-1)$ th columns in the last determinant, and then interchanging the $j$ th column with the $(j+1)$ th, $(j+2)$ th, $\ldots,(n+j-1)$ th columns in the resulting determinant, we have

$$
\begin{aligned}
\sum_{n \leq i<j \leq 2 n} \operatorname{det} M(i, j) & =(-1)^{2 n-2} \sum_{1 \leq i<j \leq n}\left|\begin{array}{cc}
-(m+1) I_{n}^{\dagger}(i, j)-L_{1}^{\dagger}(i, j) & -L_{1}-A_{i}-A_{j} \\
0_{n-2}^{*}(i, j)
\end{array}\right| \\
& =(-1)^{n-2} \sum_{1 \leq i<j \leq n}\left|\begin{array}{cc}
-L_{1}-A_{i}-A_{j} & -(m+1) I_{n}^{\dagger}(i, j)-L_{1}^{\dagger}(i, j) \\
0_{n}^{*}(i, j) & I_{n-2}
\end{array}\right| \\
& =(-1)^{n-2}(-1)^{n} \sum_{1 \leq i<j \leq n} \operatorname{det}\left(L_{1}+A_{i}+A_{j}\right) \\
& =\sum_{1 \leq i<j \leq n}\left((m+1) \operatorname{det} L_{1}(i)+(m+1) \operatorname{det} L_{1}(j)+(m+1)^{2} \operatorname{det} L_{1}(i, j)\right) \\
& =\sum_{1 \leq i<j \leq n}\left(2(m+1) t\left(G_{1}\right)+(m+1)^{2} \operatorname{det} L_{1}(i, j)\right) \\
& =n(n-1)(m+1) t\left(G_{1}\right)+\frac{1}{2} n(n-1)(m+1)^{2} \operatorname{det} L_{1}(i, j) .
\end{aligned}
$$

Hence $a_{2}$ is obtained by summing $\sum_{i=1}^{n} \operatorname{det} M(i, n+i)$ and $\sum_{n \leq i<j \leq 2 n} \operatorname{det} M(i, j)$.
Note by Eq. (2.2) that

$$
\frac{\sum_{1 \leq i<j \leq n} L_{1}(i, j)}{t(G)}=\sum_{1 \leq i i<j \leq n} r_{i j}\left(G_{1}\right)=K f\left(G_{1}\right) .
$$

We complete the proof by substituting Eqs. (3.7) and (3.8) back into Eq. (3.6).

## Theorem 3.9.

$$
\begin{equation*}
K f\left(G_{1} \circ G_{2}\right)=m n^{2}-m n+(m+1)^{2} K f\left(G_{1}\right)+n^{2} K f\left(G_{2}+K_{1}\right) . \tag{3.9}
\end{equation*}
$$

Proof. By Proposition 3.1,

$$
S\left(G_{2}+K_{1}\right)=\left(0, m+1,1+\mu_{2}, 1+\mu_{3}, \ldots, 1+\mu_{m}\right) .
$$

Then by Theorem 2.3,

$$
K f\left(G_{2}+K_{1}\right)=(m+1)\left(\frac{1}{m+1}+\sum_{i=2}^{n} \frac{1}{1+\mu_{i}}\right)=1+(m+1) \sum_{i=2}^{n} \frac{1}{1+\mu_{i}} .
$$

Hence the result follows by Theorem 3.8.

### 3.3. Kirchhoff index of $G_{1}\left\{G_{2}\right\}$

Since the root-vertex of each copy of $G_{2}$ is a cut-vertex in $G_{1}\left\{G_{2}\right\}$, we will compute the Kirchhoff index of $G_{1}\left\{G_{2}\right\}$ by means of the following cut-vertex property.

Proposition 3.10 ([15]). Let $k$ be a cut-vertex of a graph, and let $i$ and $j$ be vertices occurring in different components which arise upon deletion of $k$. Then

$$
r_{i j}=r_{i k}+r_{k j} .
$$

Let $G$ be a connected graph of order $n$. For convenience, for $i \in V(G)$, define

$$
K f_{i}(G)=\sum_{j=1}^{n} r_{i j}(G) .
$$

Then obviously $K f(G)$ can also be written as

$$
K f(G)=1 / 2 \sum_{i=1}^{n} K f_{i}(G) .
$$

Theorem 3.11. Let $G_{1}$ and $G_{2}$ be connected graphs. Let $r$ be the root-vertex of $G_{2}$. Then

$$
\begin{equation*}
K f\left(G_{1}\left\{G_{2}\right\}\right)=m^{2} K f\left(G_{1}\right)+n K f\left(G_{2}\right)+m\left(n^{2}-n\right) K f_{r}\left(G_{2}\right) . \tag{3.10}
\end{equation*}
$$

Proof. If two vertices $u$ and $v$ belong to the same copy of $G_{2}$, then it is obvious that

$$
r_{u v}\left(G_{2}\right)=r_{u v}\left(G_{1}\left\{G_{2}\right\}\right)
$$

The corresponding contribution to $K f\left(G_{1}\left\{G_{2}\right\}\right)$ is

$$
A=n K f\left(G_{2}\right)
$$

If the vertices $u$ and $v$ belong to different copies of $G_{2}$, then by Proposition 3.10,

$$
r_{u v}\left(G_{1}\left\{G_{2}\right\}\right)=r_{u r}\left(G_{2}\right)+r_{i j}\left(G_{1}\right)+r_{r v}\left(G_{2}\right),
$$

where $i$ and $j$ denote the vertices of $G_{1}$ to which the copies of $G_{2}$ are attached. For each fixed pair $i, j$, there are $m^{2}$ such pairs $u, v$ and their contribution to $K f\left(G_{1}\left\{G_{2}\right\}\right)$ amounts to $2 m K f_{r}\left(G_{2}\right)+m^{2} r_{i j}\left(G_{1}\right)$. These contributions over all the distinct pairs $i, j$ are

$$
B=\sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left(2 m K f_{r}\left(G_{2}\right)+m^{2} r_{i j}\left(G_{1}\right)\right)=m\left(n^{2}-n\right) K f_{r}\left(G_{2}\right)+m^{2} K f\left(G_{1}\right) .
$$

Therefore the proof is completed by summing $A$ and $B$.
In particular, if $G_{2}$ is vertex-transitive, then vertices in $G_{2}$ are identical. Hence

$$
K f_{r}\left(G_{2}\right)=\frac{2}{m} K f\left(G_{2}\right)
$$

and we immediately arrive at the following corollary.
Corollary 3.12. If $G_{2}$ is vertex-transitive, then

$$
\begin{equation*}
K f\left(G_{1}\left\{G_{2}\right\}\right)=m^{2} K f\left(G_{1}\right)+\left(2 n^{2}-n\right) K f\left(G_{2}\right) . \tag{3.11}
\end{equation*}
$$

### 3.4. Additional result

Notice that $G_{1} \circ G_{2}=G_{1}\left\{G_{2}+K_{1}\right\}$, where the root of $G_{2}+K_{1}$ is chosen to be the vertex belonging to $K_{1}$. By comparing Theorems 3.9 and 3.11, we can obtain the following result:

Theorem 3.13. Let $G$ be a connected graph on $n$ vertices. If $i \in V(G)$ satisfies $d_{G}(i)=n-1$, then

$$
\begin{equation*}
K f(G)=n K f_{i}(G)-n+1 \tag{3.12}
\end{equation*}
$$

In addition, if $G-i$ is vertex-transitive, then for any $j \in G-i$,

$$
\begin{equation*}
K f(G)=(n-1)\left(n r_{i j}-1\right) . \tag{3.13}
\end{equation*}
$$

Proof. By Theorem 3.11, we have

$$
\begin{equation*}
K f\left(G_{1}\left\{G_{2}+K_{1}\right\}\right)=(m+1)^{2} K f\left(G_{1}\right)+n K f\left(G_{2}\right)+(m+1)\left(n^{2}-n\right) K f_{r}\left(G_{2}\right), \tag{3.14}
\end{equation*}
$$

where $r$ is chosen to be the vertex of $K_{1}$, in other words, $d_{G_{2}+K_{1}}(r)=m$. Since $G_{1} \circ G_{2}=G_{1}\left\{G_{2}+K_{1}\right\}$, comparing Eq. (3.14) with Eq. (3.9), we have

$$
K f\left(G_{2}+K_{1}\right)=(m+1) K f_{r}\left(G_{2}+K_{1}\right)-m,
$$

which yields Eq. (3.12).
If $G-i$ is vertex-transitive, then for any $j \in G-i$,

$$
\begin{equation*}
K f_{i}(G)=(n-1) r_{i j} . \tag{3.15}
\end{equation*}
$$

Hence Eq. (3.13) is derived by substituting Eq. (3.15) into Eq. (3.12).
For example, we compute the Kirchhoff (Wiener) index of the $n$-vertex star $S_{n}$. Suppose that $v$ is the center of $S_{n}$. Then $d_{S_{n}}(v)=n-1$ and obviously $S_{n}-v$ is vertex-transitive. Hence by Eq. (3.13),

$$
K f\left(S_{n}\right)=W\left(S_{n}\right)=(n-1)(n-1)=(n-1)^{2}
$$

This agrees with the result obtained by Entringer et al. [7].

### 3.5. Some examples

Let $C_{n}$ and $P_{n}$ denote the cycle and path of order $n$, respectively. The Laplacian spectrum of $C_{n}$ and $P_{n}$ [1] are

$$
\begin{aligned}
& S\left(C_{n}\right)=\left(0,4 \sin ^{2} \frac{\pi}{n}, 4 \sin ^{2} \frac{2 \pi}{n}, \ldots, 4 \sin ^{2} \frac{(n-1) \pi}{n}\right), \\
& S\left(P_{n}\right)=\left(0,4 \sin ^{2} \frac{\pi}{2 n}, 4 \sin ^{2} \frac{2 \pi}{2 n}, \ldots, 4 \sin ^{2} \frac{(n-1) \pi}{2 n}\right),
\end{aligned}
$$

and it is well known $[7,13]$ that

$$
\begin{aligned}
K f\left(C_{n}\right) & =\frac{n^{3}-n}{12}, \\
K f\left(P_{n}\right) & =\frac{n^{3}-n}{6} .
\end{aligned}
$$

The cone graph $C_{m, n}$ and fan graph $F_{m, n}$ are defined as $C_{m}+\overline{K_{n}}$ and $\overline{K_{m}}+P_{n}$, respectively. Hence by Theorem 3.2 , we have

$$
\begin{align*}
& K f\left(C_{m, n}\right)=\frac{m n+(n-1) n}{m}+(m+n) \sum_{k=1}^{m-1} \frac{1}{n+4 \sin ^{2} \frac{k \pi}{m}},  \tag{3.16}\\
& K f\left(F_{m, n}\right)=\frac{(m-1) m+m n}{n}+(m+n) \sum_{k=1}^{n-1} \frac{1}{m+4 \sin ^{2} \frac{k \pi}{2 n}} . \tag{3.1}
\end{align*}
$$

In particular, for the wheel graph $W_{n}$ and fan $F_{n}$, which are defined as $C_{n-1,1}$ and $F_{1, n-1}$, we have

$$
\begin{align*}
& K f\left(W_{n}\right)=1+\sum_{k=1}^{n-2} \frac{1}{1+4 \sin ^{2} \frac{k \pi}{n-1}},  \tag{3.18}\\
& K f\left(F_{n}\right)=1+\sum_{k=1}^{n-2} \frac{1}{1+4 \sin ^{2} \frac{k \pi}{2(n-1)}} . \tag{3.19}
\end{align*}
$$

The $r$-corona graph of a graph $G$, denoted by $I_{r}(G)$, is defined as $G \circ \overline{K_{r}}$. Since $\overline{K_{r}}+K_{1}=S_{r+1}$, by Theorem 3.9,

$$
\begin{equation*}
K f\left(I_{r}(G)\right)=(r+1)^{2} K f(G)+n^{2} r^{2}+n^{2} r-n r, \tag{3.20}
\end{equation*}
$$

where $n$ is the vertex number of $G$.
The sun graph $\operatorname{Sun}_{m, n}=C_{m}\left\{P_{n+1}\right\}$, such that $P_{n+1}$ is rooted at a vertex of degree one. Then by Theorem 3.11, we have

$$
\begin{equation*}
K f\left(\operatorname{Sun}_{m, n}\right)=\frac{m(n+1)}{12}((m-1)(n+1)(m+6 n+1)+2 n(n+2)) . \tag{3.21}
\end{equation*}
$$

## 4. Concluding Remarks

In this paper, we study the Kirchhoff index of three types of composite graphs. Combining the results obtained in the present paper with those in [26], formulae for computing the Kirchhoff index of the product, composition, join, corona and cluster of graphs are obtained. Along this line, we may consider the Kirchhoff index of other composite graphs, such as the tensor product, symmetric difference of graphs, etc. Furthermore, to gain a more intuitive understanding of the Kirchhoff index of composite graphs, finding possible relations between the Kirchhoff indices of original graphs and those of their composite graphs, such as a linear combination between them, may be of interest. Besides, it is worth considering the Kirchhoff index of graphs derived from a single graph, such as the line graph, the subdivision graph, the total graph, etc.
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