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A special Fif~" with variables (w, w?, ..., @""), where w = exp(2wi/n), is
expressed in terms of gamma functions. This formula is used in the proof of a
reduction formula for a certain n-dimensional power series with variables (x, wx,
ox, ..., " 'x). Further generalizations of the results are established. Similar
results for F{"! are discussed for n < 4; the general case is an open problem.
© 1995 Academic Press, Inc.

1. INTRODUCTION

Reduction formulas for hypergeometric functions have been given con-
siderable attention in the literature. Classical results involving single and
double hypergeometric functions have been generalized by establishing
reduction formulas for generalized Kampé de Fériet functions. Many of
these formulas are in turn particular cases of reduction formulas for certain
multiple power series. Some recent listings of such results are found in
[2;8;9, pp. 28-32]. The formulas typically involve variables that are equal
or opposite. (Also, certain parameters may be required to be equal.)

In this paper, we shall establish reduction formulas with a different kind
of condition: A set of variables appearing in an expression to be reduced
is either all nth roots of unity except unity itself or all nth roots of unity
multiplied by a common factor. For convenience, we introduce

w=exp-2nl‘. (1)
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The variable sets just mentioned are thus (w, w?, ..., " !) and (z, wz,
wlz, ..., "7'7), respectively. The elementary identity
1-z2"=(01 -2 -0l —02) - (1-w") 03]

will play a significant role in the following.

2. THE GENERALIZED KUMMER FORMULA

A well-known hypergeometric summation formula due to Kummer
(5, Sect. 23, Eq. (1)] may be written

Fi2a.b:1+2a—b,—1]1=4T a1+2a=b )
a,b;l1+2a—-b;-11=3 .
i 2 12a,1+a—b

Here, and in what follows, we use (cf. [6, Sect. 2.1.1]) the contracted
notation

r Ay, 0, =F(al)--~F(au)
Bi,.B,| T@B)---TB)

Kummer’s formula (3) may be proved by a straightforward application of
the Eulerian integral representation for ,F,. The generalization of (3)
involves a special Lauricella function F&~", and again we start from a
single Eulerian integral representation, the Schlifli-Picard integral repre-
sentation; see €.g. [9, Sect. 9.4, Eq. (34)]. Next, we perform the substitu-
tion ¢t* = u. Thus,

F na;b,b,....,b;1+na—b;0,0%...,0""]

[_l +na-b]|
=T f 71 = 0P = @)t (1 — @™ ')t d
L na,1—->5 |-
= el ~ )y by
na,1-b b
L. -
(1 +na—b- |
=T -u* Y1 —wldu
na,1—-»b [‘on

1 l+na-» a,1-»b
=-T r .
n na,1 -5 l+a-b»
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It may be readily verified that the multiplication is correct with respect
to principal values of power functions; thus it does not imply any con-
ditions. On the other hand, the integral representation itself requires
Re a >> 0, and Re(1 ~ b) > 0. These conditions are relaxed by analytical
continuation, and we thus obtain the generalized Kummer formula,

1_la,1+na—»b
F¢ na;b,b,....b;1+na—b,w, 0 ..., 0" "|=-T .
n na,1+a-5b

@

provided that neither 1 + na — b nor a is zero or a negative integer.
However, if a is zero or a negative integer, we may take the appropriate
limit using elementary properties of the gamma function. The result is

FEU[—k;b,b,....,b;1 — k- b0, 0? ..., 0" ]

(n)\(b), -
A ) —

_iw, s KTIEN )
0, ke N\{n,2n, ..}

Clearly, we get zero when na is a negative integer while a is not. Formula
(4) for n = 3 was given by the author [3, Eq. (4.11a)]). For n = 2 we obtain,
of course, Kummer’s formula (3).

3. MuLTiPLE SUM REDUCTION FORMULA

Let {A(w)};-o be a sequence of complex numbers. Then, subject to
conditions of absolute convergence, the reduction formula

n (bl (xw’ D™ & A b)Y

Z Alm, + +m)n Z

my,....m,=0 j=0 J!

(6

holds. To prove (6), we rewrite the left-hand member as

- A(k)(b)
Z AU ) X

ko
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where
= k!(b)k —(myt-+m,) n (b)m,(w’_l)m’
A 2 E TR L
ud (_k)m2+ ~tm, (b) ((J)r l)m

Fg'_”[“k;b, ba veey b; 1~ k_ b,(l), 0)2, cersy (l)n_l].

=m2 m,= 0(1 -b- k)m2+ “+m l:[

il

We may now use (5), and we arrive at (6) without much effort. The

particular case n = 2, where we have w = —1, was given by Srivastava
[7, Eq. (I7)].
An interesting particular case of (6) is obtained if we set
Ak) = CI SR G (p=gq) )
(yidw - (Yq)k

“and apply the multiplication formula for the Pochhammer symbol. The
result is a reduction formula for a special generalized Kampé de Fériet
function with » variables, viz.,

Foiliil oy, ..., bbb
05,30
7]1

9 PR
e Yt T T e

X, WX, ..., 0" 1x

®

(nP79x)" |.

B A(n;ay), ..., Aln; ), b
LAY, ey ARG Y

-

As usual, A(n; o) denotes the array {a/n, (o + 1)/n, ..., (@ + n — 1)/n}.
For n = 2, Eq. (8) becomes [2, Eq. (3.3)], which is, incidentally, also
recorded as [9, Sect. 1.3, Eq. (44)].

4. A FURTHER GENERALIZATION

The transformations leading to the generalized Kummer formula may
be generalized. Thus, if we modify the F), in Section 2 by insertion of
new variables (y, wy, w?y, ..., " 'y) and, associated with these, new
numerator parameters all of which are equal to 8, we shall have to insert
the product



588 PER W. KARLSSON
(A =y)P1l —wyp™®-- (1 -0 'yn?

into the Schlafli-Picard integral. The product equals (1 — y"t")"#, which
in turn becomes (1 — y”u)~#; the integral thus represents a ,F, with vari-
able y". Now, any number of such products could be inserted, and we
finally arrive at a reduction formula expressing a special F), in terms of
an F;, with fewer variables, viz.,

FE " Notna; (b),_y, b1, ..., [yl 1 + na— b; 07, Qy,, ..., Qyy]

1[' a,l+na—-» Nig: b b1
= — 5 s reny N + —b; n’---a A ’
n tna,1+a-»5 £la: by N ¢ M i

®

where for brevity

O =(v, 0} ..., 0" "),

Qy =(y, 0y, 0%, ..., 0" ly),
and

[-], denotes a set of A equal elements.

The formula holds, by analytical continuation, whenever 1 + na — b is
not a negative integer or zero and the y-variables are suitably restricted.
For negative integral values of @ we may proceed as in Section 2. The
result is

Fg=U M= ki [b),o15 [b1)ns s [BA)as 1= b = k5 Q7, Qyy, .., Qyp]
(n)!(b); . ; iy J
jjv(b) FEU=J5by, by 1= b=yt ¥R k=nj, JEN,,
= . nj
0. keN\{n,2n,...}.
(10)

Two particular cases of (9), viz. (N, n) = (1, 3) and (N, n) = (1, 2), have
been given previously [3, Egs. (4.10) and (6.1)].

Having generalized (4) we naturally seek a generalization of (6), and
indeed a special Nn-dimensional power series is found to be reducible to
an N-dimensional power series:
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® n bm r=1ym,
E A(ml+---+mN,,){H(—l)—'(—il-(—u—-—~)—}X---

) ey Ay =0 =1 m,!
Nn (bN)m (yNw’_l)mr}
X - 11
{r=NI|——[n+l mr! ( )
N (b, ) ,yx
= 2 Almj, +---+njy) H ! .
Jo-dn=0 s=1

Again, {A(w)};_, is a sequence of complex numbers, subject to conditions
that will ensure absolute convergence. Note, furthermore, that v} is
unaltered when r is replaced by n + r.

The proof of (11) is similar to that of (6), and we merely indicate the
steps. Let L denote the left-hand member of (11). We first obtain

o |
= I?Zo-k—' AK)b ) ¥hA,,

where A, is a sum over m,, ..., my, . After a few manipulations, we apply
(10) to A,; this leads to the expression

ZA(—@MF‘N ”[ -J; bz,...,bN;l—bl—j;%)",...,(%’x)"].
1 1

This may be written as a sum over j, j,, ..., jy, where we must, clearly,
have j = j, + --- + jy. Next, we introduce the summation index
J1=Jj— (j; + -+ + jy) and obtain, finally, the right-hand member of (11).

In particular, we might use the expression for A given by (7). Then,
formula (11) gives us a generalization of (8), namely,

o ap,...,0,: b, .5 [bal,
0130
? Vis e Vgt = ey

le,...,QyN]

A(n; ay), . A(n;ap):b,;...;bN
A(n Vi Al oy =5 —

(nP )", ..., (n”“’yN)”:'.

(12)
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Note that on the left-hand side we have a function of Nn variables grouped
in sets of n variables, and parameters associated with one variable are
similarly grouped.

5. ANOTHER MULTIPLE SUM

The question naturally arises of whether other multiple series reduction
formulas exist that are similar to (6). For instance, we might move the
b-parameters from the numerator to the denominator:

l

S Alm, + +m)ﬂ(’“" ZCkn. (13)

my,....ni,=0 (b)m m, ! =

The first steps are similar to those in Section 3, and we obtain

~ 1‘(“) — !
_ -k, k; s D,...,0;0, LIRS .

However, there is no companion to (5) for F& V. Only the first three
results of this kind can be stated.

For n = 2, the formula in question is Kummer’s formula for a terminat-
ing series,

—k 1= bk CVRN o), e,
,F, , -1|={ B! (15)

0, ke{l1,3,5,...}.

The corresponding double series reduction formula was given by Srivas-
tava [7, Eq. (5)].

The case n = 3 was considered by Srivastava and the author [4]; the
result may be written

F, [—k, I-b—-k;b, b;exp%, expig-‘]
GBH2b -1 +3)),

J1b) by,

0, ke N\3,6,9,...}.

(16)

k=3j,j€N,,
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Finally, it will be shown in Section 6 that for n = 4 the formula reads

FPl—k,1=b—k;b,b,b;i, -1, —i]

; . .1 .

(= 1)(4))! F —1,1—b—21,—5+b+21
_ i) b); |
0 b+1
k] b 2

s k=4_],JENO,

NS

kEN\4,8,12,...}.
(17

This ;F, does not seem to fit into any of the known summation theorems.

While it is clear from the outset that we must get zero unless we have
k= nj,j €Ny, Egs. (15), (16), and (17) do not otherwise give any clue
to a general expression. Neither do we find any similarity when comparing
the proofs in Section 6 and in [4]; and in both cases we use transformations
that do not lend themselves to generalization. We are really left with an
open problem, as far as C, , is concerned.

6. ProoF ofF EQuATioN (17)

We prove below two reduction formulas which evidently imply (17),
when 8, ¢, d are properly chosen; namely

FO[-k,1-b—k;B,B8, b€, —£,—1]

1-b b
(=D@! p|-49.1-b-q.—57-q,1-q-73
_! g v 5 gl £, k=29.9€N,,
0, B33
ke{1,3,5, ..}
(18)

and
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g, 1-b—-qg,1-c—q,1-d—gq
o ’_1
b,c,d

(= 12! F —J,1=b-2j,c+d—-1+2j
= byt T c,d
0,

ll]’ q=2Jsj€N0’

qg€{l,3,5,...}
(19)

To prove (18) we use the triple series transformation formula [9, Section
9.4, Eq. (135)]

x

Ap+v,p) £ 0P _ ~ A+ 2v,p) €+ n)*En)L
v, p=0 (B),,;(B)y :U"V!p' w,v,p=0 (ﬂ)ﬂ+2V(B)V /“‘!V!p!

with

_ R (1= b=k,

n=-¢, {=-1, AQ,p) ®),

The right-hand member now reduces to a double sum which may be so
arranged that Kummer’s theorem applies. Then (18) is arrived at after a
few manipulations.

Next, we recall Whipple’s transformation [10, Eq. (3.4)], which may
be written

a,l+ta-b,1+a-c,1+a-d
4’3 =1

b,c,d
|: c.d :| b—g,l+a—c,1+a—d1
= 3
l+a,c+d—a-1 l+§,b

To the right-hand member we now apply Thomae’s transformation

o, B,y 8,e,0 b—a,e—a,0
3F 1|=T W 11,
a,Bto,vyto Bto,y+to

8, ¢
oc=0+e—a—-B-v;
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compare €.g. [6, Eq. (2.3.3.7)] or [1, Sect. 3.2, Eq. (1)]. Using also the
duplication formula for the gamma function, we arrive at

a,l1+a-b,1+a—-c,1+a—-d

F. -1
3 b,c,d
L
2’ A\ va-bctd—a—1 (20)
=277 - Fa| 2 H.
a a
772 «d
subject to convergence conditions. Finally, (19) follows from (20) without
uch effort.

m
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