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#### Abstract

Consider an $n \times n$ matrix $A$, with integer elements, a column vector $x$ of $n$ integer indeterminates, and a column vector $Q$ of $n$ integers greater than unity. $A x$ modulo $Q$ constitutes another $n$-vector $b$ of nonnegative integers. The elemental feature of interest for such systems is whether they are regular (i.e., nonsingular): whether $b$ uniquely determines $x$ modulo $Q$. Let $P_{\sigma}$ denote the permutation matrix corresponding to a permutation $\sigma$ of $\{1,2, \ldots, n\}$. Then, for the special case of all pairs of elements of $Q$ having the same greatest common factor, it is established that regularity obtains if and only if there exists a permutation $\sigma$ so that $P_{\sigma} A P_{\sigma}^{\mathrm{T}}$ is a triangular matrix with each element on the main diagonal coprime to its respective modulus (from $P_{\sigma} Q$ ). To resolve systems with general $Q$, a set of moduli is first derived from each original modulus by factoring it into prime-power factors. We introduce a corresponding regularity-preserving transformation of $A$ and $Q$ into an $A^{\prime}$ and $Q^{\prime}$ : the latter containing, exclusively, prime-power moduli. Elementary transformations of $A^{\prime}$ preserving regularity modulo $Q^{\prime}$ - denoted equivalencesare introduced. $A^{\prime}$ is shown to be regular modulo $Q^{\prime}$ if and only if there exists a permutation $\sigma$ so that $P_{\sigma} A^{\prime} P_{\sigma}^{\mathrm{T}}$ is equivalent to a triangular matrix, having each element on the main diagonal coprime to its respective modulus (from $P_{\sigma} Q^{\prime}$ ). Whence, regularity is fully resolved for general systems. An algorithm for solving an arbitrary regular system $A x \equiv b(\bmod Q)$ is, furthermore, implicit in these results. © 2000 Elsevier Science Inc. All rights reserved.
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## 1. Introduction

Let $Q=\left(q_{1}, q_{2}, \ldots, q_{n}\right)^{\mathrm{T}}$ be a vector of natural numbers, each larger than unity (but otherwise unrestricted), and let $\mathscr{V}=\mathscr{V}(Q)=\left\{v=\left(v_{1}, \ldots, v_{n}\right)^{\mathrm{T}}: 0 \leqslant v_{i}<\right.$ $\left.q_{i}, i=1,2, \ldots, n\right\}$. For any integer vector $w=\left(w_{1}, \ldots, w_{n}\right)^{\mathrm{T}}$, there is clearly a unique $v \in \mathscr{V}$ of representatives satisfying

$$
w_{i} \equiv v_{i}\left(\bmod q_{i}\right), \quad i=1,2, \ldots, n
$$

In this case we write $w \equiv v(\bmod Q)$.
Definition 1.1. Let $A$ be in $M_{n}(\mathbb{Z})$, the set of $n \times n$ matrices with integer elements. Then $A$ is called $Q$-regular (or, simply, regular) if the map

$$
\phi_{A ; Q}: v \longrightarrow A v(\bmod Q), \quad v \in \mathscr{V}(Q),
$$

is a permutation on $\mathscr{V}$, where $A v$ denotes conventional matrix multiplication and where $(\bmod Q)$ has the given meaning.

The question addressed herein is: What are the characteristics of $Q$-regular matrices in $M_{n}(\mathbb{Z})$ ? From its definition, we see that when all of the entries of $Q$ are equal, $Q$-regularity of $A$ obtains if and only if $A$ is an invertible matrix over the ring of residues modulo $q$, i.e., $(\operatorname{det} A, q)=1$ (cf. [7, Theorem 2.1, p. 96])a central theorem in the classical theory of linear systems over commutative rings [2].

In greater detail, when all entries of $Q$ are equal, any matrix in $M_{n}(\mathbb{Z})$ is convertible into a diagonal matrix in Smith normal form by three types of elementary transformations [5, vol. 5, pp. 471, 472; vol. 6, p. 470]. In fact, these transformations constitute the basis of the theory of systems of linear equations over commutative rings. On the other hand, when $Q$ contains two, or more, distinct integers, these transformations do not, in general, preserve regularity, signalling the novelty of the question at hand.

The idiosyncrasy of systems of linear congruences modulo $Q$ is amply illustrated by the consideration of successive mappings: $\phi_{A ; Q}$ followed by $\phi_{B ; Q}$. In general, the composite mapping does not equal $\phi_{C ; Q}$, with $C \equiv B A(\bmod Q)$, because matrix multiplication modulo $Q$ is plainly nonassociative.

In Section 3, regularity is resolved for the special case with greatest common divisor $\left(q_{i}, q_{j}\right)=r, \quad 1 \leqslant i<j \leqslant n$. For this case, a $Q$-regular matrix is shown to be, essentially, triangular. In Section 4, $Q$-regularity-preserving transformations, denoted equivalences, are described. Also, in this section, a regularity-preserving transformation of systems into new systems in which the elements of the new $Q$ 's are powers of primes (which are not necessarily distinct) is described. In Section 5, regular matrices are characterized for such $Q$ 's: Theorem 5.1 establishes that a $Q$-regular matrix is equivalent to a triangular matrix under the transformations introduced in Section 4.

These results constitute a primary generalization of linear algebra in the ring of residues modulo $q$, suggesting a host of analogous theorems in various ring-theoretic settings. The triangular system derived from a regular system is easily solved, and reversing the processes used to generate it will solve the original system.

Every new mathematical result engenders applications. Here, for instance, we may now implement linear rearrangements of the integer points within finite orthotopes, $q_{i}$ being the edge length, $i=1,2, \ldots, n$. (An orthotope is the $\mathbb{R}^{n}$-analogue of a rectangle in $\mathbb{R}^{2}$, viz., [3, p. 123].)

## 2. Preliminary lemmas

We first give, as lemmas, two simple but useful criteria of regularity.
Lemma 2.1. Let $A$ be in $M_{n}(\mathbb{Z})$ and let $Q=\left(q_{1}, q_{2}, \ldots, q_{n}\right)^{\mathrm{T}}$. Then $A$ is $Q$-regular if and only if there is no $v=\left(v_{1}, \ldots, v_{n}\right)^{\mathrm{T}} \neq 0$ with $\left|v_{i}\right|<q_{i}$ such that $A v \equiv 0$ $(\bmod Q)$.

Proof. Since $\mathscr{V}$ is finite, $\phi_{A ; Q}$ is bijective if and only if it is injective. Therefore, $A$ is $Q$-regular if and only if for any $v, v^{\prime} \in \mathscr{V}$ with $v \neq v^{\prime}, A v \not \equiv A v^{\prime}(\bmod Q)$, or equivalently, $A\left(v-v^{\prime}\right) \not \equiv 0=(0, \ldots, 0)^{\mathrm{T}}(\bmod Q)$.

For example, if

$$
A\binom{1}{-1} \equiv\binom{0}{0}(\bmod Q)
$$

then

$$
A\binom{1}{0} \equiv A\binom{0}{1}(\bmod Q),
$$

and $\phi_{A ; Q}$ is not injective.
Lemma 2.2. Let $A$ be in $M_{n}(\mathbb{Z})$, let $Q=\left(q_{1}, q_{2}, \ldots, q_{n}\right)^{T}$, and letr $Q=\left(r q_{1}, r q_{2}\right.$, $\left.\ldots, r q_{n}\right)^{\mathrm{T}}$, where $r$ is any positive integer. Then $A$ is $r Q$-regular if and only if $A$ is $Q$-regular and $(r, \operatorname{det} A)=1$.

To construct a proof, consider the following three congruence systems:

$$
\begin{align*}
& A x \equiv 0(\bmod r Q),  \tag{2.1}\\
& A y \equiv 0(\bmod Q), \tag{2.2}
\end{align*}
$$

and

$$
\begin{equation*}
A z \equiv 0(\bmod r) \tag{2.3}
\end{equation*}
$$

where $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{\mathrm{T}}, y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)^{\mathrm{T}}$, and $z=\left(z_{1}, z_{2}, \ldots, z_{n}\right)^{\mathrm{T}}$.

Proof of Lemma 2.2. Sufficiency: Suppose that $A$ is $Q$-regular and (det $A, r)=1$. In this case, if there is a solution of $(2.1) u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)^{\mathrm{T}}$, with $\left|u_{i}\right|<r q_{i}, i=$ $1,2, \ldots, n$, then $u$ clearly also satisfies (2.3). Solving (2.3), using ( $\operatorname{det} A, r)=1$, yields that $r \mid u_{i}, i=1,2, \ldots, n$. Set $u_{i}=r u_{i}^{\prime}$. Then $\left|u_{i}^{\prime}\right|<q_{i}$ and $u^{\prime}=\left(u_{1}^{\prime}, u_{2}^{\prime}, \ldots\right.$, $\left.u_{n}^{\prime}\right)^{\mathrm{T}}$ is a solution of (2.2). Since $A$ is $Q$-regular, Lemma 2.1 requires $u_{i}^{\prime}=0$. So $u_{i}=0, i=1,2, \ldots, n$, and, thus, $A$ is $r Q$-regular.

Necessity: Now suppose that $A$ is $r Q$-regular. In this case, if there is a nonzero solution of (2.2) $u^{\prime}=\left(u_{1}^{\prime}, u_{2}^{\prime}, \ldots, u_{n}^{\prime}\right)^{\mathrm{T}}$ with $\left|u_{i}^{\prime}\right|<q_{i}, i=1,2, \ldots, n$, then we may obtain a nonzero solution of (2.1), $u=r u^{\prime}=\left(r u_{1}^{\prime}, r u_{2}^{\prime}, \ldots, r u_{n}^{\prime}\right)$ with $\left|u_{i}\right|<$ $r q_{i}, i=1,2, \ldots, n$, contradicting the $r Q$-regularity of $A$. Therefore, there is no such $u^{\prime}$, and Lemma 2.1 yields that $A$ is $Q$-regular, the first part of the condition. If $1<(\operatorname{det} A, r)$, then there would exist $b=\left(b_{1}, b_{2}, \ldots, b_{n}\right)^{\mathrm{T}} ; 0 \leqslant b_{i}<r, 1 \leqslant$ $i \leqslant n$ such that $A v \equiv b(\bmod r)$ would have no solution $v \in \mathscr{V}(r)$. Then, $A v \equiv$ $b(\bmod r Q)$ could have no solution $v \in \mathscr{V}(r Q)$, contradicting the $r Q$-regularity of $A$. Therefore, $(\operatorname{det} A, r)=1$.

An additional lemma will be used to establish our main theorem.

Lemma 2.3. Let $q_{1}, q_{2}, \ldots, q_{n}$ be any positive integers greater than unity, and let $R_{i}$ be an arbitrarily selected complete residue system of the modulus $q_{i}, i=$ $1,2, \ldots, n$. Then

$$
\begin{aligned}
& R_{1}+q_{1} R_{2}+\cdots+\left(q_{1} \cdots q_{n-1}\right) R_{n} \\
& \quad=\left\{\rho_{1}+q_{1} \rho_{2}+\cdots+\left(q_{1} \cdots q_{n-1}\right) \rho_{n}: \rho_{i} \in R_{i}\right\}
\end{aligned}
$$

constitutes a complete residue system of the modulus $q_{1} q_{2} \cdots q_{n}$.

This lemma follows, for example, from $n-1$ applications of the division algorithm [7, p. 23], but we omit the proof.

## 3. Regularity in a special case

The special case has $Q=\left(r q_{1}, r q_{2}, \ldots, r q_{n}\right)^{\mathrm{T}}$, with $r$ any positive integer and $\left(q_{i}, q_{j}\right)=1$ for $1 \leqslant i<j \leqslant n$. We introduce notation and derive elementary results before stating a theorem on $Q$-regularity for this case.

We employ a permutation matrix representation of the symmetric group of degree $n, \mathscr{S}_{n}$, which we assume acts upon the set $\{1,2, \ldots, n\}$. For $\sigma \in \mathscr{S}_{n}$, let $\sigma(i)$ denote the element which $i$ maps to under $\sigma, i=1,2, \ldots, n$. Consider also the corresponding ( $0-1$ )-permutation matrix of order $n$, with 1's only at the positions $(i, \sigma(i)), i=$ $1,2, \ldots, n$ [1, p. 447].

Definition 3.1. For any vector $w=\left(w_{1}, w_{2}, \ldots, w_{n}\right)^{\mathrm{T}}$, and for any $\sigma$ in $\mathscr{S}_{n}$, let $P_{\sigma}$ denote the permutation matrix of order $n$, with the (conventional) matrix product $P_{\sigma} w=w_{\sigma} \stackrel{\text { def }}{=}\left(w_{\sigma(1)}, w_{\sigma(2)}, \ldots, w_{\sigma(n)}\right)^{\mathrm{T}}$.

Note that the only matrix multiplications in our paper that are not performed modulo $Q$ are the permutations induced by standard matrix multiplication with a permutation matrix. Thus, from the action of $P_{\sigma}$ on vectors, $P_{\sigma} A P_{\sigma}^{\mathrm{T}}$ equals $\left[a_{\sigma(i) \sigma(j)}\right] ; 1 \leqslant$ $i, j \leqslant n$; viz., Example 3.4. It is easily seen that $P_{\sigma} A P_{\sigma}^{\mathrm{T}}$ is a regularity-preserving transformation.

Remark 3.2. For any $\sigma$ in $\mathscr{S}_{n}$ and $A$ in $M_{n}(\mathbb{Z})$, and for any vector $Q$ of positive integers greater than unity, $A$ is $Q$-regular if and only if $P_{\sigma} A P_{\sigma}^{\mathrm{T}}$ is $Q_{\sigma}$-regular.

Proof. Clearly, $P_{\sigma}(A v(\bmod Q))=P_{\sigma} A P_{\sigma}^{\mathrm{T}} v_{\sigma}\left(\bmod Q_{\sigma}\right)$. Therefore, both sides yield the same number of distinct vectors as $v$ and $v_{\sigma}$ range over $\mathscr{V}(Q)$ and $\mathscr{V}\left(Q_{\sigma}\right)$, respectively.

Definition 3.3. Let $A$ be in $M_{n}(\mathbb{Z})$, and let $Q=\left(q_{1}, q_{2}, \ldots, q_{n}\right)^{\mathrm{T}}$. Then $A$ is called lower (upper) $Q$-triangular if, for each $i$ and $j$ in $\{1,2, \ldots, n\}, q_{i} \mid a_{i j}$ whenever $j>i(j<i)$.

## Example 3.4.

$$
\begin{aligned}
& \sigma=(13)(24), \quad P_{\sigma}=\left(\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right), \quad A=\left(\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 2 & 0 & 0 \\
1 & 1 & 3 & 1 \\
1 & 2 & 0 & 1
\end{array}\right) . \\
& P_{\sigma} A P_{\sigma}^{\mathrm{T}}=\left(\begin{array}{llll}
3 & 1 & 1 & 1 \\
0 & 1 & 1 & 2 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 2
\end{array}\right) \text { (an upper triangular matrix). }
\end{aligned}
$$

We now state a theorem on regularity for the special case.
Theorem 3.5. Let $Q=\left(q_{1}, q_{2}, \ldots, q_{n}\right)^{\mathrm{T}}$ be a vector of pairwise coprime integers greater than unity, and let $A$ be in $M_{n}(\mathbb{Z})$. Then $A$ is $r Q$-regular if and only if both (det $A, r)=1$ and there exists $a \sigma$ in $\mathscr{S}_{n}$ such that $P_{\sigma} A P_{\sigma}^{\mathrm{T}}$ is lower $Q_{\sigma}$-triangular and has each main diagonal element coprime to its respective modulus.

Proof. Recall that $r Q=\left(r q_{1}, r q_{2}, \ldots, r q_{n}\right)^{\mathrm{T}}$. From Lemma 2.2, $A$ is $r Q$-regular if and only if (det $A, r$ ) = 1 and $A$ is $Q$-regular. Therefore, it suffices to prove the theorem by demonstrating that $A$ is $Q$-regular if and only if there is a $\sigma \in \mathscr{S}_{n}$ such that $P_{\sigma} A P_{\sigma}^{\mathrm{T}}$ is lower $Q_{\sigma}$-triangular and $\left(q_{i}, a_{i i}\right)=1, i=1,2, \ldots, n$.

The sufficiency of the latter condition follows directly from Lemma 2.1 and Remark 3.2. We now prove its necessity by induction on $n$. Suppose that $A$ is $Q$-regular. For $n=1$, this condition must hold [4, Theorem 57]. Assume that $n>1$ and that the condition holds for $n-1$.

Set $m=q_{1} q_{2} \cdots q_{n}$ and $m_{i}=m / q_{i}, i=1,2, \ldots, n$. By assumption, $\left(m_{i}, q_{i}\right)=$ 1. There is, therefore, a unique $r_{i} \in Z_{q_{i}} \stackrel{\text { def }}{=}\left\{0,1, \ldots, q_{i}-1\right\}$ such that $m_{i} r_{i} \equiv 1$ $\left(\bmod q_{i}\right)$. Put $\alpha_{i}=m_{i} r_{i}$. Then

$$
\alpha_{i} \equiv\left\{\begin{array}{l}
1\left(\bmod q_{i}\right),  \tag{3.1}\\
0\left(\bmod q_{j}\right), \quad i \neq j
\end{array}\right.
$$

From the Chinese remainder theorem (cf. [6, Theorem 1, p. 34] and [4, Theorem 121]), for any two $n$-sequences of integers $a_{1}, a_{2}, \ldots, a_{n}$ and $b_{1}, b_{2}, \ldots, b_{n}$,

$$
\alpha_{1} a_{1}+\alpha_{2} a_{2}+\cdots+\alpha_{n} a_{n} \equiv \alpha_{1} b_{1}+\alpha_{2} b_{2}+\cdots+\alpha_{n} b_{n}(\bmod m)
$$

holds if and only if $a_{i} \equiv b_{i}\left(\bmod q_{i}\right), i=1,2, \ldots, n$. Therefore, $\alpha_{1} a_{1}+\alpha_{2} a_{2}+$ $\cdots+\alpha_{n} a_{n}(\bmod m)$ ranges over $Z_{m}$ whenever all the $a_{i}$ 's range over the respective $Z_{q_{i}}$ 's.

Let the indeterminates be denoted $v_{1}, v_{2}, \ldots, v_{n}$, and set

$$
\begin{aligned}
& \alpha_{1}\left(a_{11} v_{1}+a_{12} v_{2}+\cdots+a_{1 n} v_{n}\right)+\alpha_{2}\left(a_{21} v_{1}+a_{22} v_{2}+\cdots+a_{2 n} v_{n}\right) \\
& \quad+\cdots+\alpha_{n}\left(a_{n 1} v_{1}+a_{n 2} v_{2}+\cdots+a_{n n} v_{n}\right) \\
& \quad=v_{1}\left(a_{11} \alpha_{1}+a_{21} \alpha_{2}+\cdots+a_{n 1} \alpha_{n}\right) \\
& \quad \quad+v_{2}\left(a_{12} \alpha_{1}+a_{22} \alpha_{2}+\cdots+a_{n 2} \alpha_{n}\right) \\
& \quad \quad+\cdots+v_{n}\left(a_{1 n} \alpha_{1}+a_{2 n} \alpha_{2}+\cdots+a_{n n} \alpha_{n}\right) \\
& \quad= \\
& v_{1} A_{1}+v_{2} A_{2}+\cdots+v_{n} A_{n}
\end{aligned}
$$

where

$$
A_{j} \stackrel{\text { def }}{=} \alpha_{1} a_{1 j}+\alpha_{2} a_{2 j}+\cdots+\alpha_{n} a_{n j}, \quad j=1,2, \ldots, n
$$

We have the following corollary of the Chinese remainder theorem and Definition 1.1 , which is central to the proof of the theorem.

Corollary 3.6. When $\left(q_{i}, q_{j}\right)=1$ for $1 \leqslant i<j \leqslant n, A$ is $Q$-regular if and only if

$$
v_{1} A_{1}+v_{2} A_{2}+\cdots+v_{n} A_{n}(\bmod m)
$$

ranges over $Z_{m}$ when the $v_{i}$ 's range over the respective $Z_{q_{i}}$ 's.
To complete the proof, define a character $\lambda(v)$ on $Z_{m}$ as follows:

$$
\lambda: v \longrightarrow \mathrm{e}^{2 \pi v \sqrt{-1} / m}
$$

Clearly,

$$
\begin{equation*}
\lambda(v+w)=\lambda(v) \lambda(w) \tag{3.2}
\end{equation*}
$$

Then, if $A$ is regular,

$$
\sum_{v_{i} \in Z_{q_{i}}(1 \leqslant i \leqslant n)} \lambda\left(v_{1} A_{1}+v_{2} A_{2}+\cdots+v_{n} A_{n}\right)=0
$$

Because of (3.2), regularity of $A$ implies that there is an index $k$ with $1 \leqslant k \leqslant n$ such that

$$
\sum_{v_{k} \in Z_{q_{k}}} \lambda\left(v_{k} A_{k}\right)=0
$$

Set $\zeta=\lambda\left(A_{k}\right)$. Then, the foregoing equation gives

$$
\zeta^{q_{k}}-1=(\zeta-1)\left(1+\zeta+\cdots+\zeta^{q_{k}-1}\right)=0
$$

from which it follows that $\zeta^{q_{k}}=1 .\left(\zeta \neq 1\right.$ because $a_{k k} \not \equiv 0\left(\bmod q_{k}\right)$.) This implies that $m_{k}\left(=m / q_{k}=\prod_{i \neq k} q_{i}\right)$ divides $A_{k}=\alpha_{1} a_{1 k}+\alpha_{2} a_{2 k}+\cdots+\alpha_{n} a_{n k}$. From (3.1) it follows that, for $i \neq k, q_{i} \mid a_{i k}, 1 \leqslant i \leqslant n$. Furthermore, the $Q$-regularity of $A$ necessitates $\left(q_{k}, a_{k k}\right)=1$ because $A_{k} \equiv a_{k k}\left(\bmod q_{k}\right)$. Thus, otherwise, if $v_{k}$ were to range over $Z_{q_{k}}$, then the resulting $v_{k} A_{k}\left(\bmod q_{k}\right)$ would generate an incomplete residue system [4, Theorem 57].

Let $\tau$ denote the permutation ( $k n$ ), interchanging $k \in\{1,2, \ldots, n\}$ with $n$ and fixing the remaining elements of $\{1,2, \ldots, n\}$, and consider $P_{\tau} A P_{\tau}^{\mathrm{T}}$. (If $k=n$, then $\tau$ is the identity.) Clearly, $q_{\tau(i)} \mid a_{\tau(i) \tau(k)}$ for all $i$ in $\{1,2, \ldots, n\} \backslash k$, and $\left(q_{\tau(k)}, a_{\tau(k) \tau(k)}\right)$ $=1$. Recall, from Remark 3.2, that $A$ is $Q$-regular if and only if $P_{\tau} A P_{\tau}^{\mathrm{T}}$ is $Q_{\tau}$-regular. From the form of $P_{\tau} A P_{\tau}^{\mathrm{T}}$, it is readily seen that this may hold if and only if the latter's leading submatrix of order $n-1$, denoted $B$, is $\left(q_{\tau(1)}, q_{\tau(2)}, \ldots, q_{\tau(n-1)}\right)$ regular. By the induction hypothesis, there exists a permutation $\omega \in \mathscr{S}_{n-1}$ of $(\tau(1)$, $\tau(2), \ldots, \tau(n-1))$, acting on the indices of $\tau$, such that $P_{\omega} B P_{\omega}^{\mathrm{T}}$ is lower $Q_{\omega^{-}}$ triangular and $\left(q_{\tau(i)}, b_{i i}\right)=1, i=1,2, \ldots, n-1$. Let $\sigma \in \mathscr{S}_{n}$ denote the permutation of $\{1,2, \ldots, n\}$ with $\sigma(i)=\omega(\tau(i)), i=1,2, \ldots, n-1$, and $\sigma(n)=\tau(n)=$ $k$. Then, $P_{\sigma} A P_{\sigma}^{\mathrm{T}}$ is clearly lower $Q_{\sigma}$-triangular and $\left(q_{i}, a_{i i}\right)=1, i=1,2, \ldots, n$.

Note that though our theorems are stated in terms of lower triangular matrices, lower and upper $Q$-triangular matrices are plainly interconvertible.

Remark 3.7. An upper (lower) $Q$-triangular matrix $A$ from $M_{n}(\mathbb{Z})$ is convertible into a lower (upper) $Q_{\varphi}$-triangular matrix $P_{\varphi} A P_{\varphi}^{\mathrm{T}}$, where $P_{\varphi}\left(=P_{\varphi}^{\mathrm{T}}\right)$ denotes the permutation matrix with its 1's on its off diagonal and $\varphi=(1 n)(2 n-1)(3 n-$ 2) $\cdots$.

Proof. For instance, if $A$ is lower $Q$-triangular, then $P_{\varphi} A P_{\varphi}^{\mathrm{T}}=\left[a_{\varphi(i)} \varphi(j)\right]$ is upper $Q_{\varphi}$-triangular because, with $\varphi: i \longrightarrow n+1-i, i=1,2, \ldots, n, j>i$ if and only if $\varphi(j)<\varphi(i)$, yielding $q_{\varphi(i)} \mid a_{\varphi(i) \varphi(j)}$ whenever $\varphi(j)<\varphi(i)$.

Theorem 3.5 yields a complete description of $Q$-regular matrices of order 2. Let $Q=\left(q_{1}, q_{2}\right)^{\mathrm{T}}$, with $q_{1}=r r_{1}$ and $q_{2}=r r_{2}$, where $r=\left(q_{1}, q_{2}\right)$. Let

$$
A=\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right) \in M_{2}(\mathbb{Z})
$$

Corollary 3.8. A $2 \times 2$ matrix $A$ is $Q$-regular if and only if $(r, \operatorname{det} A)=1,\left(a_{11}, r_{1}\right)$ $=\left(a_{22}, r_{2}\right)=1$, and either $r_{1} \mid a_{12}$ or $r_{2} \mid a_{21}$ (or both).

## 4. Regularity-preserving transformations

In Section 3, we described some transformations preserving the regularity of linear systems of congruences (viz., Remark 3.2). For the foregoing transformations, $Q_{\sigma}$ replaces $Q$. This section describes $Q$-regularity-preserving transformations in which $Q$ is fixed. It also contains regularity-preserving transformations for particular transformations of $Q$ which increase the number of its elements. Both classes of transformations are used to obtain fully general results on regularity, in Section 5.

In this section, we suppose that $Q=\left(q_{1}, q_{2}, \ldots, q_{n}\right)^{\mathrm{T}}$ is an arbitrary vector of integers greater than unity. Let $q_{n}=q_{n 1} q_{n 2}$ with $\left(q_{n 1}, q_{n 2}\right)=1$. Set $\xi(Q) \stackrel{\text { def }}{=}\left(q_{1}, \ldots\right.$, $\left.q_{n-1}, q_{n 1}, q_{n 2}\right)^{\mathrm{T}}$. From $A$ in $M_{n}(\mathbb{Z})$, we obtain $\Xi(A)$ in $M_{n+1}(\mathbb{Z})$ :

$$
\Xi(A) \stackrel{\text { def }}{=}\left(\begin{array}{ll}
A & A_{\mathrm{c}} q_{n 1} \\
A_{\mathrm{r}} & a_{n n} q_{n 1}
\end{array}\right)
$$

where $A_{\mathrm{c}}$ and $A_{\mathrm{r}}$ are the $n$th column and $n$th row of $A$, respectively.
Let $v_{n}$ be an integer with $0 \leqslant v_{n}<q_{n}$. By the division algorithm [7, p. 23], there are unique $v_{n}^{(1)}$ and $v_{n}^{(2)}$, with $0 \leqslant v_{n}^{(1)}<q_{n 1}$ and $0 \leqslant v_{n}^{(2)}<q_{n 2}$, such that $v=v^{(1)}+q_{n 1} v^{(2)}$. Thus, we obtain a bijection $\mu$ from $\mathscr{V}(Q)$ to $\mathscr{V}(\xi(Q))$ given by

$$
\mu:\left(v_{1}, \ldots, v_{n-1}, v_{n}\right)^{\mathrm{T}} \longrightarrow\left(v_{1}, \ldots, v_{n-1}, v_{n}^{(1)}, v_{n}^{(2)}\right)^{\mathrm{T}}
$$

Proposition 4.1. $A$ is $Q$-regular if and only if $\Xi(A)$ is $\xi(Q)$-regular.
Proof. Given $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)^{\mathrm{T}}$ with $\left|v_{i}\right|<q_{i}, i=1,2, \ldots, n$, we transform $v$ according to $v$ :

$$
v(v)= \begin{cases}\left(v_{1}, \ldots, v_{n-1}, v_{n}^{(1)}, v_{n}^{(2)}\right) & \text { if } 0 \leqslant v_{n} \\ \left(v_{1}, \ldots, v_{n-1},-\left|v_{n}\right|^{(1)},-\left|v_{n}\right|^{(2)}\right) & \text { if } v_{n}<0\end{cases}
$$

using the foregoing division algorithm to obtain either $v_{n}^{(1)}$ and $v_{n}^{(2)}$, if $0 \leqslant v_{n}$ or $\left|v_{n}\right|^{(1)}$ and $\left|v_{n}\right|^{(2)}$, otherwise. Then it is easy to see that $v$ is the zero vector in $\mathscr{V}(Q)$ if and only if $v(v)$ is the zero vector in $\mathscr{V}(\xi(Q))$.

Now, we claim that $A v \equiv 0(\bmod Q)$ if and only if $\Xi(A) \nu(v) \equiv 0(\bmod \xi(Q))$. In fact, for given $v$ and $A$, and with $0 \leqslant v_{n}$,

$$
\begin{aligned}
\Xi(A) v(v) & =\left(\begin{array}{c}
a_{11} v_{1}+\cdots+a_{1 n-1} v_{n-1}+a_{1 n} v_{n}^{(1)}+a_{1 n} q_{n 1} v_{n}^{(2)} \\
a_{21} v_{1}+\cdots+a_{2 n-1} v_{n-1}+a_{2 n} v_{n}^{(1)}+a_{2 n} q_{n 1} v_{n}^{(2)} \\
\vdots \\
a_{n 1} v_{1}+\cdots+a_{n n-1} v_{n-1}+a_{n n} v_{n}^{(1)}+a_{n n} q_{n 1} v_{n}^{(2)} \\
a_{n 1} v_{1}+\cdots+a_{n n-1} v_{n-1}+a_{n n} v_{n}^{(1)}+a_{n n} q_{n 1} v_{n}^{(2)}
\end{array}\right) \\
& =\left(\begin{array}{c}
a_{11} v_{1}+\cdots+a_{1 n-1} v_{n-1}+a_{1 n} v_{n} \\
a_{21} v_{1}+\cdots+a_{2 n-1} v_{n-1}+a_{2 n} v_{n} \\
\vdots \\
a_{n 1} v_{1}+\cdots+a_{n n-1} v_{n-1}+a_{n n} v_{n} \\
a_{n 1} v_{1}+\cdots+a_{n n-1} v_{n-1}+a_{n n} v_{n}
\end{array}\right) .
\end{aligned}
$$

Our claim is immediately verified because, with $\left(q_{n 1}, q_{n 2}\right)=1, a_{n 1} v_{1}+\cdots+$ $a_{n n-1} v_{n-1}+a_{n n} v_{n} \equiv 0\left(\bmod q_{n i}\right), i=1,2$, hold if and only if $a_{n 1} v_{1}+\cdots+$ $a_{n n-1} v_{n-1}+a_{n n} v_{n} \equiv 0\left(\bmod q_{n}\right)$. Analogous results clearly obtain when $v_{n}<0$. Thus, the proposition follows immediately from Lemma 2.1.

The following corollary may be used in the solution of regular systems.
Corollary 4.2. Given $b \in \mathscr{V}(Q)$, with $q_{n}=q_{n 1} q_{n 2}$ and $\left(q_{n 1}, q_{n 2}\right)=1$, and $A \in$ $M_{n}(\mathbb{Z})$, we may obtain a solution $x \in \mathscr{V}(Q)$ for the system of congruences $A x \equiv b$ $(\bmod Q)$ from that of $\Xi(A) x^{\prime} \equiv b^{\prime}(\bmod \xi(Q))$, with $b^{\prime}(i)=b(i), i=1,2, \ldots$, $n-1, b^{\prime}(n) \equiv b(n)\left(\bmod q_{n 1}\right)$, and $b^{\prime}(n+1) \equiv b(n)\left(\bmod q_{n 2}\right)$ as follows: $x=$ $\mu^{-1}\left(x^{\prime}\right)$, with $\mu$ denoting the foregoing bijection.

As a consequence of Proposition 4.1, we need to resolve regularity only for the case with $Q=\left(p_{1}^{e_{1}}, p_{2}^{e_{2}}, \ldots, p_{n}^{e_{n}}\right)^{\mathrm{T}}$, where the $p_{i}$ 's are primes (not necessarily distinct) and the $e_{i}$ 's are positive integers. When $Q$ contains different moduli, standard transformations of matrices [5, vol. 6, p. 470] are not guaranteed to preserve $Q$-regularity. We have the following proposition.

Proposition 4.3. Let $Q=\left(q_{1}, q_{2}, \ldots, q_{n}\right)^{\mathrm{T}}$ be a vector of integers greater than unity, and let $A$ in $M_{n}(\mathbb{Z})$ be $Q$-regular. Then, the following transformations of $A$ preserve its $Q$-regularity, with $\alpha \in \mathbb{N}$ :
(I) The addition of an $\alpha$-multiple of the $i$ th row to the $j$ th row if $q_{j} \mid \alpha q_{i}, 1 \leqslant i, j \leqslant$ $n ; i \neq j$.
(II) The replacement of the $i$ th row by its $\alpha$-multiple if $\left(\alpha, q_{i}\right)=1,1 \leqslant i \leqslant n$.
(III) The interchange of the $i$ th and $j$ th rows (or columns) if $q_{i}=q_{j}, 1 \leqslant i, j \leqslant n$.
(IV) Replacement of the elements of the $i$ th row by their respective residues modulo $q_{i}, 1 \leqslant i \leqslant n$.

Note that (I), (II), and (III) generalize the conventional transformations of rows(1), (2), and (3) of [5, vol. 5, p. 472], respectively. Note also that, of the three conventional column transformations, only (III) is retained. The proofs that transformations (II), (III), and (IV) preserve the $Q$-regularity of $A$ follow immediately from their definitions.

Proof (of transformation (I)). Let $T_{i j}(\alpha)$ denote such a transformation matrix. In order to prove the assertion, by Lemma 2.1, it suffices to show that the congruence systems

$$
\begin{equation*}
A v \equiv 0(\bmod Q) \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{i j}(\alpha) A v \equiv 0(\bmod Q) \tag{4.2}
\end{equation*}
$$

have the same solutions of the form $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)^{\mathrm{T}}$, with $\left|v_{l}\right|<q_{l}, l=$ $1,2, \ldots, n$.

It is seen that the two systems consist of the same congruences except for the $j$ th, which are, respectively,

$$
\begin{equation*}
A_{j} \cdot v \equiv 0\left(\bmod q_{j}\right) \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(A_{j}+\alpha A_{i} .\right) v \equiv 0\left(\bmod q_{j}\right) \tag{4.4}
\end{equation*}
$$

where $A_{i}$. and $A_{j}$. denote the $i$ th and $j$ th rows of $A$, respectively. From this and the condition $q_{j} \mid \alpha q_{i}$, the assertion is immediately verified.

Definition 4.4. Let $Q=\left(q_{1}, q_{2}, \ldots, q_{n}\right)^{\mathrm{T}}$ be a vector of integers greater than unity, and let $A$ and $B$ be in $M_{n}(\mathbb{Z})$. If $B$ is obtainable from $A$ by a series of the elementary transformations listed in Proposition 4.3, then we say $A$ and $B$ are $Q$-equivalent.

Example 4.5. Consider the system

$$
\left(\begin{array}{ll}
1 & 2 \\
5 & 3
\end{array}\right) \bmod \binom{24}{26}
$$

Corollary 3.8 establishes the non-regularity of this system. However, this example also illustrates the applicability of the results of this section and introduces the results of Section 5.

First, factor the modulus 26 into its prime factors, applying Proposition 4.1, yielding the equivalent system

$$
\left(\begin{array}{lll}
1 & 0 & 1 \\
3 & 6 & 5 \\
2 & 4 & 1
\end{array}\right) \bmod \left(\begin{array}{c}
2 \\
13 \\
24
\end{array}\right) .
$$

Here we used transformation (IV) and $P_{(123)}$ and its transpose to permute the resulting system. Another application of Proposition 4.1, to factor the modulus 24 into prime-power factors, yields the equivalent system

$$
\left(\begin{array}{llll}
1 & 1 & 1 & 0 \\
2 & 1 & 0 & 1 \\
2 & 1 & 3 & 4 \\
3 & 5 & 2 & 6
\end{array}\right) \bmod \left(\begin{array}{c}
2 \\
3 \\
8 \\
13
\end{array}\right)
$$

The final system is evidently not convertible into lower triangular form by the transformations of Proposition 4.3. For instance, though adding row 3 to row 1 yields $(1,0,0,0)$ for the latter (mod 2), ultimately, insufficiently many zeroes may be generated. As will be seen in the subsequent section, Theorem 5.1 establishes that this convertibility is necessary for all regular systems, when the moduli are prime powers.

## 5. General resolution of regularity

From Proposition 4.1, an arbitrary $A \in M_{n}(\mathbb{Z})$ and a vector of moduli $Q$ yield a corresponding $A^{\prime} \in M_{n^{\prime}}(\mathbb{Z})$, with $n \leqslant n^{\prime}$ and a vector of moduli $Q^{\prime}$, with the elements of $Q^{\prime}$ being (not necessarily distinct) prime powers. In this section, we determine the necessary and sufficient conditions for the derived system to be regular. (Henceforth, we omit the superscript " ' '.)

Theorem 5.1. Let $Q=\left(q_{1}, q_{2}, \ldots, q_{n}\right)^{\mathrm{T}}$ be a vector of positive integral powers of primes, and let $A$ be in $M_{n}(\mathbb{Z})$. Then $A$ is $Q$-regular if and only if there exists a $\sigma \in \mathscr{S}_{n}$ with $P_{\sigma} A P_{\sigma}^{\mathrm{T}} Q_{\sigma}$-equivalent to a lower triangular matrix, having each main diagonal element coprime to its respective modulus from $Q_{\sigma}$.

Proof. Sufficiency: Given a lower triangular matrix $T \in M_{n}(\mathbb{Z})$ whose main diagonal elements are coprime to their respective modulus, from $Q_{\sigma}$, and, also, given any $b=\left(b_{1}, b_{2}, \ldots, b_{n}\right)^{\mathrm{T}} \in \mathscr{V}\left(Q_{\sigma}\right)$, we may invert the system

$$
T x \equiv b\left(\bmod Q_{\sigma}\right)
$$

for a unique $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{\mathrm{T}} \in \mathscr{V}\left(Q_{\sigma}\right)$. This is established by noting that because the diagonal elements of $T, t_{i i}$, satisfy $\left(q_{\sigma(i)}, t_{i i}\right)=1$, one may sequentially solve each congruence for a unique $x_{i}$, starting with $x_{1}$ (cf. [4, Theorem 57]). It follows that $T$ is $Q_{\sigma}$-regular because, for instance, were $x$ the solution for two different $b$ 's, say $b_{\alpha}$ and $b_{\beta}$, then $b_{\alpha} \equiv b_{\beta}\left(\bmod Q_{\sigma}\right)$. Therefore, because a series of regular-ity-preserving transformations yields a regular, triangular system, $A$ is established to be $Q$-regular.

Necessity: From Proposition 4.3 (IV), it may be assumed that $0 \leqslant a_{i j}<q_{i}, i, j=$ $1,2, \ldots, n$. Using (III), it may also be assumed that $q_{1}, q_{2}, \ldots, q_{r_{1}}$ are powers of the prime $p_{1} ; q_{r_{1}+1}, q_{r_{1}+2}, \ldots, q_{r_{1}+r_{2}}$ are powers of the prime $p_{2} ; \ldots ;$ and $q_{r_{1}+\cdots+r_{\ell-1}+1}$, $q_{r_{1}+\cdots+r_{\ell-1}+2}, \ldots, q_{r_{1}+\cdots+r_{\ell-1}+r_{\ell}}$ are powers of the prime $p_{\ell}$. Thus, $r_{1}+\cdots+r_{\ell}=$ $n$. Let $r_{0}=0$. Then, let

$$
P_{i}=q_{r_{0}+\cdots+r_{i-1}+1} q_{r_{0}+\cdots+r_{i-1}+2} \cdots q_{r_{0}+\cdots+r_{i-1}+r_{i}}, \quad i=1,2, \ldots, \ell
$$

and let $M=\prod_{i=1}^{n} q_{i}=\prod_{j=1}^{\ell} P_{j}$. Then, from the Chinese remainder theorem, there are positive integers $\beta_{1}, \beta_{2}, \ldots, \beta_{\ell}$ such that

$$
\beta_{i} \equiv\left\{\begin{array}{l}
1\left(\bmod P_{i}\right),  \tag{5.1}\\
0\left(\bmod P_{j}\right), \quad j \neq i
\end{array}\right.
$$

Also, for $1 \leqslant i \leqslant \ell$, define $P_{i}^{(1)}=1$ and

$$
P_{i}^{(j)}=\prod_{h=1}^{j-1} q_{r_{0}+r_{1}+\cdots+r_{i-1}+h}, \quad j=2,3, \ldots, r_{i}, i=1,2, \ldots, \ell .
$$

Let $A_{i}$. $=\left(a_{i 1}, a_{i 2}, \ldots, a_{i n}\right)$, and take $v=\left(v_{1}, v_{2}, \ldots, v_{n}\right)^{\mathrm{T}} \in \mathscr{V}(Q)$. Then, after making transformations of type (II), using Lemma 2.3, it follows from the Chinese remainder theorem and Corollary 3.6 that

$$
\begin{aligned}
& \left(P_{1}^{(1)} A_{1} \cdot v+P_{1}^{(2)} A_{2} \cdot v+\cdots+P_{1}^{\left(r_{1}\right)} A_{r_{1}} \cdot v\right) \beta_{1} \\
& \quad+\left(P_{2}^{(1)} A_{r_{1}+1} \cdot v+P_{2}^{(2)} A_{r_{1}+2 \cdot v}+\cdots+P_{2}^{\left(r_{2}\right)} A_{\left.r_{1}+r_{2} \cdot v\right)} \cdot \beta_{2}\right. \\
& \quad+\cdots+\left(P_{\ell}^{(1)} A_{r_{1}+\cdots+r_{\ell-1}+1} \cdot v+P_{\ell}^{(2)} A_{r_{1}+\cdots+r_{\ell-1}+2 \cdot v}\right. \\
& \quad+\cdots+P_{\ell}^{\left(r_{\ell}\right)} A_{\left.r_{1}+\cdots+r_{\ell} \cdot v\right)} \beta_{\ell} \\
& \quad=B_{1} v_{1}+B_{2} v_{2}+\cdots+B_{n} v_{n}
\end{aligned}
$$

must range over a complete residue system modulo $M$ when $v$ ranges over $\mathscr{V}(Q)$, where

$$
\begin{align*}
B_{j} \stackrel{\text { def }}{=} & \left(P_{1}^{(1)} a_{1 j}+P_{1}^{(2)} a_{2 j}+\cdots+P_{1}^{\left(r_{1}\right)} a_{r_{1} j}\right) \beta_{1} \\
& +\left(P_{2}^{(1)} a_{\left(r_{1}+1\right) j}+P_{2}^{(2)} a_{\left(r_{1}+2\right) j}+\cdots+P_{2}^{\left(r_{2}\right)} a_{\left(r_{1}+r_{2}\right) j}\right) \beta_{2} \\
& +\cdots+\left(P_{\ell}^{(1)} a_{\left(r_{1}+\cdots+r_{\ell-1}+1\right) j}+P_{\ell}^{(2)} a_{\left(r_{1}+\cdots+r_{\ell-1}+2\right) j}\right. \\
& \left.+\cdots+P_{\ell}^{\left(r_{\ell}\right)} a_{\left(r_{1}+\cdots+r_{\ell}\right) j}\right) \beta_{\ell}, \quad j=1,2, \ldots, n . \tag{5.2}
\end{align*}
$$

As in the proof of Theorem 3.5, the character $\lambda$ on $Z_{M}$ establishes the existence of an index $k, 1 \leqslant k \leqslant n$, for which $M / q_{k}$ divides $B_{k}$. Without loss of generality, we assume that $1 \leqslant k \leqslant r_{1}$. It follows from (5.1), (5.2), and Lemma 2.3 that $a_{i k}=0$ for $i>r_{1}$. Therefore,

$$
\begin{aligned}
& P_{1}^{(1)} a_{1 k}+P_{1}^{(2)} a_{2 k}+\cdots+P_{1}^{\left(r_{1}\right)} a_{r_{1} k} \\
& \quad=a_{1 k}+q_{1} a_{2 k}+\cdots+\left(q_{1} q_{2} \cdots q_{r_{1}-1}\right) a_{r_{1} k} \\
& \quad \equiv 0\left(\bmod P_{1} / q_{k}\right) .
\end{aligned}
$$

Recall that $q_{1}=p_{1}^{e_{1}}, q_{2}=p_{1}^{e_{2}}, \ldots, q_{r_{1}}=p_{1}^{e_{r_{1}}}$ and take $e_{1} \geqslant e_{2} \geqslant \cdots \geqslant e_{r_{1}}$. From this and the preceding congruence it follows that if $i<k$, then $q_{i} \mid a_{i k}$, yielding $a_{i k}=$ 0 . If $k=r_{1}$, then each entry of the $k$ th column vanishes except for $a_{k k}$. Regularity implies that $\left(q_{k}, a_{k k}\right)=1$. If, on the other hand, $k<r_{1}$, then we may construct a vector $\tilde{v}=\left(\tilde{v}_{1}, \tilde{v}_{2}, \ldots, \tilde{v}_{n}\right)^{\mathrm{T}} \in \mathscr{V}(Q)$, with $\tilde{v}_{k}=p_{1}^{e_{k}-1}$ and $\tilde{v}_{j}=0$ for $j \neq k$. Because $p_{1} \mid a_{k k}$, we may write

$$
A \tilde{v} \equiv\left(0, \ldots, 0, a_{(k+1) k} p_{1}^{e_{k}-1}, \ldots, a_{r_{1} k} p_{1}^{e_{k}-1}, 0, \ldots, 0\right)^{\mathrm{T}}(\bmod Q)
$$

Since $\tilde{v}$ is not a zero vector and $A$ is regular, Lemma 2.1 ensures that there is a $j$, with $k<j \leqslant r_{1}$, for which

$$
a_{j k} p_{1}^{e_{k}-1} \not \equiv 0\left(\bmod p_{1}^{e_{j}}\right),
$$

implying that $e_{j}=e_{k}$ and $\left(a_{j k}, p_{1}\right)=1$. Interchanging the $k$ th and $j$ th rows and performing a series of elementary transformations of type (I), of Proposition 4.3, transforms $A$ into a matrix with $\left(q_{k}, a_{k k}\right)=1$ and all other elements of the $k$ th column equal zero (cf. [4, Theorem 57]). Now that we have established a column of zeroes, except for its diagonal element, we may employ the inductive part of the proof of Theorem 3.5 to establish the necessity of the asserted properties for all $n$.

Definition 5.2. Let $Q$ be a vector of integers greater than unity and let $\Delta_{n}^{*}(Q)$ denote the lower triangular matrices from $M_{n}(\mathbb{Z})$ whose diagonal elements are nonzero and coprime to their respective modulus and whose elements $d_{i j}$ satisfy $0 \leqslant d_{i j}<$ $q_{i}, j=1,2, \ldots, i, i=1,2, \ldots, n$.

As a corollary of the proof of sufficiency for Theorem 5.1, we have:
Corollary 5.3. Given $A$ and $B \in \Delta_{n}^{*}(Q)$, the matrix congruence $A X \equiv B(\bmod Q)$ has a unique solution $X \in \Delta_{n}^{*}(Q)$.

On the other hand, evidently, $Y A \equiv B(\bmod Q)$ may have no solution $Y \in \Delta_{n}^{*}(Q)$-nor need solutions be unique.
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