Forming simulation of aluminum sheets using an anisotropic yield function coupled with crystal plasticity theory
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Abstract

This paper describes the application of a coupled crystal plasticity based microstructural model with an anisotropic yield criterion to compute a 3D yield surface of a textured aluminum sheet (continuous cast AA5754 aluminum sheet). Both the in-plane and out-of-plane deformation characteristics of the sheet material have been generated from the measured initial texture and the uniaxial tensile curve along the rolling direction of the sheet by employing a rate-dependent crystal plasticity model. It is shown that the stress–strain curves and R-value distribution in all orientations of the sheet surface can be modeled accurately by crystal plasticity if a “finite element per grain” unit cell model is used that accounts for non-uniform deformation as well as grain interactions. In particular, the polycrystal calculation using the Bassani and Wu (1991) single crystal hardening law and experimental electron backscatter data as input has been shown to be accurate enough to substitute experimental data by crystal plasticity data for calibration of macroscopic yield functions. The macroscopic anisotropic yield criterion CPB06ex2 (Plunkett et al., 2008) has been calibrated using the polycrystal calculations and the experimental data from mechanical tests. The coupled model is validated by comparing its predictions with the anisotropy in the experimental yield stress ratio and strain ratios at 15% tensile deformation. The biaxial section of the 3D yield surface calculated directly by crystal plasticity model and that predicted by the phenomenological model calibrated with experimental and crystal plasticity data are also compared. The good agreement shows the strength of the approach. Although in this paper, the Plunkett et al. (2008) yield function is used, the proposed methodology is general and can be applied to any yield function. The results presented here represent a robust demonstration of implementing microscale crystal plasticity simulation with measured texture data and hardening laws in macroscale yield criterion simulations in an accurate manner.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

A successful strategy for increased usage of light weight materials in automotive components involves accurate numerical modeling of their forming behavior under complex strain paths encountered in the manufacturing environment. The forming simulation models are necessarily macroscopic scale models that use experimental input data from mechanical tests to describe the anisotropy effects arising from the initial texture and its evolution. Use of embedded multiscale mathematical models to simulate material properties at engineering length scale solely from atomic and electronic structure inputs is still a distant dream. Yet, the advances in theory, experiment, and computation in recent years have created the possibility to bridge the microscale–macroscale gap through a hierarchical multiscale approach and provide input data, which is not available experimentally at engineering length scale or it is hard to generate. Accuracy of the formulations at multiple length scales is key to the success of such approaches.

The mechanical properties of a polycrystalline metal depend on many attributes of its microstructure and considerable efforts have been made in the study of its micro–mechanics to aid macroscale modeling. These microscale studies indicate that, among the factors which result in plastic deformation in single and polycrys- tals, crystallographic slip and factors that promote the slip processes are most important to accurately simulate macroscopic scale deformation. The crystal structure and chemical composition of alloys affect critical resolved shear stresses (CRSS) to activate slip and slip induced lattice rotations. Different grains in polycrystalline materials evolve their orientations differently, resulting in a non-random distribution of the crystal orientations even from an
initial random (isotropic) polycrystal. Such texture development has profound effects on the mechanical, thermal, and other physical properties of metals. On the other hand, many metal forming processes such as drawing, extrusion, rolling, and sheet metal forming induce texture development. Plastic anisotropy due to texture dominates deformation behavior up to moderately large strains. Macroscale modeling that is informed by microscale (crystal plasticity modeling) modeling is indispensable to account for this induced plastic anisotropy. Furthermore, microscopic and mesoscopic scale studies have the added advantage of guiding material (microstructure) design for optimum performance but such discussion is beyond the scope of this paper.

To describe the plastic anisotropy of rolled metal sheets at macrosopic level, Hill (1948) has developed a quadratic yield criterion, which is an extension to orthotropy of the isotropic von Mises distortional energy theory. The validity of this yield function has been explored by numerous experiments, the consensus being that it is well suited to specific metals and textures, especially steel. Formulations that were intended to improve the description of anisotropic yielding of materials with a FCC crystal structure, in particular aluminum and its alloys, have been proposed (see for example Barlat et al. (1997, 2003, 2005, 2007), Cazacu and Barlat (2001, 2004)). Finite element (FE) analyses of deep drawing of cylindrical cups using the yield functions proposed by Barlat et al. (2003, 2005) (see Yoon et al. (2004, 2006)) or Cazacu and Barlat (2001, 2004) (e.g. Soare et al. (2007)) or Soare et al. (2008) have shown that improved accuracy can be obtained by using a yield function that captures both the anisotropy in yield stresses and R-values. However, only Barlat et al. (2005) and Soare et al. (2008) 3D yield criteria have the capability to predict more than four ears (i.e. six or eight ears). A yield criterion for describing the anisotropic plastic response of textured metals for full three-dimensional stress states was recently proposed by Plunkett et al. (2008). This anisotropic criterion is applicable to hexagonal closed packed materials (HCP) that exhibit strength differential effects (e.g. Mg and its alloys) as well as to materials for which there is no noticeable difference between the behavior in tension and compression when subjected to monotonic loading. This orthotropic yield criterion is an extension of the isotropic yield function of Cazacu et al. (2006), which is obtained by using two linear transformations on the Cauchy stress. The resulting orthotropic criterion involves 18 anisotropy parameters, a degree of homogeneity (or exponent “a”) that can be varied, and a strength differential parameter. To determine the coefficients involved in this criterion, Plunkett et al. (2008) have used results from multiple mechanical tests that probe the anisotropy of the given material.

However, for anisotropic materials, virtual data obtained by means of crystal plasticity calculations can provide data points covering the entire stress space. The full-constraint Taylor model in conjunction with finite element method (e.g. Inal et al. (2000, 2002)) have been used for such purposes. Grytten et al. (2008) used the classical Taylor model to evaluate and calibrate Barlat et al.’s (2005) yield function and applied it to model plastic anisotropy of aluminum alloys. Plunkett et al. (2006, 2007) have used the self-consistent viscoplastic texture model of Lebendsohn and Tomé (1993) to calibrate the Cazacu et al. (2006) yield function and model the evolution of the anisotropy coefficients associated with twinning induced texture changes in zirconium. Guan et al. (2008) successfully implemented the notion of using a crystal plasticity model to fit the parameters of Barlat’s Vld96 anisotropic yield function and used it for hydroforming simulations.

Very recently, Rousselier et al. (2009) proposed a new self-consistent polycrystal model. In this model, improved computational efficiency has been obtained by drastically reducing the number of crystallographic orientations and applying a specific parameter calibration procedure to obtain a good agreement with all stress-strain and transverse strains curves. However, there is an issue as to whether or not the predictions of such models are accurate enough to replace mechanical tests Taylor-type polycrystalline models employ a homogeneous local deformation gradient in each grain, which is identical to the macrosopic deformation gradient. This assumption, besides violating equilibrium between the grains, excludes the effects of grain interactions and morphologies (see Wu et al. (2001)). Limitations of Taylor-type models to predict R-values for aluminum alloys have also been demonstrated by Inal et al. (2000) and Grytten et al. (2008), etc. Even with the more advanced self-consistent models (e.g. Molinari et al. (1987) and Lebendsohn and Tomé (1993)) generally, it is difficult to obtain simultaneously a good description of flow stresses and R-value anisotropy (see for example Lopes et al. (2003) and Darrieulat and Montheillet (2003)).

In this paper, the polycrystal plasticity model formulated by Asaro and Needleman (1985) is employed in the FE analyses. Electron backscatter diffraction (EBSD) data, initial texture data, and the tensile stress–strain curve in the rolling direction 0° (L) sample are used to calibrate this crystal plasticity model. Two sets of FE simulations of the polycrystalline aggregates are carried out to calculate the macroscopic yield surfaces from microstructure data as well as data from a single tensile test. In the first set of simulations, the experimentally observed grain morphologies are exactly implemented into the FE analysis by incorporating EBSD maps in the FE mesh. Thus, several elements of the finite element mesh are considered to represent a single crystal within the polycrystal aggregate and the constitutive response at a material point is given by the single crystal constitutive law. This approach enforces equilibrium and compatibility between grains throughout the polycrystalline aggregate in the weak finite element sense. (see for e.g. Neale et al. (2003) and Inal et al. (2008)). In this way, we can account for non-uniform deformation as well as grain interactions. In the second set of simulations, the Taylor assumption of uniform deformation in each grain is adopted. The crystal plasticity models and the two methodologies to perform virtual FE experiments and thus obtain yield stress points are presented in Sections 3 and 4 and the most suitable hardening law for accurate prediction of the mechanical anisotropy using this approach is identified. The anisotropic yield criterion by Plunkett et al. (2008) as well the calibration procedures based on either crystal plasticity data or mechanical test results are summarized in Section 5. An illustration of this methodology to describe the anisotropy of a commercial grade continuous cast (CC) AA5754 aluminum sheet is presented in Section 6. Comparisons between the predictions of the macroscale yield function calibrated with mechanical data and virtual data demonstrate that the predictions of a robust crystal plasticity model are accurate enough to replace mechanical tests as input for macroscale models.

2. Experimental measurement of texture and mechanical anisotropy

The material used in this study was chosen to be a 1 mm thick continuous cast AA5754 sheet in the fully recrystallized condition. The chemical composition of the sheet is shown in Table 1. The sheet has an average grain size of 22 micrometers and a grain aspect ratio of 1.7. The electron backscatter diffraction (EBSD) data from the top flat surface of the sheet was collected from

<table>
<thead>
<tr>
<th>Mg wt. (%)</th>
<th>Mn wt. (%)</th>
<th>Cr wt. (%)</th>
<th>Fe wt. (%)</th>
<th>Si wt. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>0.25</td>
<td>&lt;0.01</td>
<td>0.24</td>
<td>&lt;0.10</td>
</tr>
</tbody>
</table>
electropolished samples using a LEO 1450VP scanning electron microscope operating at 20 kV and fitted with a TSL EBSD detector. The texture analysis was done using the TSL OIM Analysis v4.6 software. The Inverse pole figure (IPF) map of the sample is shown in Fig. 1 and the corresponding texture plots are shown in Fig. 2. Note that, for these sheets, the through thickness texture gradient was negligible. Standard tensile specimens as per ASTM Standard E8 specification were machined from the sheets. The specimens had an overall length of 203.2 mm, a gage length of 50.8 mm and a gage width of 12.7 mm. The tensile properties were evaluated at 0° (rolling direction, L), 15°, 30°, 45°, 60°, 75° and 90° (T) to the rolling direction with an MTS 810 System at SECAT Inc., Lexington, KY.

The 0.2% offset yield strength, the ultimate tensile strength, total elongation, n-value, and R-value (at 15% strain) were determined for each specimen and are listed in Table 2. As will be explained in Section 3 below, the EBSD data, texture data, and the tensile stress–strain curve for the 0° (RD) sample are used to calibrate the crystal plasticity model. The experimentally measured mechanical anisotropy data is used to validate the predictions of the coupled model.

### 3. Crystal plasticity model

The polycrystal plasticity model formulated by Asaro and Needleman (1985) is employed in this analysis. The total deformation of a crystallite is taken to be the result of two distinct physical mechanisms: crystallographic slip due to dislocation motion on the active slip systems, and elastic lattice distortion. Within an FCC crystal, plastic deformation occurs by crystallographic slip on the twelve {111}h110i slip systems. In the rate-sensitive crystal plasticity model employed, the elastic constitutive equation for each crystal is specified by:

\[
\dot{\sigma} = LD - \sigma^0 - \sigma \dot{\varepsilon},
\]

where \(\dot{\varepsilon}\) is the Jaumann rate of Cauchy stress, \(D\) represents the strain-rate tensor and \(L\) is the elastic modulus tensor. The term \(\sigma^0\) is a viscoplastic type stress-rate that is determined by the slip rates on the slip systems of the FCC crystal. A more detailed presentation of the crystal plasticity constitutive model can be found in Inal et al. (2002) and Tugcu et al. (2004). The slip rates are taken to be governed by the power-law expression

\[
\dot{\gamma}(\alpha) = \dot{\gamma}(\alpha)SGN(\alpha) \left| \frac{\tau(\alpha)}{\tau_0(\alpha)} \right|^{1/m},
\]

where \(\tau_0(\alpha)\) is the critical resolved shear stress for slip on the active slip system \(\alpha\) at the current stress state, and \(\tau(\alpha)\) is the resolved shear stress on the active slip system \(\alpha\).
where $\dot{\gamma}_{[a]}$ is a reference shear rate taken to be the same for all the slip systems, $\tau_{[a]}$ is the resolved shear stress on slip system $a$, $g_{[a]}$ is its hardness and $m$ is the strain-rate sensitivity index. The function $g_{[a]}$ characterizes the current strain-hardened state of all the slip systems. The rate of increase of the function $g_{[a]}$ is defined by the hardening law:

$$\dot{g}_{[a]} = \sum_{\beta} h_{a} \beta |\dot{\gamma}_{[a]}|,$$

where $g_{[a]}(0)$ is the initial hardness, taken to be a constant $\tau_0$ for each slip system, and the $h_{[a]}$ values represent the hardening moduli. The form of the moduli is given by

$$h_{[a]} = q_{[a]} h_{[a]} (\text{no sum on } \beta),$$

where $h_{[a]}$ is the system's initial hardening rate, $n$ is the hardening exponent and $\gamma_{[a]}$ is the accumulated slip.

Three different single slip hardening laws are employed to simulate the stress–strain curves and calculate the $R$-values in this paper. The first one assumes the following power-law form for the function $h_{[a]}$

$$h_{[a]} = h_0 \left(\frac{h_{[a]} - \tau_0}{\tau_0} + 1 \right)^{n-1},$$

where $h_0$ is the system's initial hardening rate, $n$ is the hardening exponent and $\gamma_{[a]}$ is the accumulated slip.

Based on measurements of strain hardening of single crystals from aluminum alloys by Chang and Asaro (1981), the following single slip hardening rate was used by Asaro and co-workers:

$$h_{[a]} = h_0 + (h_0 - h_1) \text{sech}^2 \left( \frac{h_0 - h_1}{\tau_s - \tau_0} \right),$$

where $h_0$ and $h_1$ are the system's initial and asymptotic hardening rates. If $h_1 = 0$, then $\tau_s$ represents the saturation value of the shear stress.

A simple form for the self-hardening $h(\gamma_{[a]}$) that gives a monotonically decreasing modulus at small strains and a finite rate of hardening at large $\gamma_{[a]}$ (Bassani and Wu, 1991) has the form

$$h(\gamma_{[a]}) = h_0 + (h_0 - h_1) \text{sech}^2 \left( \frac{h_0 - h_1}{\tau_s - \tau_0} \gamma_{[a]} \right),$$

where $\tau_0$ is the initial critical resolved shear stress, $\tau_s$ is the so-called stage I stress, $h_0$ is the initial hardening rate, and $h_1$ is assumed to depend on the total accumulated slip $\gamma_{[a]}$ on all slip systems:

$$h_{[a]} = h_1 + \left( h_{[a]}^m - h_1 \right) \tanh \left( \frac{\gamma_{[a]}}{\gamma_{[a]}^m} \right),$$

where $h_{[a]}^m$ and $h_{[a]}^m$ are the hardening rates during the stage I and III, respectively, and $\gamma_{[a]}^m$ is approximately the accumulated slip at the onset of stage III. Henceforth, these three hardening laws will be referred to as P (Power law hardening) model, A (Asaro hardening) model and B (Bassani–Wu hardening) model. The material parameters used for these hardening models are presented in Table 3.

### 4. Simulations with crystal plasticity models

As mentioned in the introduction, two sets of simulations of the polycrystalline aggregates are carried out in this work. In the first set of simulations, a “finite element (FE) per grain” model is employed for the numerical analyses. In this model, each element, or group of elements of the finite element mesh represents a single crystal, and the constitutive response at a material point is given by the single crystal constitutive law. This approach enforces equilibrium and compatibility between grains throughout the polycrystalline aggregate in the weak finite element sense. For the second set of simulations, the Taylor theory of crystal plasticity is adapted to model the behavior of the polycrystal aggregate. Henceforth, these two models will be referred to as FE per grain model and Taylor model respectively.

#### 4.1. FE per grain formulation

In this model, the so-called unit cell approach is adopted. The unit cell is constructed to contain a sufficiently large number of grains such that sufficient information on essential microstructural and textural features characterizing the sheet is represented. It is microscopically finitely large but macroscopically infinitely small enough to represent a single material point in the sheet (Inal et al., 2008). The experimentally observed grain morphologies are exactly implemented into the finite element analyses by incorporating electron backscatter diffraction IPF maps as in Fig. 1 in the numerical simulations.

The sheet itself is subject to plane stress conditions. The loading imposed on the edges of the unit cell is assumed to be constant (Fig. 2), such that

$$\dot{\epsilon}_{11}^e = \rho_1, \quad \dot{\epsilon}_{22}^e = \rho_2,$$

where $\dot{\epsilon}_{11}$ and $\dot{\epsilon}_{22}$ are the (principal) logarithmic strain-rates. The constant boundary conditions imposed at the four edges (sides) of the unit cell naturally result in periodic boundary conditions. Thus, uniaxial tension along rolling direction corresponds to $\rho_1 = -0.5$; while $\rho_1 = 0$ and $\rho_1 = 1$ describe an in-plane plane strain tension in rolling direction and balanced biaxial tension respectively. Likewise, uniaxial tension along transverse direction corresponds to $\rho_2 = 0.5$; while $\rho_2 = 0$ and $\rho_2 = 1$ describe an in-plane plane strain tension in transverse direction and balanced biaxial tension respectively. The macroscopic strains of the unit cell are obtained from $\dot{\epsilon}_{11}$ and $\dot{\epsilon}_{22}$, and the macroscopic stresses, $\sigma_{ij}^m$, are computed by averaging the corresponding values of stresses $\sigma_{ij}$ over the total number of integration points $N$ (over the total number of elements):

$$\sigma_{ij}^m = \frac{1}{N} \sum \sigma_{ij},$$

where the stresses $\sigma_{ij}$ are computed according to the single crystal plasticity model presented in Section 3. Note that plane stress conditions are applied by setting $\sigma_{ij}^{m}$ to 0.

In the numerical analyses, quadrilateral elements, each consisting of four linear velocity triangular sub-elements, are employed. These elements (with four integration points per element) are

<table>
<thead>
<tr>
<th>Model</th>
<th>$\tau_0$ (MPa)</th>
<th>m</th>
<th>n</th>
<th>q</th>
<th>$h_{[a]}/\tau_0$</th>
<th>$\tau_{[a]}/\tau_0$</th>
<th>$h_{[a]}/\tau_0$</th>
<th>$h_{[a]}/\tau_0$</th>
<th>$\gamma_{[a]}^m/\tau_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-Model</td>
<td>33.0</td>
<td>0.02</td>
<td>0.272</td>
<td>1.0</td>
<td>36.0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>A-Model</td>
<td>41.6</td>
<td>0.02</td>
<td>N/A</td>
<td>1.0</td>
<td>5.75</td>
<td>2.275</td>
<td>0.795</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>B-Model</td>
<td>40.0</td>
<td>0.02</td>
<td>N/A</td>
<td>0.0</td>
<td>12.0</td>
<td>1.19</td>
<td>1.45</td>
<td>0.885</td>
<td>N/A</td>
</tr>
</tbody>
</table>
modified to incorporate a higher order integration scheme. Making use of this integration scheme and the “crossed triangle” configuration of the elements, different material properties (i.e. Euler angles) can be mapped efficiently to a single element. Thus, fewer elements are needed to model grain-grain and/or grain-particle interactions. Furthermore, an equilibrium correction technique is employed to prevent any drift away from the true equilibrium path during the incremental procedure (Inal et al., 2002).

4.1.1. Virtual experiments using FE per grain model on CC AA 5754 sheet

The initial texture for the continuous cast aluminum alloy AA5754 is shown in Fig. 3 where RD and TD correspond to the rolling and transverse direction of the sheet respectively. The EBSD map, representing 221 grains/orientations (Fig. 4), has been incorporated to a finite element mesh using 2484 elements. Even though all the elements are the same size in the initial mesh, the 2484 elements are not equally divided between grains; the number of elements assigned to grains depend on the size of the grains. A comparison between the uniaxial stress–strain curves predicted by crystal plasticity and the uniaxial stress–strain curve measured experimentally is presented in Fig. 5. Note that the strain-rate sensitivity parameter \( m \) (presented in Table 3) employed in the simulations is in agreement with measurements on most FCC metals at low homologous temperatures (Yoshida et al., 2007). The crystal elastic constants were taken as \( C_{11} = 206 \text{ GPa}, C_{12} = 118 \text{ GPa} \) and \( C_{44} = 54 \text{ GPa} \). The predicted deformed meshes where contour plots of true strain are displayed demonstrate that the strain patterns predicted by Models P and A are very similar while the prediction by the B-Model is slightly different (Fig. 6).

Numerical simulations of true stress–strain curves show that the CC AA5754 sheets present relatively low anisotropy. The differences
in the shapes of the stress–strain curves calculated using the three hardening laws are minor. The tensile curve for the 0° sample (parallel to RD direction) is slightly higher than those of the TD and 45° samples for simulations using all three hardening models (these results are not presented here since the differences between the curves are very small), which is consistent with experimental data.

4.1.2. R-value simulations

In replicating a set of R-values for several orientations, the specimens are oriented at different angles to the rolling direction (Fig. 7). Orientations of 0°, 15°, 30°, 45°, 60°, 75° and 90° with respect to the rolling direction are considered. The boundary condition defined in Eqs. 6 and 7 are replaced by

\[ \frac{\sigma_{11}}{\sigma_{22}} = \kappa_1, \quad \frac{\sigma_{22}}{\sigma_{11}} = \kappa_2, \]  

where \( \sigma_{11} \) and \( \sigma_{22} \) are the macroscopic true stress-rates. Thus, for the R-value simulations of 0° and 90° orientations, \( \kappa_2 = 0 \) and \( \kappa_1 = 0 \) are employed respectively, while the R-value simulations of 15°, 30°, 45°, 60° and 75° orientations are performed by rotating the initial texture. The simulated R-values (obtained at 15% of strain along the tensile direction to be consistent with experimental R-values at this strain value) are presented in Fig. 8 where there are subtle differences in the variation of R-value with orientation for the three hardening models. Bassani–Wu (B-Model) hardening law is seen to capture the experimental variation of the R-value most accurately. It should be mentioned that a vast majority of R-value predictions using crystal plasticity models reported in the literature show disagreement with experimental observations (Inal et al., 2000). This is mainly due to the fact that these simulations were performed with the assumption of uniform deformation and did not account for grain interactions and morphology when the texture is rotated. The unit cell approach applied in our simulations can account for non-uniform deformation as well as grain interactions. The choice of hardening law is seen to be important for correctly predicting the trend even though the stress–strain curves are not sensitive to the choice of the hardening law.

4.2. Crystal plasticity simulations with the Taylor model

It has already been shown that the FE per grain model can be employed to obtain in-plane (rolling direction – transverse direction of the sheets) stress–strain curves during uniaxial tension to provide the necessary parameters for the macroscale phenomenological model (presented in Section 5 below). For out-of-plane stress conditions, experimental data can rarely be obtained. In this section, we demonstrate that in-plane texture measurements and the corresponding crystal plasticity parameters can be used to simulate simple shear. The simple shear simulations in this section were performed by integrating the single crystal constitutive law defined in Section 3 at a single integration point with the assumption of homogeneous deformation. The same number of discrete orientations (221 grains) as employed in the in-plane simulations have been used. Fig. 9 presents the results of simple shear simulations along the rolling direction in the rolling direction–transverse direction and rolling direction-normal direction planes. Simulations show that the proposed model can predict the anisotropy of the macroscopic stress–strain response (Fig. 9).

5. Macroscopic modeling with CPB06ex2 anisotropic yield function

The 3D orthotropic yield criterion proposed by Plunkett et al. (2008), denoted in the following as CPB06ex2, is used to describe
the anisotropic plastic response of textured metals for macroscale modeling. This criterion is applicable to materials that exhibit strength differential effects (e.g. Mg) as well as to materials for which there is no noticeable difference in behavior between tension and compression during monotonic loading (e.g. Al). The essential features of the model are summarized below. The anisotropic yield criterion is an extension to orthotropy of Cazacu et al. (2006) isotropic yield function, which is expressed as:

\[
G(S_1, S_2, S_3, k, a) = (|S_1| - kS_1)^a + (|S_2| - kS_2)^a + (|S_3| - kS_3)^a, \tag{12}
\]

where \(S_1, S_2\) and \(S_3\) are the principal values of the stress deviator \(S = \sigma - \frac{1}{3} \text{tr}(\sigma) I\) (\(\text{tr}\) being the trace operator and \(I\) the 2nd order identity tensor) while \(a\) and \(k\) are material parameters. Starting from the isotropic function (12), anisotropy is then introduced through two linear transformations operating on the Cauchy stress deviator. The general form of the CPB06ex2 anisotropic criterion is:

\[
F(S, R, R_0, k, a) = G(S_1, S_2, S_3, k, a) + G(R_1, R_2, R_3, k_0, a). \tag{13}
\]

In Eq. (13), \(k\) and \(k_0\) are material parameters that allow for the description of strength differential effects, \(a\) is the degree of homogeneity, \((R_1, R_2, R_3)\) and \((R_0_1, R_0_2, R_0_3)\) are the principal values of the transformed tensors \(\Sigma = C : S\) and \(\Sigma' = C' : S\), respectively and “::” denotes the doubly contracted product of the two tensors. The restrictions imposed on the linear fourth-order operations \(C\) and \(C'\) are to satisfy the minor and major symmetries and to be invariant with respect to the orthotropy group (for rolled sheet simulations).

Let \((x, y, z)\) be the reference frame associated with orthotropy. In the case of a sheet, \(x, y,\) and \(z\) represent the rolling, transverse, and the normal directions. Relative to the orthotropy axes \((x, y, z)\), the fourth-order tensors \(C\) and \(C'\) operating on the stress deviator are represented in Voigt notations by:

\[
C = \begin{bmatrix}
C_{11} & C_{12} & C_{13} & 0 & 0 & 0 \\
C_{12} & C_{22} & C_{23} & 0 & 0 & 0 \\
C_{13} & C_{23} & C_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{55} & 0 \\
0 & 0 & 0 & 0 & 0 & C_{66}
\end{bmatrix}
\]

\[
C' = \begin{bmatrix}
C_{11}' & C_{12}' & C_{13}' & 0 & 0 & 0 \\
C_{12}' & C_{22}' & C_{23}' & 0 & 0 & 0 \\
C_{13}' & C_{23}' & C_{33}' & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44}' & 0 & 0 \\
0 & 0 & 0 & 0 & C_{55}' & 0 \\
0 & 0 & 0 & 0 & 0 & C_{66}'
\end{bmatrix}
\]

Thus, for 3D stress and orthotropic symmetry, the tensors \(C\) and \(C'\) involved in the orthotropic criterion (13) each have nine non-zero components. When diagonal components of \(C\) and \(C'\) are set to unity and all the other components are zero, this orthotropic yield function reduces to the isotropic yield function (12). Note that when
Accordingly, the principal values of the transformed tensor $\Sigma$ are expressed in terms of the components $\Sigma_{xx}, \Sigma_{yy}, \Sigma_{xy}$, through relations similar to (17) using notations similar to (15) for defining $\Phi_1, \Phi_2, \Phi_3$ in terms of the anisotropy coefficients $C_\psi$. Let $\sigma_\alpha$ denote the yield stress at a direction $\alpha$ from the rolling direction $x$. According to the criterion (see Eq. (15)): 

$$
\sigma_\alpha = \sigma_0 \left( \frac{[\Phi_1^\alpha + |\Phi_2^\alpha|^2 + |\Phi_3^\alpha|^2 + |\Phi_1^\alpha|^2 + |\Phi_2^\alpha|^2 + |\Phi_3^\alpha|^2]^{1/2}}{\Sigma_{xx} + \Sigma_{yy} + \sqrt{(\Sigma_{xx} - \Sigma_{yy})^2 + 4\Sigma_{xy}^2}} \right)^{1/2},
$$

(18)

where $\sigma_0$ is the tensile yield stress in the rolling direction (i.e. for $\theta = 0$), 

$$
A_1 = \frac{1}{2} \left( (\Phi_1 + \Phi_2) \cos^2 \theta + (\Psi_1 + \Psi_2) \sin^2 \theta \right) + \sqrt{ \left( (\Phi_1 - \Phi_2) \cos^2 \theta + (\Psi_1 - \Psi_2) \sin^2 \theta \right)^2 + 4C_{66}^2 \sin^2 \theta \cos^2 \theta },
$$

$$
A_2 = \frac{1}{2} \left( (\Phi_1 + \Phi_2) \cos^2 \theta + (\Psi_1 + \Psi_2) \sin^2 \theta \right) - \sqrt{ \left( (\Phi_1 - \Phi_2) \cos^2 \theta + (\Psi_1 - \Psi_2) \sin^2 \theta \right)^2 + 4C_{66}^2 \sin^2 \theta \cos^2 \theta },
$$

$$
A_3 = \Phi_3 \cos^2 \theta + \Psi_3 \sin^2 \theta,
$$

(19)

and $\Phi_1, \Phi_2, \Phi_3$ and $\Psi_1, \Psi_2, \Psi_3$ are given by notations (16).

Relations similar to (19) express $A_1, A_2, A_3$ in terms of the angle $\theta$ and the anisotropy coefficients $C_\psi$, respectively. In particular, the yield stress at $90^\circ$ is expressed as:

$$
\sigma_{90} = \sigma_0 \left( \frac{|\Phi_1^9|^2 + |\Phi_2^9|^2 + |\Phi_3^9|^2 + |\Phi_1^9|^2 + |\Phi_2^9|^2 + |\Phi_3^9|^2} {\Sigma_{XX} + \Sigma_{YY} + \sqrt{(\Sigma_{XX} - \Sigma_{YY})^2 + 4\Sigma_{XY}^2}} \right)^{1/2},
$$

(20)

For biaxial stress conditions, yielding occurs when $\sigma_{xy} = 0$ and $\sigma_{xx} = \sigma_{yy} = \sigma_{bb}$, where

$$
\sigma_b = \sigma_0 \left( \frac{|\Phi_1^b|^2 + |\Phi_2^b|^2 + |\Phi_3^b|^2 + |\Phi_1^b|^2 + |\Phi_2^b|^2 + |\Phi_3^b|^2} {\Sigma_{XX}^b + \Sigma_{YY}^b + \sqrt{(\Sigma_{XX}^b - \Sigma_{YY}^b)^2 + 4\Sigma_{XY}^b^2}} \right)^{1/2},
$$

(21)

with $\Omega_1 = \frac{1}{2} (C_{11} + C_{12} - C_{13}), \Omega_2 = -\frac{1}{2} (C_{12} + C_{22} - 2C_{23}), \Omega_3 = \frac{1}{2} (C_{13} + C_{23} - 2C_{33})$, and similar expressions for the $\Omega_4, \Omega_5, \Omega_6$.

Furthermore, we assume that the plastic potential coincides with the yield function. Let $\Delta r$ denote the strain width (thickness strain ratios) under uniaxial tensile loading in a direction at angle $\theta$ from the rolling direction in the $(xy)$ plane.

$$
\Delta r = \frac{\sin^2 \theta \Delta \varepsilon_{xx} + \cos^2 \theta \Delta \varepsilon_{yy}}{\Delta \varepsilon_{xx} + \Delta \varepsilon_{yy}},
$$

(22)

where $\Delta \varepsilon_{xx}$ is given by (15). In particular, according to the criterion, the strain ratio in the rolling direction is

$$
\Delta r_0 = -\frac{A_1 + A_3}{A_2 + A_4},
$$

(23)

where

$$
A_1 = \Phi_1^{2\alpha} \Psi_1 + (-1)^{\alpha} \left( \Phi_2^{2\alpha} \Psi_2 + \Phi_3^{2\alpha} \Psi_3 \right),
$$

$$
A_2 = \Phi_1^{2\alpha} (\Psi_1 + \Phi_1) + (-1)^{\alpha} \left( \Phi_2^{2\alpha} \Psi_2 + \Phi_3^{2\alpha} \Psi_3 + \Phi_2^{2\alpha} + \Phi_3^{2\alpha} \right),
$$

with similar expressions for $A_1$, $A_2$, $A_3$ and $A_4$. The strain ratio in the transverse direction is given by:

$$
\Delta r_0 = -\frac{A_1 + A_2}{A_4 + A_4},
$$

(24)
with

\[ A_3 = -\psi_2^{\alpha-1}\phi_2 + (-1)^\alpha(\psi_1^{\alpha-1}\phi_1 + \psi_3^{\alpha-1}\phi_3), \]

\[ A_4 = -\psi_2^{\alpha-1}(\phi_2 + \psi_3) + (-1)^\alpha(\psi_1^{\alpha-1}\phi_1 + \psi_3^{\alpha-1}\phi_3 + \psi_2^{\alpha-1} + \psi_3^{\alpha-1}), \]

with similar expressions for \( A_1 \) and \( A_6 \). The in-plane shear coefficients may be determined using theoretical expression of the yield stress in pure shear in the sheet plane

\[
\tau_{xy} = \frac{\sigma_0}{2} \left( \frac{C_{11}}{C_{11}} + \frac{C_{12}}{C_{12}} \right) \left( |\phi_1|^2 + |\phi_2|^2 + |\phi_3|^2 + |\phi_4|^2 + |\phi_5|^2 + |\phi_6|^2 \right). \tag{25}
\]

In conclusion, using Eqs. (18)–(25), the coefficients \( C_{ij} \) with \( i, j = 1, \ldots, 3 \) and \( C_{44}, C_{45}, C_{55} \) of the yield criterion (15) can be determined by minimizing an error function of the form

\[
\text{Error} = \sum_n \text{weight} \left( 1 - \frac{\sigma_{mn}^{\text{data}}}{\sigma_{mn}^{\text{computed}}} \right)^2 + \sum_m \text{weight} \left( 1 - \frac{r_{mn}^{\text{data}}}{r_{mn}^{\text{computed}}} \right)^2. \tag{26}
\]

In the above equation, the subscript “data” may refer to either points obtained from direct measurements (uniaxial loading tests) or virtual tests using crystal plasticity simulations.

The four remaining parameters \( C_{44}, C_{55}, C_{45}, C_{55} \) which are associated with out-of-plane properties may be determined based on out-of-plane data such as yield stress for simple shear in the \( yz \) and \( xz \) planes and uniaxial tension at 45° between \( y \) and \( z \), and between \( z \) and \( x \).

According to the criterion, the yield stress in pure shear in the planes \((xz)\) and \((yz)\) are:

\[
\tau_{xz} = \frac{\sigma_0}{2} \left( \frac{C_{44}}{C_{44}} + \frac{C_{55}}{C_{55}} \right) \left( |\phi_4|^2 + |\phi_5|^2 + |\phi_6|^2 + |\phi_4|^2 + |\phi_5|^2 + |\phi_6|^2 \right)^{\frac{1}{2}}, \tag{27}
\]

\[
\tau_{yz} = \frac{\sigma_0}{2} \left( \frac{C_{44}}{C_{44}} + \frac{C_{55}}{C_{55}} \right) \left( |\phi_4|^2 + |\phi_5|^2 + |\phi_6|^2 + |\phi_4|^2 + |\phi_5|^2 + |\phi_6|^2 \right)^{\frac{1}{2}}.
\]

These properties cannot be easily measured for sheets. However, these data points can be determined by the use of crystal plasticity calculations. If simulated data are not to be available, an alternative is to approximate the remaining parameters by setting them to their isotropic values.

It is to be noted that the anisotropy coefficients \( C_{ij}, C_{ij}' \) do not have any direct correlation with texture features.

6. Results and discussion

Two procedures for calibrating the anisotropy parameters were tested and evaluated. In the first approach, denoted as “Fit 1”, the FE per grain crystal plasticity simulations are used to calculate yield data points and R-ratios along seven orientations 0°, 15°, 30°, 45°, 60°, 75° and 90°.

In the second approach, “Fit 2”, measured directional yield stresses and r-ratios corresponding to the same seven orientations obtained from uniaxial tensile tests are used in the calibration. Tables 4 and 5 show the values of the anisotropy constants \( C_{ij}, C_{ij}' \) with \( i, j = 1, \ldots, 3 \) (the anisotropy coefficients associated with in-plane properties) for the CC AA5754 aluminum sheets using these calibration procedures.

Table 4  
(Coefficients for Fit 1): \( a = 2.796 \).  
<table>
<thead>
<tr>
<th>( C_{12} )</th>
<th>( C_{13} )</th>
<th>( C_{22} )</th>
<th>( C_{23} )</th>
<th>( C_{32} )</th>
<th>( C_{33} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-2.592)</td>
<td>(-5.48)</td>
<td>(1.087)</td>
<td>(-7.806)</td>
<td>(-6.16)</td>
<td>(4.762)</td>
</tr>
<tr>
<td>(-1.93)</td>
<td>(-4.541)</td>
<td>(6.687)</td>
<td>(-0.457)</td>
<td>(2.663)</td>
<td>(6.779)</td>
</tr>
</tbody>
</table>

Table 5  
(Coefficients for Fit 2): \( a = 2.891 \).  
<table>
<thead>
<tr>
<th>( C_{12} )</th>
<th>( C_{13} )</th>
<th>( C_{22} )</th>
<th>( C_{23} )</th>
<th>( C_{32} )</th>
<th>( C_{33} )</th>
<th>( C_{44} )</th>
<th>( C_{45} )</th>
<th>( C_{55} )</th>
<th>( C_{45} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-1.928)</td>
<td>(-4.943)</td>
<td>(-0.474)</td>
<td>(-7.132)</td>
<td>(-5.586)</td>
<td>(4.904)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(-0.254)</td>
<td>(-2.277)</td>
<td>(6.715)</td>
<td>(7.806)</td>
<td>(4.437)</td>
<td>(5.226)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The anisotropy of the normalized yield stress (ratio of the directional yield stress to the yield stress in the rolling direction) using the two fits are shown in Figs. 10 and 11 along with the data points obtained from direct measurements. The strength anisotropy of the alloy is moderate and varies within a 5% range. However, the variation of the directional yield stress with the tensile direction is quite complex in Fig. 10. The crystal plasticity model and the analytical model using crystal plasticity data (Fit 1) show the same trends as the experimental data, with minimum yield stress for the sample with tensile axis at 60° from the rolling direction. Since yield strength is determined mainly by initial texture, it is safe to conclude that the effect of initial texture on the stress ratio anisotropy is satisfactorily captured even if only crystal plasticity data are used for calibration. The yield function using Fit 2 captures the yield ratio more accurately than Fit 1 but the differences are

Fig. 10. Yield stress variation according to the yield criterion (12) calibrated using solely crystal plasticity data in comparison with the mechanical test results and crystal plasticity data.

Fig. 11. Yield stress variation according to the yield criterion (12) calibrated using only mechanical test results in comparison with the experimental and crystal plasticity data.
such that crystal plasticity approach can be a substitute for the elaborate experimental measurement of yielding anisotropy.

The variation of the strain ratio \( r_\beta \) with respect to the rolling direction is shown in Figs. 12 and 13. The experimental variation of the strain ratio is very strong; the lowest value of \( r_\beta \) occurs for the sample with tensile axis 30° away from the rolling direction and highest in the transverse direction of the plate (at 90°). The variation in the value of \( r_\beta \) between the lowest and the highest values is nearly 100%, fluctuating between 0.54 and 1.08. Both Fit 1 and Fit 2 of the phenomenological criterion, calibrated using only crystal plasticity data and mechanical test results, describe the anisotropy of the material well.

For certain alloys and textures, the predictions of the \( R \)-values anisotropy according to the classical Taylor-type polycrystal model (i.e. assumption of homogeneous deformation) may not be accurate (see for example the \( R \)-value distribution for AA 6022-T4 sheet reported in Cazacu and Barlat (2003)). For other alloys, \( R \)-value anisotropy is well reproduced both qualitatively and quantitatively (see Guan et al. (2008)). In this paper, we show that with a more advanced description of crystal plasticity, the \( R \)-value predictions are improved; the FE per grain crystal plasticity simulation reproduces the \( R \)-value anisotropy, showing \( R_{90} \) higher than \( R_{45} \) and \( R_{0} \) (Inal et al. 2000) in rolled sheets. It is safe to say that the texture evolution has been properly accounted for in the crystal plasticity model and that experiments can be bypassed when crystal plasticity results are used to calibrate the macromodel.

These results demonstrate that the yield criterion (15) is flexible enough to describe accurately both the \( R \)-value and yield stress anisotropy simultaneously. Fig. 14 shows the representation in the biaxial plane \((\sigma_{yy} = 0)\) of the yield surfaces according to CPB06ex2 corresponding to Fit 1 and Fit 2, respectively.

Fit 1 of the phenomenological criterion, which was calibrated using only crystal plasticity obtained yield stresses and strain ratios at 0, 15, 45, 75 and 90 describes very well the overall trend of the yield stress variation (see Fig. 10). Concerning the anisotropy of the strain ratio i.e. plastic flow anisotropy, Fit 2 of the criterion describes very well the experimental data. Fit 1, which is calibrated using solely crystal plasticity data, describes qualitatively the experimental trends (overestimate the experimental \( R \)-values by 5–10%). The yield function calibrated with crystal plasticity data and the yield function calibrated with the experimental data are interchangeable for stress ratio calculations and strain ratio calculations and one can use the results of crystal plasticity simulations instead of experimental data confidently. In other words, only crystal plasticity data that can capture correctly \( R \)-values may replace mechanical tests for identification/characterization purposes. Using only biaxial crystal plasticity data to calibrate the macroscopic yield function may lead to a less precise description of the plastic anisotropy at the macroscopic level (see also Grytten et al. 2008; Rousselier et al. 2009; etc.).

From the results presented above, it may be inferred that using directional yield stresses and strain ratios in seven different orientations obtained with FE per grain crystal plasticity model to calibrate the macroscopic yield criterion provides a very good approach to describe the overall behavior of the material in macro-scale forming operations.

7. Summary and conclusions

In this paper, it was shown that accurate crystal plasticity model based only on initial texture data and a single stress–strain curve can describe with accuracy the anisotropic mechanical response of FCC alloy sheets. Thus, it becomes possible to replace mechanical characterization tests with virtual tests for identification of the anisotropy coefficients involved in macroscopic scale yield functions and furthermore use these yield function for design applications. The accuracy of the FE crystal plasticity predictions is due to the use of the “finite element per grain” unit cell model. In particular, it is shown that the polycrystal calculations capture the stress–strain hardening curves in all the orientations and the...
anisotropic distribution of the R-values (width to thickness strain ratios) can be in excellent agreement with the experimental R-values with the choice of the hardening law. Simulations demonstrate that for a single strain path (uniaxial tension in this case), the simple so-called power-law hardening law was able to reproduce the stress-strain curves correctly with only three material parameters to be determined. However R-value predictions required more complex hardening laws to be implemented to reproduce subtle differences between RD, 45° and TD samples. In this paper, Plunkett et al. (2008) yield function was used and applied to analyze the plastic anisotropy of a continuous cast AA5754 sheets, yet the proposed methodology is general and can be applied to any yield function and any FCC alloy sheet. The results presented above represent the first robust demonstration of implementing microscale crystal plasticity simulation with measured texture data and hardening laws in macroscale yield criterion simulations in an accurate manner and should be of broader interest to the metal forming community.

Finally, it should be mentioned that our future plans include using the approach presented in the paper for Mg alloys. In contrast with aluminum alloys discussed in this paper, there is a strong texture evolution in Mg alloys which is stress-path dependent. It is believed that only by explicitly modeling the different mechanisms (already introduced in the present model), this evolution may be captured.
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