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Abstract 

The article presents the main bases of artificial intelligence, probabilistic diagnostic methods, development of the diagnostic 
database and diagnostic base of knowledge and Bayesian networks as a base of the diagnostic self-learning systems which are 
commonly used in medicine to recognize diseases on the basis of symptoms. Probabilistic models of diagnostic networks are 
based on the Bayesian formulas. These formulas let us determine probabilities of causes on the basis of probabilities of results. 
This is the reason why databases must be created and adequate probabilities determined. Results of this research are then 
analyzed by means of statistical methods. 
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1. Introduction 

Intelligent information systems are more and more commonly used in diagnostics1,2,3,4 , and others. The article 
presents the self-learning Bayesian networks implemented in medical diagnostics. The model of a network for 
medical diagnostics is shown however, it can be implemented in other disciplines as well. Probabilistic models of 
diagnostic networks are based on the Bayesian formulas. These formulas let us determine probabilities of causes on 
the basis of probabilities of results. This is the reason why databases must be created (e.g. records of patients, etc.) 
and adequate probabilities determined (e.g. diseases). Methods of probabilistic diagnostic can be used in medicine, 
psychology, economy, technology and other disciplines in which questioning, questionnaires or other experimental 
research is used5,6. Results of this research are then analyzed by means of statistical methods. Intelligent diagnostic 
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methods require creating information systems which include: databases, bases of knowledge and concluding 
functions. Modification of a database (by updating data) and knowledge (by updating probabilities) results in 
a diagnostic system which becomes self-learning. This kind of learning consists of modifying parameters of 
a diagnostic system while changing the data stream of currently diagnosed people. Such systems can be implemented 
for diagnosing in other disciplines e.g. business, finances, stock markets, etc. Diagnostics is commonly used in 
medicine to recognize diseases on the basis of symptoms7. Before implementing the right therapy (treatment 
methods, medicaments, etc.) patient’s disease must be determined. The diagnostic model is probabilistic because 
diseases are forecasted only with a certain probability (without certainty). It results from the specifics of the human 
body. Let us consider two ill persons as an example. They can have the same symptoms and different diseases or 
different symptoms and the same diseases. Therefore, knowledge has a statistical character in probabilistic 
diagnostic systems. So, extended databases (symptoms and diseases) and resulting from them bases of knowledge 
(probabilities at determined symptoms) are needed. Diagnostic networks are created during using a diagnostic 
procedure. This procedure consists of carrying out subsequent examinations (no all at once) as long as the reliable 
diagnosis of a disease is obtained. Moreover, at determined symptoms certain diseases are excluded (with high 
certainty).  Medical examinations are usually time occupying and expensive (they require expensive equipment) 
which results in not carrying out all examinations without a reason. On the other hand, it is important to detect some 
diseases as soon as possible (e.g. cancer, etc.). Therefore, it is necessary to justify the need to carry out these time 
occupying and costly examinations. It is of a vital importance for increasing effectiveness of functioning the health 
system in each country. At the beginning an ill patient usually complains about certain symptoms occurring in him 
(or a doctor detects them).  On this basis, certain diseases are diagnosed. If this diagnosis is not selective (i.e. 
showing with high certainty of a certain disease), a doctor recommends carrying out further examinations (e.g. blood 
analysis, X-ray, etc.). After obtaining these additional data, a more precise diagnosis is formulated. However, if even 
this diagnosis does not prove selective, the doctor recommends carrying out further examinations (CT, etc.). Such 
a procedure is carried out as long as the most reliable diagnosis is reached (defining a disease with high certainty). 

2. Artificial intelligence 

In a general case, diagnostics is one of practical methods of artificial intelligence. An expert (a doctor, 
a sociologist, an economist, an engineer, etc.) possesses natural intelligence (resulting from his life experience). 
However, the problem of passing this knowledge to the ones who replace him when he retires remains. So, 
diagnostic information systems based on professional experience should be available. Professional experience is the 
database which lets us conclude properly: What would happen if? Experience can be formalized and stored in 
information databases. Artificial intelligence is interpreted as a result of functioning specific information 
programs8,9,10 (i.e. computer-based, micro-controller, mobile, satellite – GPS, etc.). Such programs work rationally 
(not optimally) in the way a man equipped with natural intelligence does. In many cases the computer simulation 
method allows us to answer quickly (without the need to be an expert) the question: What would happen if? 
However, in such a case, an adequate simulation model is of a vital importance. Creating an adequate model (i.e. 
useful for diagnostic purposes) is difficult. Therefore, scientific works are carried out in the field of: brain/mind 
modeling, stock as well financial market modeling11, etc. Diagnostics requires specific knowledge. It is commonly 
assumed that the diagnosis is prepared by experts specializing in a given discipline. However, the diagnosis process 
carried out by experts is time occupying and costly. Therefore, computer-based diagnostic systems based on 
simulation and artificial intelligence replacing experts are built12. Artificial intelligence is associated with the human 
brain. In particular, to solve diagnostic problems artificial neuron networks are implemented13. Nevertheless, 
diagnosing depends on available information. For example, the use of computer tomography in medicine improves 
the effectiveness of diagnosing considerably. In a general case, supporting the human sense (e.g. seeing, hearing, 
smelling, etc.) lets us diagnose different phenomena e.g. diseases. Intelligence not only consists in joining 
information in one’s brain but also getting required information. The widely understood diagnostic problem also 
concerns possibilities of performing certain complexes of operations (manufacturing, transport, service, etc.). This 
branch of artificial intelligence concerns the so-called agent systems in which there is a decisive agent as well as 
performing agents. The problem of agent systems is in the center of artificial intelligence interest now. The basic 
agent system has a two-level structure. There is a decisive agent at the higher level (a dispatcher, a coordinator, 
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a manager, etc.). Performing agents are at the lower level. There can be various logic relations between performing 
agents however, they are rather independent. The key feature of the agent system is data/information division 
between a decisive agent and performers. A managing agent gives orders to perform a task without defining 
parameters (e.g. time). Performers have to recognize (diagnose) the environment in which they perform tasks. 
Diagnostic systems suggest how to conclude about the state of certain objects. Moreover, this state should be 
verified. In the case of a good or bad diagnostic decision the database or the base of knowledge of the diagnostic 
system are corrected however, diagnostic conclusions change as a result. Therefore, it is assumed that diagnostic 
systems can learn i.e. adjust their parameters (e.g. probabilities). The need for self-learning diagnostic systems is 
obvious (e.g. financial markets). Moreover, development of medicine and pharmacology leads to the need for data 
updating about patients (diseases and symptoms). 

3. Probabilistic diagnostic methods 

Self-learning probabilistic diagnostic systems which can be implemented in medicine are presented hereby. Self-
learning probabilistic diagnostic systems are based on the Bayesian formulas. This general approach towards 
creating self-learning diagnostic systems can also be used in other disciplines (e.g. in informatics to detect spam, 
while servicing cars to detect damaged sets, in banking to verify persons applying for a credit, etc. In a general case 
a diagnostic system consists of: the database, the knowledge base and the concluding generator. This is the reason 
why these elements of a probabilistic diagnostic system are discussed in detail. A probabilistic diagnostic method 
based on the Bayesian formulas is presented below. Let us assume there are N events Bn which exclude each other 
and are mutually independent. It is assumed that these events create the total system which means that probabilities 
of these events meet the condition p(B1)+,…,+p(Bm)+,…,+p(Bm) =1. The event nB  is understood as occurrence of 
the n-th disease. It is assumed that diseases exclude each other and are mutually independent. At the same time it is 
assumed that p(An)>0, n = 1,…,N. Let us assume that there are M independent events Am, m = 1,…,M  which do not 
exclude each other. These events are understood as occurring symptoms of a disease. Further, let us assume that 
probabilities of these events are given p(Am)>0, m = 1,…,M. The diagnostic model uses the name "patient’s profile" 
on the basis of symptoms of a disease. The patient’s profile defines the conjunctions A of events Am, m = 1,…,M 
where the probability of this conjunction is determined as (1): 

M

m
mApAp

1

)()(   (1) 

Events Bn and A are mutually dependent because the n-th disease comes into being by defined symptoms Am, m = 
1,…,M. The known Bayesian formula is implemented for the conjunction of dependent events (2): 

)()()()()( A/BpApB/ApBpA^Bp nnnn  (2) 

The conditional probability )A/B(p n  is obtained from formula (2) (3): 
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As it assumed that events Am are not dependent so it can be written that (4):  
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Substituting formulas (1) and (4) into (3) we obtain finally the following formula (5): 
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The probability of the n-th disease (events Bn) can be determined from the Bayesian formula (5) on condition that 
the conjunctions of A symptoms comes into being if the following probabilities are known: a) absolute: p(Am) - 
occurring of the m-th disease, m=1,…,M; b) absolute: p(Bn) - occurring of the n-th symptom, n=1,…,N; c) relative: 
p(Am / Bn) - occurring of the m-th disease, m=1,…,M at the n-th symptom, n=1,…,N. The program consists of three 
loops. However, the following are required: a) the vectors of probabilities: p(Am), m = 1,…,M and p(Bn), n = 1,…,N; 
b) the matrix of probabilities: P(Am / Bn), m = 1,…,M, n = 1,…,N. The above probabilities form the base of 
knowledge which is determined with the use of the database. 

4. The diagnostic database 

Let us consider the basic case of medical diagnostic, without taking into account temporarily, the Bayesian nets. 
Let us also assume that a doctor has the patients’ records in which there are K patients forming the database. With 
the pass of time the number K grows in practice. However, at the beginning let us consider the database for the 
constant number of patients K. Such a base is static in comparison with the dynamic database in which data change. 
In a specific case of the temporary database data can be subject to change in time. At the same time, there can be the 
constant number of records K e.g. updated ones (using e.g. the FIFO procedure). Such bases are used commonly in 
practice (e.g. to monitor share prices at the stock exchange, etc.). Also, the usage of temporary bases is justified in 
diagnostic databases because of development of medicine, changes of life conditions in the environment, etc. Let us 
assume that each patient Pk, k = 1,…,K was examined by the doctor in order to diagnose a disease to be treated. The 
doctor diagnoses a disease of subsequent patients on this basis. An experienced doctor (equipped with natural 
intelligence) can diagnose patients’ disease precisely on the basis of symptoms. A patient should be treated properly 
in accordance with the diagnosed disease. The effect of such a diagnose and treatment process of patients is saved in 
the database as a result: a) diagnosed symptoms Am, m = 1,…,M; b) a diagnosed disease Bn which should be treated 
in a patient. From the formal point of view a database can be presented in the form of two tables (symptoms and 
illnesses) in the way presented further. Let us assume there is a record of patients (the database) where we can 
distinguish the first table consisting of M fields (columns) connected with symptoms marked by: a1,…,am,…,aM. So, 
from the mathematical/logical point of view, the occurrence of the symptom am is an event which can have different 
values. In a general case a symptom can: occur; not occur; not be examined; not be sure (only probable). In an 
analogical way the database can contain a table consisting of N fields (columns) connected with diseases which are 
marked as: b1,…,bn,…,bN. It is assumed that a patient undergoes a treatment process which is connected with 
a certain disease detected in a diagnostic process. There are false diagnoses in practice but finally the patient is 
subject to the proper treatment process. So, from the mathematical/logical point of view, the occurrence of the 
disease nb  (which was treated) in a patient is an event with the value 1. Let us assume that the database (both tables 
with symptoms and diseases) has K records where the k-th record includes patient’s data Pk, k = 1,…,K. Data in the 
database refers to symptoms: 

1) the binary matrix of symptoms A=[ak,m], k = 1,…,K, m = 1,…,M, where: ak,m  =  +1  if the k-th patient has the 
m-th symptom; ak,m  = -1 if the k-th patient does not have the m-th symptom; ak,m = 0  if the m-th symptom was not 
examined in the k-th patient. There is the value 1 in the k-th row of the matrix A, k = 1,…,K (6): 

M

m
m,k M)(a

1

10   (6) 

At the same time let the element of the matrix A which equals 1 be marked a(+1). It is assumed that at least one 
symptom was identified in each patient: ak,m = 1 which means the patient was ill. Analogously, the sum of values 1 
in the m-th column of the matrix A meets the requirements of (7): 
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as the same symptom can be seen in many patients. 
2) the binary matrix of illnesses in the form: B = [bk,n], k = 1,…,K, n = 1,…,N, where: bk,n = 1 if the k-th patient 

has the n-th illness; bk,n = 0 if the k-th patient does not have the n-th disease. There is only one value 1 in the k-th 
row of the matrix B, k = 1,…,K (8): 
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as it is assumed each patient has only one disease. The sum of values 1 in the n-th column of the matrix B meets 
the requirements of (9): 
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as there occurred N different diseases among K patients. 
Analogously, the analysis of symptoms which were examined but did not occur in a patient can be carried out i.e. 

ak,m = -1. It is important to emphasize that if a certain symptom does not occur, it lets us eliminate certain diseases. 
In a specific case, a patient should be healthy if they have symptoms of a disease. The probability of each disease 
should equal zero in the discussed diagnostic system. Simultaneously, the lack of information about occurrence of 
a symptom does not let us diagnose on the basis of this symptom. The base of knowledge can be created on the basis 
of the database defined in this way (i.e. probabilities of occurrence of symptoms and diseases). Such a database is 
required to diagnose diseases with the use of registered symptoms in case of the next patient (numbered as K + 1). 

5. The diagnostic base of knowledge 

An expert should have specialist knowledge. This knowledge results from data/information stored in databases. 
Data processing can lead to obtaining knowledge about an analyzed object or process. Diagnostic databases of 
knowledge are formed from the diagnostic databases. Diagnostic databases as well as diagnostic databases of 
knowledge are characterized by the type of information they consist of. Diagnostic databases include information 
about causes and effects of events concerning each object and process. On the other hand, diagnostic databases of 
knowledge include statistical information. In turn, the diagnostic knowledge base contains statistical information 
about the causes and consequences of a set of objects and processes. In the case of medical diagnosis, statistical 
information is treated as a probability. In a general case, a patient has a few symptoms and one disease (by 
definition). Thus, in the further analysis we assume that the symptoms are not mutually exclusive. If in a selected 
patient there are some symptoms at the same time, they form a conjunction from the mathematical/logical point of 
view. Symptoms which are not mutually exclusive can be either dependent or independent. For example, a patient's 
headache can be caused by temperature. However, sometimes there are cases of patients with a headache without 
temperature and temperature without a headache. For a particular patient it is difficult to determine whether the 
symptoms are dependent or independent. In case of acceptance (for simplicity) the fact that the symptoms are 
independent a diagnostic model becomes less complicated. In a general case, the patient falls ill with one disease, 
even though there are cases of simultaneous diseases. In the further analysis we assume that at the given data 
a patient suffers from one disease. There are characteristic symptoms for a specific disease. This information can be 
obtained from: from doctors, specialized medical books or the Internet. This gives a physician an opportunity to 
bring an accurate diagnosis, i.e. indication of a disease on the basis of identified symptoms. In general, however, 
there is a certain symptom occurring in various diseases (e.g. temperature, headache, etc.). For this reason, your 
doctor may have a problem with identifying a disease having the knowledge about given symptoms. This problem 
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results from the fact that human organisms differ and therefore: a) the same symptoms - patients may have various 
diseases; b) a variety of symptoms - patients may have the same disease. 

For these reasons, medical diagnostics defines the probability of occurrence of a certain disease. These 
probabilities are derived from knowledge of the statistical analysis of data (contained in the files of symptoms and 
diseases). Typically, this is analysis for many patients, stretched in time, throughout several years of medical 
practice. Typically, a physician is responsible for a patient database (of symptoms and diseases) but not a knowledge 
base (i.e. the corresponding probabilities). The doctor’s aggregated medical knowledge (in his natural memory) 
forms the so-called doctor’s natural intelligence. The problem lies in the fact that an experienced doctor should pass 
his knowledge (professional experience) to a young doctor who has no experience (for example he has just 
graduated from a university). Otherwise, a young doctor will be gaining his professional experience (natural 
intelligence) for several years. In this case, diagnosis processes will last longer and will be more expensive. Let us 
assume that the database (matrixes A and B) was sorted out according to the numbers of patients’ diseases. This 

enables us to determine the numbers of patients Kn who were diagnosed with the n-th disease, Nn ,...,1 KK
N

n
n

1
 

and at the same time the absolute probability can be calculated: P(bn), n = 1,…,N which is understood as the 
probability that the n-th disease will be detected (no matter what kind of symptoms occur) (10): 

K
K)b(P n
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Analogously, it is possible to calculate the absolute probability P(am), m = 1,…,M of the m-th symptom 
occurrence (no matter what kind of disease it is) (11): 
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so it is enough to sum up column elements which equal 1 in the matrix A in accordance with all rows for k, k = 
1,…,K. The absolute probabilities P(am) and P(bn) form the statistical knowledge about patients from a certain 
environment (throughout the time of creating the database). This statistical knowledge is general intelligence which 
enables us to diagnose diseases effectively. Detailed intelligence requires determining conditional probabilities. 
Conditional probabilities P(am / bn), indicating that a patient with the disease bn, n = 1,…,N had the symptom am, m = 
1,…,M, can be calculated with the use of the database, i.e. am = +1. Analogously, it is possible to determine the 
probability Q(am / bn) indicating that a patient with the disease bn, n = 1,…,N  did not have the symptom am, m = 
1,…,M, i.e. am = -1. Symptoms which were not examined have no value for diagnostics. As the database is sorted 
according to diseases K1,…,Kn,…,KN, elements ak,m are to be summed according to indexes k beginning with Ln-1 to 

Ln where L0 = 0 and 
nKi

i
in KL

1
. The relative probabilities P(am / bn) are calculated from the formulas (12 – a,b,c): 

- for the disease b1 (12-a) - for the disease bn (12-b) - for the disease bN (12-c)  

   

(12) 
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The matrix of conditional probabilities P(am / bn) provides a detailed statistical knowledge base of a diagnostic 
system. It is possible to diagnose the disease effectively on the basis of absolute and conditional probabilities. 
Analogously, one can determine the knowledge base for the symptoms which were not found during testing. 

6. Diagnosis 

Let us assume that the profile X of the subsequent patient is given in the form of the vector of symptoms xm, x = 
1,…,M. On the basis of this profile (examined symptoms) it is necessary to determine a disease of a patient. As 
shown in this paper the diagnostic system lets us conclude about the probabilities of patient’s diseases: 
b1,…,bn,…,bN on the basis of examined symptoms x1,…,xm,…,xM. The presented diagnostic model takes into account 
the following: xm = +1 if the examined patient has the symptom am; xm = -1 otherwise. Let xi be symptoms which 
were examined and were not detected in a certain patient and xi be symptoms which were examined and were 
detected in a certain patient. On the basis of data xi it is possible to exclude the disease bn for this certain patient if 
the condition below is met: P(ai / bn) = 0. The above condition indicates that none of K patients whose data are in 
the database did not fall ill with the disease bn if the symptom ai was not detected in them. Conclusion: A patient did 
not fall ill with the disease bn because there is no detected symptom ai in him. In this way, with the use of the data: 
xm = -1 and the condition P(ai / bn) = 0 it is possible to eliminate diseases bn. In the optimistic case, after such 
elimination there remains only one disease. However, if the result of such elimination leads to leaving more than one 
disease, the Bayesian formulas are used to determine the most probable disease. Because the symptoms and diseases 
are dependent, therefore the probability of dependent events must be determined from the Bayes Theorem p(bn^Y) = 
p(bn)·p(Y / bn) = p(Y)·p(bn / Y), where: Y – is a conjunction of symptoms that occurred in the examined patient, i.e. 
xm = -1; bn – are the diseases which have not been eliminated (in the previous calculation step). Thus, we receive 
from the above (13): 

)Y(P
)b/Y(P)b(P

)Y/b(P nn
n   (13) 

The left side of this equation is the probability of the disease bn in the case of symptoms constituting the 
conjunction Y  (i.e. the conjunction of symptoms for which xm = -1) and this probability must be determined. 

The absolute probability P(bn) is given on the right side of the above equation. It is stored in the knowledge 
database. Because it was assumed that symptoms are independent events, so the probability P(Y) is calculated as the 
product of (14 – a,b):  

- absolute probabilities P(aj), Jj ,...,1  for 
the symptoms which occurred in a tested 
patient (i.e. xm = -1) (14-a) 

- similarly, conditional probabilities are calculated (14-b)  
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The calculations are repeated for all diseases bn which have not been eliminated by the previous procedure. The 

maximum value of the probability P(bn / Y) determines the most likely disease. If the value P(bn / Y) is much higher 
than for other diseases, it is assumed that the result of the diagnosis is the disease bn. Otherwise, a doctor 
recommends a patient to perform additional tests. 

7. Bayesian networks 

In practice, the diagnostic system can use the Bayesian networks. Such networks are formed in the case where 
data about symptoms are not available at one moment. If, after the elimination of certain diseases more than one 
disease remain, a doctor may perform an additional study. As a result, the Bayesian formulas are implemented in 
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order to indicate one disease. From a theoretical point of view, the Bayesian networks are created then. The problem 
of diagnosis in medicine by means of the Bayesian method can be represented in the form of a network. Nodes of 
such a network are the states S which interpret data sets for studies of patients. Arcs (directed) mean the study of 
specific symptoms. Let us assume there are M symptoms in a certain field. Thus, a patient can be examined if he has 
the m-th symptom, m = 1,…,M. In a general case there are M2 states not considering the sequence of examination. 
Such a net has one initial state 0S  which represents a patient without examinations. Similarly, there is only one final 
state MS  in this network which represents a patient after all examinations of all M symptoms. Thus, in such 
a network stages can be distinguished (of carrying out the subsequent examinations): Ee ,...,1 . From the 
theoretical point of ME  however, in diagnostic practice ME . The number of states of the e-th stage equals 

e2 , Me ,...,1,0 . In practice, in the medical diagnostics network queuing relationships are taken into account. It 
results from the logic sequence of testing. For example, examining the i-th symptom should precede the study of the 
j-th symptom. In practice there are also other reasons for the examining sequence constraints. For example, the 
subsequent j-th examination can be carried out only after the time i or its cost equals ci. Minimizing the time and 
cost of diagnosis, the examination sequence can be reduced. It is worth noting that the queuing restrictions are 
territorial (i.e. they may be different in different regions). In continuation, it is assumed that the states S in the 
discussed network include these queuing relationships. The state Se, Me ,...,1 interprets a collection of studies of 
certain patient’s symptoms e. The result of each examination can be positive (i.e. a symptom occurs) or negative 
(i.e. a symptom does not occur). Therefore, the patient who had e specific examinations can be in e2  states. In 
extreme cases: a) all examinations delivered a positive result; b) all examinations delivered a negative result. In this 
connection, it is necessary to distinguish the patient’s state efs , ef 2,...,1  who had e examinations carried out on 
him and which delivered the f-th variant of results (positive or negative). To sum up, the Bayesian network consists 
of the states eS  for e = 0,1,…,M; their number equals Le=2e (one initial state and one final state). Each state eS  is a 
set of defined examinations on the basis of M symptoms. The study of symptoms can be positive or negative.  
Therefore, each state eS  is a set of states efs  for ef 2,...,1  of the patient who had examinations carried out on 
him (depending on the obtained results). The number of states efs  equals Le,f = 2e. Accordingly, the Bayesian 
diagnostic network has a very large size (the number of states). For this reason, the analysis (diagnosis) requires 
artificial intelligence methods (e.g. evolutionary algorithms). The problem of medical diagnosis consists in 
determining probabilities (at the given state sef): a) P(bn / X) of the fact that the patient has developed the n-th 
disease, n = 1,…, Ne; b) Q(bn / X) of the fact that the patient does not have the n-th disease, n = 1,…,Ne. If 
probabilities of the above are not selective (i.e. they do not indicate one disease) or do not exceed prescribed 
arbitrary limits g and d ( gP  or dQ  ), it is necessary to carry out the next examination. The selection problem 
of the next j-th test can be solved by methods of artificial intelligence (such as an evolutionary algorithm). It is 
possible to simulate carrying out the j-th examination as well as the positive or negative results at the state sef. The 
choice of the j-th examination depends on the reduction degree of the diagnosis space. In particular, one disease 
should be indicated after the j-th study. If treatment of a diagnosed disease does not bring improvement of the 
patient’s health state, the physician performs additional tests (or directs the patient to specialized studies such as 
lung X-ray, CT scan, blood analysis, etc.). On this basis, the first diagnosis may be affected and the patient can be 
treated for another disease by another professional. 

8. The diagnostic self-learning system 

The presented diagnostic system is static, i.e. the database does not change. In practice, the patient database 
changes over time as a result of medicine development, changes in living conditions, etc. Furthermore, the data in 
this database come from a selected community (geographically and temporally). These data may also be information 
obtained from doctors, from the Internet or medical publications. In the presented system, the database is 
emphasized on the basis of determined probabilities of a knowledge base. Each new patient provides their data about 
symptoms and a disease. These data can be introduced successively into the database, i.e. in a chronological order. 
As a consequence, the probabilities in the knowledge base under which the diagnosis is carried out, change. In 
particular, other diseases can be eliminated and another disease can be selected as the most probable. In view of 
these observations, we conclude that the diagnostic system should be self-learning. Data collected from each next 
patient should be introduced into the system. The database can contain the constant number of patients K. Therefore, 
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after introduction of a new patient data, the oldest data must be removed from the database (the FIFO principle). 
Self-learning diagnostic systems are intelligent systems. They are able to adapt to the randomly changing 
environment. Such systems can also be used in other fields such as psychology, economics, technology, etc.14  

The self-learning system for medical diagnosis proposed in this paper implies that an interview with a patient 
about symptoms to infer about the disease is unavoidable. Such a system can also be made for the diagnosis of 
diseases on the basis of other data. For example, some diseases may be detected by means of blood analysis. 
Depending on the components (and their proportions) it is possible to determine the probability of certain diseases. 
However, if intervals of percentage shares of components in the blood are distinguished, the occurrence of certain 
events of shares is mutually exclusive (for the same component). For this reason, the Bayesian formulas change 
because the event A is an alternative, not a conjunction of events Am. Modifying Bayesian formulas for such cases is 
not a significant problem. 

A self-diagnostic system can be used in practical medical diagnosis. Revision of its effectiveness requires 
practical computer-based testing. In the information version it can be the system to be used in a single computer, the 
local network of computers or the Internet system. In case of a single computer or network, an interview with 
patients can be performed even by a nurse. Then a doctor, in a much shorter time, can make a diagnosis on the basis 
of calculated probabilities. In such a process a local knowledge base is created. Migration of patients between 
different health centers requires transferring data "to follow the patient”. The ability to transfer data of a single 
patient leads to the concept of establishing a global (common to many health centers) knowledge base. In these 
databases it is essential to protect personal data but this kind of problem is not considered in this paper. 

9. Conclusions 

The probabilistic diagnostic system can also be used in other fields such as psychology, economics, repair 
processes, etc. Psychology similarly to medicine is a science based on experiments, interviews or questionnaires. 
For this reason, in the same way, psychological symptoms of patients can be observed and adequate therapies 
indicated. In economics (banking) solvency of natural or legal persons is diagnosed before granting the loan. To do 
this, the number of indicators (revenues, expenses, liabilities, etc.), which are symptoms, is checked. Moreover, 
repayment of the credit, its conversion, etc. is predicted. In practice, diagnostic systems are often used to predict the 
cause of device failure as repair usually involves costly disassembly. Hence, it is important to properly diagnose 
what went wrong in order to make sure that dismantling is needed. This procedure is commonly used in repair 
services. Diagnostic systems can also be used in selection of effective drugs or herbs. In this case, a disease can be 
recognized, and it is important to select drugs or herbs which prove to be effective. Thus, the diagnosis of therapy 
may also be considered. In this case, age, sex, physical characteristics of a patient (weight, height, etc.) are treated as 
symptoms. Therapies are associated with an implemented drug (e.g. due to price), the intensity of dosing the drug, 
a composition of various drugs, etc. In the case of an Internet system, answers: YES (1) or NO (0) may be given by 
the patient himself (e.g. whether he has a high temperature or a headache, etc.). In this way, an online self-learning 
diagnostic system can be treated as the so-called medical "zero contact". On the basis of an online diagnosis the 
patient can visit a doctor of the so-called "first contact" or a specialist. If a patient survey is available (via the 
Internet) for a doctor, he may introduce a modification to the database. Increasing access to an online self-learning 
diagnostic system will make the knowledge in the system more reliable and the health service more efficient. 
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