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Abstract

In this paper we prove the existence of a renormalized solution for a class of non coercive no
equations whose prototype is:{

−�pu + b(x)|∇u|λ = µ in Ω,

u = 0 on∂Ω,

whereΩ is a bounded open subset ofR
N , N � 2,�p is the so calledp-Laplace operator, 1< p < N ,

µ is a Radon measure with bounded variation onΩ, 0 � λ � p − 1 andb belongs to the Lorentz
spaceLN,1(Ω).
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Résumé

Dans cet article nous démontrons l’existence d’une solution renormalisée pour une
d’équations non linéaires non coercives dont le prototype est :{−�pu + b(x)|∇u|λ = µ dansΩ,

u = 0 sur∂Ω,
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où Ω est un ouvert borné deRN , N � 2, �p est lep-Laplacien, 1< p < N , µ est une mesure de
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Radon bornée, 0� λ � p − 1 etb appartient à l’espace de LorentzL (Ω).
2003 Published by Éditions scientifiques et médicales Elsevier SAS.
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1. Introduction

In this paper we consider a class of problems whose prototype is{−�pu + b(x)|∇u|λ = µ in Ω ,
u = 0 on∂Ω ,

(1.1)

whereΩ is a bounded open subset ofR
N , N � 2, �p is the so calledp-Laplace operator

1 < p < N , µ is a Radon measure with bounded variation onΩ , 0 � λ � p − 1 and
the coefficientb belongs to the Lorentz spaceLN,1(Ω). We are interested in proving a
existence result.

This problem has two main features: on the one hand, the right-hand side is a m
(and not an element of the dual spaceW−1,p′

(Ω)); on the other hand, the operator is
general not coercive when the norm ofb in LN,1(Ω) is not small. Those features produ
specific difficulties.

Let us begin with the problems induced by the fact that the right-hand side is a me
For the moment we assumeb = 0, i.e., that there is no nonlinear termb(x)|∇u|λ.

In the linear case (wherep = 2), Stampacchia defined in [34] a notion of soluti
of (1.1) by duality, for which he proved existence and uniqueness; he proved in par
that this solution belongs toW1,q

0 (Ω) for everyq < N/(N − 1) and satisfies (1.1) in th
distributional sense. Stampacchia’s duality arguments have been extended to the no
case whenp = 2 ([30]), but not to the casep �= 2.

The nonlinear case was firstly studied in [8,9] (and then in [14], where a
b(x)|∇u|p−1 is considered). In these papers the existence of a solution which sa
the equation in the distributional sense is proven whenp > 2− 1/N ; this assumption onp
ensures that the solution belongs toW

1,q

0 (Ω) for everyq < N(p − 1)/(N − 1) (note that
N(p − 1)/(N − 1) > 1 whenp > 2− 1/N ).

There are however two difficulties when one considers this type of solution for
On the first hand, whenp is close to 1, i.e.,p � 2− 1/N , simple examples show that th
solution of (1.1) does not in general belong to the spaceW

1,1
loc (Ω) (take the Dirac mass a

the center of a ballΩ). On the other hand, a classical counterexample ([33], see also
shows that such a solution is, in general, not unique.

To overcome these difficulties two equivalent notions of solutions have been introd
the notion of entropy solution in [1,10] and the notion of renormalized solution in [26
30], in the case where the measureµ belongs toL1(Ω) or toL1(Ω)+W−1,p′

(Ω); in these
papers the existence and uniqueness of such solutions are proven. In [13] these no
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solution have been extended to the case of a general measure with bounded variation, and
rable”

g
riation
and

,17] for
ional
nt

ate
l-
stence
he non-
4,16,

blems
cisely,

or
in

A):
y

ove

na,
oblems
an existence result is proven and (partial) uniqueness results obtained for “compa
solutions (see further results about uniqueness in [22]).

Let us finally explain the restriction 1< p < N onp. Whenp > N , Sobolev embeddin
theorem and a duality argument imply that the space of measures with bounded va
on Ω is a subspace ofW−1,p′

(Ω), which reconduces the problem to a classical one,
the counterpart of the results of the present paper can therefore be found in [3,4,15
p > N . Whenp = N , existence and uniqueness results of a solution in the distribut
sense have been proven in [18,19,21] in the caseb = 0. We do not consider in the prese
paper the casep = N which would lead to further technicalities.

Let us now pass to the problems induced by the nonlinear termb(x)|∇u|λ. Whenµ

belongs to the dual spaceW−1,p′
(Ω), and whenλ = p − 1, the use of the test functionu

in (1.1) leads to∫
Ω

|∇u|p � ‖µ‖W−1,p′
(Ω)‖u‖

W
1,p
0 (Ω)

+ ‖b‖LN (Ω)

∥∥|∇u|∥∥p−1
Lp(Ω)

‖u‖Lp∗
(Ω) (1.2)

with 1/p∗ = 1/p − 1/N , which using Sobolev embedding produces an a priori estim
when‖b‖LN (Ω) is sufficiently small. When‖b‖LN (Ω) is large, Bottaro and Marina deve
oped in [11] a technique which allowed them to prove an a priori estimate and an exi
and uniqueness result in the linear case. This existence result was generalized to t
linear case in [15]. Similar results were obtained by symmetrization techniques in [2–
17].

In the present paper, we face both difficulties (right-hand side measure andb large).
Our goal is to prove the existence of a renormalized solution for a class of pro
whose prototype is (1.1) (see Theorem 2.1, which is proven in Section 3). More pre
we prove the existence of a renormalized solution of (1.1) when 0� λ � p − 1, when
b ∈ LN,1(Ω) and whenµ is a general measure with bounded variation.

The idea is to consider first the case where‖b‖LN,1(Ω) is small; in this case the operat
is coercive. Hence, using the truncationTk(u) as a test function in (1.1), we easily obta
that‖∇Tk(u)‖p

(Lp(Ω))N � Mk for everyk > 0, whereM = ‖µ‖Mb(Ω) + ‖b|∇u|p−1‖L1(Ω).
We then use the following result of [1] (that we slightly generalize in Appendix
when the truncationsTk(v) of a functionv belong toW

1,p

0 (Ω) and satisfy the inequalit
‖∇Tk(v)‖p

(Lp(Ω))N � Mk for all k > 0, then v satisfies‖|∇v|p−1‖
LN ′,∞(Ω)

� C0M.
Therefore, one has:∥∥|∇u|p−1

∥∥
LN ′,∞(Ω)

� C0M = C0
[‖µ‖Mb(Ω) + ∥∥b|∇u|p−1

∥∥
L1(Ω)

]
� C0

[‖µ‖Mb(Ω) + ‖b‖LN,1(Ω)

∥∥|∇u|p−1
∥∥

LN ′,∞(Ω)

]
,

and when‖b‖LN,1(Ω) is small, we obtain an a priori estimate, which allows one to pr
the existence result.

In the case where‖b‖LN,1(Ω) is not small, we use the technique of Bottaro–Mari
which in some sense allows one to reduce the problem to a finite sequence of pr
with ‖b‖LN,1(Ω) small and to prove again the existence of a renormalized solution.
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In conclusion, in the present paper we prove the existence of a renormalized solution
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whenµ is a Radon measure with bounded variation and when the lower-order ter
a growth likeb(x) |∇u|λ, with 0 � λ � p − 1 and a coefficientb which belongs to the
Lorentz spaceLN,1(Ω). This seems to be close to the optimal result that one can ho
such a framework.

The present paper has been announced in [5].
In a forthcoming paper [6], we prove uniqueness results for a class of problems

prototype is a nondegenerated variation of (1.1), in the case where the right-handµ

belongs toL1(Ω) + W−1,p′
(Ω) and whereb belongs to some Lebesgue spaceLr(Ω). Let

us note the following surprising and unsatisfactory fact: while we prove in the pr
paper that there exists at least a renormalized solution of (1.1) for 0� λ � p − 1,
we prove in [6] that the renormalized solution of this problem (or more exactly o
nondegenerated variation), if it exists, is unique when 0� λ < λ∗(N, p), where in some
cases,λ∗(N, p) > p − 1, while in other casesλ∗(N, p) < p − 1. Therefore, the interval
in λ for which we prove either existence or uniqueness do not coincide in general. The
phenomenon appears in the case where one deals with usual weak solutions for rig
sides inW−1,p′

(Ω): we prove uniqueness results in this more classical framework in

2. Definitions and main result

In this section, we recall the definition of a renormalized solution for nonlinear ell
problems with right-hand side a measure (cf. [13]), and we state our existence resu
begin with a few preliminaries about the decomposition of measures (which can be
in [13]) and about Lorentz spaces (see, e.g., [23,27,31]).

In the whole of this paper,Ω is a bounded open subset ofR
N , N � 2, andp is a real

number, 1< p < N , with p′ defined by 1/p + 1/p′ = 1.

2.1. Decomposition of measures

We start recalling the definition ofp-capacity. Thep-capacity capp(K, Ω) of a compact
setK ⊂ Ω with respect toΩ is:

capp(K, Ω) = inf

{∫
Ω

|∇ϕ|p: ϕ ∈ C∞
c (Ω), ϕ � χK

}
,

whereχK is the characteristic function ofK (we will use the convention that inf∅ = +∞).
If U ⊆ Ω is an open set, then we denote

capp(U, Ω) = sup
{
capp(K, Ω): K compact, K ⊆ U

}
,

while thep-capacity of any subsetB ⊆ Ω is defined as:

capp(B, Ω) = inf
{
capp(U, Ω): U open, B ⊆ U

}
.
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We denote byMb(Ω) the space of all Radon measures onΩ with bounded variation
0 ∫

e
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ular

we get:
and byCb(Ω) the space of all bounded, continuous functions onΩ . Thus Ω ϕ dµ is well
defined forϕ ∈ C0

b (Ω) andµ ∈ Mb(Ω). Moreoverµ+ andµ− are the positive and th
negative parts of the measureµ, respectively.

Definition 2.1.A sequence{µn} of measures inMb(Ω) converges in the narrow topolog
to a measureµ in Mb(Ω) if

lim
n→+∞

∫
Ω

ϕ dµn =
∫
Ω

ϕ dµ,

for everyϕ ∈ C0
b (Ω).

We defineM0(Ω) as the set of all the measuresµ in Mb(Ω) which are absolutely
continuous with respect to thep-capacity, i.e., which satisfyµ(B) = 0 for every Borel se
B ⊆ Ω such that capp(B, Ω) = 0. We defineMs(Ω) as the set of all the measuresµ in
Mb(Ω) which are singular with respect to thep-capacity, i.e., which are concentrated in
setE ⊂ Ω such that capp(E, Ω) = 0.

An important property of the measures inMb(Ω) is the following [20, Lemma 2.1]:

Proposition 2.1.For every measure inMb(Ω) there exists an unique pair of measur
(µ0, µs), with µ0 ∈ M0(Ω) andµs ∈ Ms(Ω), such thatµ = µ0 + µs .

The measuresµ0 andµs will be called the absolutely continuous part and the sing
part of µ with respect to thep-capacity. Actually, for what concernsµ0, one has the
following decomposition result [10, Theorem 2.1]:

Proposition 2.2.Letµ0 be a measure inMb(Ω). Thenµ0 belongs toM0(Ω) if and only if
it belongs toL1(Ω) + W−1,p′

(Ω). Thus ifµ0 belongs toM0(Ω), there existsf in L1(Ω)

andg in (Lp′
(Ω))N such that

µ0 = f − div(g),

in the sense of distributions. Moreover, every functionv ∈ W
1,p

0 (Ω) is measurable with
respect toµ0 and belongs toL∞(Ω, µ0) if v further belongs toL∞(Ω), and one has:∫

Ω

v dµ0 =
∫
Ω

f v +
∫
Ω

g∇v, ∀v ∈ W
1,p

0 (Ω) ∩ L∞(Ω).

As a consequence of the previous results and the Hahn decomposition theorem

Proposition 2.3.Every measureµ in Mb(Ω) can be decomposed as follows:

µ = µ0 + µs = f − div(g) + µ+
s − µ−

s ,
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whereµ0 is a measure inM0(Ω), hence can be written asf − div(g), with f ∈ L1(Ω)
p′ N + −

aces,
for every

ions

ent

s

andg ∈ (L (Ω)) , and whereµs andµs (the positive and the negative parts ofµs ) are
two nonnegative measures inMb(Ω), which are concentrated in two disjoint subsetsE+
andE− of zerop-capacity.

2.2. A few properties of Lorentz spaces

In the present paper, we will use only the following properties of the Lorentz sp
which are intermediate spaces between the Lebesgue spaces, in the sense that,
1 < s < r < ∞, one has

Lr,1(Ω) ⊂ Lr,r (Ω) = Lr(Ω) ⊂ Lr,∞(Ω) ⊂ Ls,1(Ω). (2.1)

For 1< r < ∞, the Lorentz spaceLr,∞(Ω) is the space of Lebesgue measurable funct
such that

‖f ‖Lr,∞(Ω) = sup
t>0

t
[
meas

{
x ∈ Ω :

∣∣f (x)
∣∣ > t

}]1/r
< +∞, (2.2)

endowed with the norm defined by (2.2). For 1< q < ∞, the Lorentz spaceLq,1(Ω) is the
space of Lebesgue measurable functions such that:

‖f ‖Lq,1(Ω) =
|Ω|∫
0

f ∗(t)t1/q dt

t
< +∞, (2.3)

endowed with the norm defined by (2.3). Heref ∗ denotes the decreasing rearrangem
of f , i.e., the decreasing function defined by

f ∗(t) = inf
{
s � 0: meas

{
x ∈ Ω :

∣∣f (x)
∣∣ > s

}
< t

}
, t ∈ [

0, |Ω |].
For references about rearrangements see, for example, [12,24].

The spaceLr,∞(Ω) is the dual space ofLr ′,1(Ω), where 1/r + 1/r ′ = 1, and one ha
the generalized Hölder inequality

∀f ∈ Lr,∞(Ω), ∀g ∈ Lr ′,1(Ω),∣∣∣∣∫
Ω

fg

∣∣∣∣ � ‖f ‖Lr,∞(Ω)‖g‖Lr′ ,1(Ω).
(2.4)

2.3. Definition of a renormalized solution and existence result

Fork > 0, denote byTk :R → R the usual truncation at levelk, that is

Tk(s) =
{

s, |s| � k,
k sign(s), |s| > k.
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Consider a measurable functionu : Ω → �R which is finite almost everywhere and satisfies
1,p ique

r, if

s

lly be
Tk(u) ∈ W0 (Ω) for everyk > 0. Then there exists (see, e.g., [1], Lemma 2.1) an un
measurable functionv : Ω → �RN such that

∇Tk(u) = vχ{|u|�k} almost everywhere inΩ, ∀k > 0. (2.5)

We define the gradient∇u of u as this functionv, and denote∇u = v. Note that
this definition is different of the definition of the distributional gradient. Howeve
v ∈ (L1

loc(Ω))N , thenu ∈ W
1,1
loc (Ω) andv is the distributional gradient ofu. In contrast

there are examples of functionsu /∈ L1
loc(Ω) (and thus such that the gradient ofu in the

distributional sense is not defined) for which the gradient∇u is defined in the previou
sense (see Remarks 2.10 and 2.11, Lemma 2.12 and Example 2.16 of [13]).

In the present paper, we consider a nonlinear elliptic problem which can forma
written as {

−div
(
a(x, u,∇u)

) + H (x, u,∇u) + G(x, u) = µ in Ω ,
u = 0 on ∂Ω .

(2.6)

Here the functiona : Ω × R × R
N → R

N is a Carathéodory function satisfying:

a(x, s, ξ)ξ � α|ξ |p, α > 0, (2.7)∣∣a(x, s, ξ)
∣∣ � c

[|ξ |p−1 + |s|p−1 + a0(x)
]
, a0(x) ∈ Lp′

(Ω), c > 0, (2.8)(
a(x, s, ξ) − a(x, s, η), ξ − η

)
> 0, ξ �= η, (2.9)

for almost everyx ∈ Ω and for everys ∈ R, ξ ∈ R
N , η ∈ R

N . Moreover the functions
H : Ω × R × R

N → R andG : Ω × R → R are Carathéodory functions satisfying:{∣∣H (x, s, ξ)
∣∣ � b0(x)|ξ |p−1 + b1(x),

b0 ∈ LN,1(Ω), b1 ∈ L1(Ω),
(2.10)

G(x, s)s � 0, (2.11){∣∣G(x, s)
∣∣ � b2(x)|s|r + b3(x),

b2 ∈ Lz′,1(Ω), b3 ∈ L1(Ω),
(2.12)

for almost everyx ∈ Ω and for everys ∈ R andξ ∈ R
N , where

0 � r <
N(p − 1)

N − p
, z = N(p − 1)

N − p

1

r
and

1

z
+ 1

z′ = 1. (2.13)

Finally, µ is a measure inMb(Ω) that is decomposed in

µ = f − div(g) + µ+
s − µ−

s , (2.14)

according to Proposition 2.3.
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Remark 2.1.A special case where the functionb0 satisfiesb0 ∈ LN,1(Ω) (as requested in
q

ng
hypothesis (2.10)) is the case whereb0 ∈ L (Ω) for someq > N .

Definition 2.2.We say thatu is a renormalized solution of (2.6) if it satisfies the followi
conditions:

u measurable onΩ, almost everywhere finite, Tk(u) ∈ W
1,p

0 (Ω), ∀k > 0; (2.15)

|u|p−1 ∈ LN/(N−p),∞(Ω); (2.16)

the gradient∇u introduced in (2.5), satisfies:

|∇u|p−1 ∈ LN ′,∞(Ω), (2.17)

lim
n→+∞

1

n

∫
n�u<2n

a(x, u,∇u)∇uϕ =
∫
Ω

ϕ dµ+
s , (2.18)

lim
n→+∞

1

n

∫
−2n<u�−n

a(x, u,∇u)∇u ϕ =
∫
Ω

ϕ dµ−
s (2.19)

for everyϕ ∈ C0
b (Ω); and finally

∫
Ω

a(x, u,∇u) · ∇u h′(u)v +
∫
Ω

a(x, u,∇u) · ∇v h(u) +
∫
Ω

H (x, u,∇u)h(u)v

+
∫
Ω

G(x, u)h(u)v =
∫
Ω

f h(u)v +
∫
Ω

g∇u h′(u)v +
∫
Ω

g∇v h(u) (2.20)

for everyv ∈ W1,p(Ω) ∩ L∞(Ω) and for everyh ∈ W1,∞(R) with compact support inR,
which are such thath(u)v ∈ W

1,p

0 (Ω).

Sinceh(u)v ∈ W
1,p
0 (Ω) and since supp(h) ⊂ [−2n, 2n] (for a suitablen > 0 depending

on h), we can rewrite (2.20) as follows:∫
Ω

a
(
x, T2n(u),∇T2n(u)

) · ∇T2n(u) h′(u)v +
∫
Ω

a
(
x, T2n(u),∇T2n(u)

) · ∇vh(u)

+
∫
Ω

H
(
x, T2n(u),∇T2n(u)

)
h(u)v +

∫
Ω

G
(
x, T2n(u)

)
h(u)v

=
∫
Ω

f h(u)v +
∫
Ω

g∇T2n(u)h′(u)v +
∫
Ω

g∇vh(u). (2.21)
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Let us observe that every integral in (2.21) is well defined in view of (2.7)–(2.14) since
1,p

.12)

n

st

.

ne can
Tk(u) ∈ W0 (Ω).

Remark 2.2. Conditions (2.16) and (2.17), and the growth conditions (2.10) and (2
on H andG imply that for every renormalized solution

G(x, u) ∈ L1(Ω) and H (x, u,∇u) ∈ L1(Ω). (2.22)

Remark 2.3.We point out that we do not assume that the renormalized solutionu belongs
to some Lebesgue spaceLr(Ω) with r � 1. Indeed, it can happen thatu /∈ L1

loc(Ω) as
showed in Example 2.16 of [13] whenH = G = 0.

Remark 2.4.If u is a renormalized solution of (2.6), thenu is also a distributional solutio
in the sense thatu satisfies:∫

Ω

a(x, u,∇u) · ∇φ +
∫
Ω

H (x, u,∇u)φ +
∫
Ω

G(x, u)φ

=
∫
Ω

φ dµ, for all φ ∈ C∞
0 (Ω). (2.23)

Indeed ifu is a renormalized solution of (2.6), we know thatu is measurable and almo
everywhere finite inΩ , and thatTk(u) ∈ W

1,p

0 (Ω) for everyk > 0, which allows one to

define∇u in the sense of (2.5). We also know that|∇u|p−1 then belongs toLN ′,∞(Ω)

and|u|p−1 ∈ LN/(N−p),∞(Ω), so that|a(x, u,∇u)| belongs toLN ′,∞(Ω) by the growth
condition (2.8). Takingφ ∈ C∞

0 (Ω) andhn defined by:

hn(s) =


0, |s| > 2n,
2n − |s|

n
, n < |s| � 2n,

1, |s| � n,

(2.24)

and lettingn tend to infinity, we obtain (2.23).
Moreover, every renormalized solutionu of (2.6) belongs toW

1,q

0 (Ω) for every
q < N ′(p − 1) whenp > 2 − 1/N : indeed,p > 2 − 1/N implies N ′(p − 1) > 1, and
therefore the gradient∇u defined by (2.5), which satisfies (2.17), belongs to(Lq(Ω))N

for everyq < N ′(p − 1), and is the distributional gradient ofu (see Remark 2.10 of [13])

Remark 2.5.As in [13], Remark 2.20, we observe that a measureµ ∈ Mb(Ω) is not the
most general possible right-hand side which can be considered in (2.6). Indeed o
consider the case of the nonlinear elliptic problem{−div

(
a(x, u,∇u)

) + H (x, u,∇u) + G(x, u) = µ − div(F ) in Ω ,

u = 0 on∂Ω ,
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with F ∈ (Lp′
(Ω))N , where the right-hand side now belongs toMb(Ω) + W−1,p′

(Ω).
rk 2.20
and
exists

ed

int is

y
4.2

l
sec-
In that case, Theorem 2.1 below continues to hold with the same proof (see Rema
of [13]) whenever Definition 2.2 above is modified in the following way. On the one h
the requirements (2.18) and (2.19) have to be replaced by the following ones: there
sequences(s+

n , t+n ) and(s−
n , t−n ), with

s+
n < t+n , s+

n → +∞ asn → +∞, s−
n < t−n , s−

n → +∞ asn → +∞,

such that

lim
n→+∞

1

t+n − s+
n

∫
s+
n �u<t+n

a(x, u,∇u)∇uϕ =
∫
Ω

ϕ dµ+
s ,

lim
n→+∞

1

t−n − s−
n

∫
−t−n �u<−s−

n

a(x, u,∇u)∇uϕ =
∫
Ω

ϕ dµ−
s ,

for everyϕ ∈ C0
b (Ω). On the other hand,g has to be replaced byg + F in the right-hand

sides of (2.20) and (2.21).

The main result of the present paper is the following existence result:

Theorem 2.1. Under assumptions(2.7)–(2.14), there exists at least one renormaliz
solutionu of (2.6).

3. Proof of Theorem 2.1

In order to prove Theorem 2.1, we begin by approximating the data. The main po
to obtain an a priori estimate of|∇un|p−1 in LN ′,∞(Ω), which will provide an estimate in
L1(Ω) of the termHn(x, un,∇un). When the datab0 is sufficiently small, this is done b
using the functionTk(un) as a test function, together with a generalization of Lemma
of [1] (see Lemma A.1 below), which allows one to estimate the norm of|∇un|p−1 in the
Lorentz spaceLN ′,∞(Ω) by means of the norm of∇Tk(un) in (Lp(Ω))N . In the genera
case whereb0 is not small, we use the Bottaro–Marina technique. In the last part of the
tion, we prove that the termsHn(x, un,∇un) andGn(x, un) converge strongly inL1(Ω),
which allows us to reconduce the proof to the stability result proved in [13] whena(x, s, ξ)

does not depend ons, and in [28] in the general case.

3.1. Approximation of the data

By Proposition 2.3 the bounded Radon measureµ can be decomposed as
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µ = f − div(g) + µ+
s − µ−

s ,

rts
nt
wheref ∈ L1(Ω), g ∈ (Lp′
(Ω))N andµ+

s andµ−
s (the positive and the negative pa

of µs ) are two nonnegative measures inMb(Ω) which are concentrated in two disjoi
subsetsE+ andE− of zerop-capacity.

As in [13], we approximate the measureµ by a sequenceµn defined as:

µn = fn − div(g) + λ⊕
n − λ�

n ,

where

fn is a sequence of functions inLp′
(Ω) that converges tof in L1(Ω) weakly, (3.1){

λ⊕
n is a sequence of nonnegative functions inLp′

(Ω) that converges toµ+
s

in the narrow topology of measures,
(3.2)

and {
λ�

n is a sequence of nonnegative functions inLp′
(Ω) that converges toµ−

s

in the narrow topology of measures.
(3.3)

Note thatµn belongs toW−1,p′
(Ω).

We set:

Hn(x, s, ξ) = Tn

(
H (x, s, ξ)

)
, (3.4)

Gn(x, s) = Tn

(
G(x, s)

)
. (3.5)

Observe that

∣∣Hn(x, s, ξ)
∣∣ �

∣∣H (x, s, ξ)
∣∣ � b0(x)|ξ |p−1 + b1(x), (3.6)∣∣Hn(x, s, ξ)

∣∣ � n, (3.7)

Gn(x, s)s � 0, (3.8)∣∣Gn(x, s)
∣∣ �

∣∣G(x, s)
∣∣ � b2(x)|s|r + b3(x), (3.9)∣∣Gn(x, s)

∣∣ � n. (3.10)

Let un ∈ W
1,p

0 (Ω) be a weak solution of the following problem:{−div
(
a(x, un,∇un)

) + Hn(x, un,∇un) + Gn(x, un) = µn in Ω ,

un = 0 on ∂Ω ,
(3.11)
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i.e.,

uch

) we


un ∈ W
1,p

0 (Ω),∫
Ω

a(x, un,∇un) · ∇v +
∫
Ω

Hn(x, un,∇un)v +
∫
Ω

Gn(x, un)v

=
∫
Ω

fnv +
∫
Ω

g∇v +
∫
Ω

λ⊕
n v −

∫
Ω

λ�
n v, ∀v ∈ W

1,p

0 (Ω).

(3.12)

The existence of a solutionun of (3.12) is a classical result (see, e.g., [25]). Moreover, s
a solution is also a renormalized solution of (3.11).

3.2. A priori estimate of|∇un|p−1 in LN ′,∞(Ω)

This is the main step of the proof of Theorem 2.1.

Theorem 3.1.Under the hypotheses of Theorem2.1, every solutionun of (3.12)satisfies:∥∥|∇un|p−1
∥∥

LN ′,∞(Ω)
� c, (3.13)∥∥|un|p−1

∥∥
LN/(N−p),∞(Ω)

� c, (3.14)

wherec is a positive constant which depends only onp, |Ω |, N , α, ‖b0‖LN,1(Ω), ‖b1‖L1(Ω),
‖g‖

(Lp′
(Ω))N , supn ‖fn‖L1(Ω), supn[λ⊕

n (Ω)+λ�
n (Ω)], and on the rearrangementb∗

0 of b0
(see Remark3.1at the end of Section3).

Proof of Theorem 3.1.

The simple case where‖b0‖LN,1(Ω) is small enough.
UsingTk(un), k > 0, as a test function in (3.12), we obtain:∫

Ω

a(x, un,∇un)∇Tk(un) +
∫
Ω

Hn(x, un,∇un)Tk(un) +
∫
Ω

Gn(x, un)Tk(un)

=
∫
Ω

fnTk(un) +
∫
Ω

g∇Tk(un) +
∫
Ω

λ⊕
n Tk(un) −

∫
Ω

λ�
n Tk(un). (3.15)

We now evaluate the various integrals in (3.15). From the ellipticity condition (2.7
have:∫

Ω

a(x, un,∇un) · ∇Tk(un) =
∫

{|un|�k}
a(x, un,∇un) · ∇un � α

∫
{|un|�k}

|∇un|p

= α

∫
Ω

∣∣∇Tk(un)
∣∣p. (3.16)
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On the other hand, by the growth assumption (2.10) onH , or more exactly (3.6), and by

in the
the generalized Hölder inequality (2.4) in the Lorentz spaces, we get:∣∣∣∣∫
Ω

Hn(x, un,∇un)Tk(un)

∣∣∣∣
� k

∫
Ω

∣∣H (x, un,∇un)
∣∣ � k

[∫
Ω

b0(x)|∇un|p−1 +
∫
Ω

b1(x)

]
� k

[‖b0‖LN,1(Ω)

∥∥|∇un|p−1
∥∥

LN ′,∞(Ω)
+ ‖b1‖L1(Ω)

]
. (3.17)

Using (2.11) or, more exactly (3.8), it results∫
Ω

Gn(x, un)Tk(un) � 0. (3.18)

Finally, we have ∫
Ω

fnTk(un) � k‖fn‖L1(Ω), (3.19)

∫
Ω

g∇Tk(un) � α

p

∥∥∇Tk(un)
∥∥p

(Lp(Ω))N + 1

p′α1/(p−1)
‖g‖p′

(Lp′
(Ω))N

, (3.20)

∣∣∣∣∫
Ω

λ⊕
n Tk(un)

∣∣∣∣ � k

∫
Ω

λ⊕
n = kλ⊕

n (Ω), (3.21)

∣∣∣∣∫
Ω

λ�
n Tk(un)

∣∣∣∣ � kλ�
n (Ω). (3.22)

Observe that by (3.1)–(3.3) and the Definition 2.1 of the convergence of measures
narrow topology,

sup
n

‖fn‖L1(Ω) + sup
n

(
λ⊕

n (Ω) + λ�
n (Ω)

)
< +∞. (3.23)

Therefore, from (3.15), using (3.16)–(3.23), we get:

α

p′

∫
Ω

∣∣∇Tk(un)
∣∣p � k

[‖b0‖LN,1(Ω)

∥∥|∇un|p−1
∥∥

LN ′,∞(Ω)
+ ‖b1‖L1(Ω)

+ ‖fn‖L1(Ω) + λ⊕
n (Ω) + λ�

n (Ω)
]

+ 1

p′α1/(p−1)
‖g‖p′

(Lp′
(Ω))N

. (3.24)
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Let us define:

n the
aro and
pace

ide in
easure


M = p′

α

[‖b0‖LN,1(Ω)

∥∥|∇un|p−1
∥∥

LN ′,∞(Ω)

+ ‖b1‖L1(Ω) + sup
n

‖fn‖L1(Ω) + sup
n

(
λ⊕

n (Ω) + λ�
n (Ω)

)]
,

M∗ = p′

α

[‖b1‖L1(Ω) + sup
n

‖fn‖L1(Ω) + sup
n

(
λ⊕

n (Ω) + λ�
n (Ω)

)]
,

L = 1

αp′ ‖g‖p′
(Lp′

(Ω))N
.

(3.25)

We explicitly observe thatM, M∗ andL are finite.
Inequality (3.24) becomes∫

Ω

∣∣∇Tk(un)
∣∣p � Mk + L, ∀k > 0. (3.26)

By Lemma A.1 of Appendix A, we get:∥∥|∇un|p−1
∥∥

LN ′,∞(Ω)
� C(N, p)

[
M + |Ω |1/N ′−1/p′

L1/p′]
,

whereC(N, p) depends only onN andp. In view of (3.25), this means

∥∥|∇un|p−1
∥∥

LN ′,∞(Ω)
� C(N, p)

p′

α
‖b0‖LN,1(Ω)

∥∥|∇un|p−1
∥∥

LN ′,∞(Ω)

+ C(N, p)
[
M∗ + |Ω |1/N ′−1/p′

L1/p′]
.

If ‖b0‖LN,1(Ω) is small enough, and more exactly, if

C(N, p)
p′

α
‖b0‖LN,1(Ω) < 1, (3.27)

we immediately obtain:

∥∥|∇un|p−1
∥∥

LN ′,∞(Ω)
� C(N, p)[M∗ + |Ω |1/N ′−1/p′

L1/p′ ]
1− C(N, p)(p′/α)‖b0‖LN,1(Ω)

,

i.e., (3.13).

The general case: presentation of the method.
If ‖b0‖LN,1(Ω) is small enough, i.e., satisfies (3.27), the desired result is proved. I

general case where (3.27) does not hold, we use the technique introduced by Bott
Marina (see [11]) for the study of the linear problem with right-hand side in the dual s
(this technique was generalized in [15] to the nonlinear problem with right-hand s
the dual space). We adapt here this technique to the problem with right-hand side m
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and to a coefficientb0 in a Lorentz space. The idea is in some sense to decomposeb0 in a

easure
r

finite sum of terms, each of which satisfies (3.27).
We will estimate|∇un|p−1 in LN ′,∞(Ω) by decomposing|∇un|p−1 in a sum of terms

of the type

|∇un|p−1χ{mi+1<|un|<mi },

where the constantsmi will be conveniently chosen. The values of the constantsmi will
actually depend onn, but their number will not: the indexi will vary between 0 andI ,
with I bounded byI∗ independent ofn.

Actually the proof becomes a little bit more complicated because we need the m
of the set{x ∈ Ω : m < |un(x)| < mi} to be continuous with respect to the parametem

(for mi given). This lead us to define the setZn in the following way. As|Ω | is finite, the
set of the constantsc such that|{x ∈ Ω : |un(x)| = c}| > 0 is at most countable. LetZc

n

be the (countable) union of all those sets. Its complementaryZn = Ω \ Zc
n is therefore the

union of the sets such that|{x ∈ Ω : |un(x)| = c}| = 0. Since for everyc,

∇un = 0 a.e. on
{
x ∈ Ω :

∣∣un(x)
∣∣ = c

}
,

and sinceZc
n is at most a countable union, we obtain that

∇un = 0 a.e. onZc
n. (3.28)

In the sequel of the proof, we will consider the measure of the set∣∣Zn ∩ {
mi+1 < |un| < mi

}∣∣
for mi andmi+1 conveniently chosen. Since the constantsc such that the sets{|un(x)| = c}
have a strictly positive measure have been eliminated by consideringZn, it results that for
mi fixed and 0< m < mi the function

m → ∣∣Zn ∩ {
m < |un| < mi

}∣∣ is continuous. (3.29)

The general case: first step.
Define form > 0 the “remainder”Sm of the truncationTm, that is

Sm(s) = s − Tm(s), ∀s ∈ R,

or, in other terms,

Sm(s) =
{

0, |s| � m,(|s| − m
)
sign(s), |s| > m.

(3.30)

Using in (3.12) the test functionTk(Sm(un)) with m to be specified later, we obtain:
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a(x, un,∇un) · ∇Tk

(
Sm(un)

) +
∫

Hn(x, un,∇un)Tk

(
Sm(un)

)

Ω Ω

+
∫
Ω

Gn(x, un)Tk

(
Sm(un)

)
=

∫
Ω

fnTk

(
Sm(un)

) +
∫
Ω

g∇Tk

(
Sm(un)

)
+

∫
Ω

λ⊕
n Tk

(
Sm(un)

) −
∫
Ω

λ�
n Tk

(
Sm(un)

)
. (3.31)

As in the first step we have:

∫
Ω

a(x, un,∇un)∇Tk

(
Sm(un)

)
�

∫
{m�|un|�m+k}

a(x, un,∇un)∇un

� α

∫
Ω

∣∣∇Tk

(
Sm(un)

)∣∣p, (3.32)

∫
Ω

Gn(x, un)Tk

(
Sm(un)

)
� 0, (3.33)

∫
Ω

fnTk

(
Sm(un)

)
� k‖fn‖L1(Ω), (3.34)

∫
Ω

g∇Tk

(
Sm(un)

)
� α

p

∥∥∇Tk

(
Sm(un)

)∥∥p

(Lp(Ω))N + 1

p′α1/(p−1)
‖g‖p′

(Lp′
(Ω))N

, (3.35)

∣∣∣∣∫
Ω

λ⊕
n Tk

(
Sm(un)

)∣∣∣∣ � kλ⊕
n (Ω), (3.36)

∣∣∣∣∫
Ω

λ�
n Tk

(
Sm(un)

)∣∣∣∣ � kλ�
n (Ω). (3.37)

Let us now estimate ∣∣∣∣∫
Ω

Hn(x, un,∇un)Tk

(
Sm(un)

)∣∣∣∣.
Using Sm(s) = 0 for |s| � m, the growth assumption (3.6), the property (3.28) ofZn

and the generalized Hölder inequality (2.4) in the Lorentz spaces, we have:
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(
Sm(un)

)∣∣∣∣ � k

∫ ∣∣Hn(x, un,∇un)
∣∣
Ω {|un|>m}

� k

[ ∫
{|un|>m}

b0|∇un|p−1 +
∫
Ω

b1

]
= k

[ ∫
Zn∩{|un|>m}

b0
∣∣∇Sm(un)

∣∣p−1 +
∫
Ω

b1

]

� k
[‖b0‖LN,1(Zn∩{un>m})

∥∥|∇Sm(un)|p−1
∥∥

LN ′,∞(Ω)
+ ‖b1‖L1(Ω)

]
. (3.38)

Combining (3.31)–(3.38) we have, for allk > 0,∥∥∇Tk

(
Sm(un)

)∥∥p

(Lp(Ω))N � M1k + L,

whereM1 is defined by

M1 = p′

α
‖b0‖LN,1(Zn∩{|un|>m})

∥∥∣∣∇Sm(un)
∣∣p−1∥∥

LN ′,∞(Ω)
+ M∗,

and whereM∗ andL are defined by (3.25). By Lemma A.1, we get:∥∥∣∣∇Sm(un)
∣∣p−1∥∥

LN ′,∞(Ω)
� C(N, p)

[
M1 + |Ω |1/N ′−1/p′

L1/p′]
= C(N, p)

p′

α
‖b0‖LN,1(Zn∩{|un|>m})

∥∥∣∣∇Sm(un)
∣∣p−1∥∥

LN ′,∞(Ω)

+ C(N, p)
[
M∗ + |Ω |1/N ′−1/p′

L1/p′]
. (3.39)

Since the decreasing rearrangements ofb0 and of its restrictionb0|Zn∩E to Zn ∩ E

satisfy

(b0|Zn∩E)∗(t) � (b0)∗(t), t ∈ [
0, |Zn ∩ E|], (3.40)

for any measurable setE, we have:

‖b0‖LN,1(Zn∩{|un|>m}) =
|Zn∩{|un|>m}|∫

0

(
b0|Zn∩{|un|>m}

)∗
(t)t1/N dt

t

�
|Zn∩{|un|>m}|∫

0

(b0)∗(t)t1/N dt

t
. (3.41)

In the case where

C(N, p)
p′

α
‖b0‖LN,1(Zn) = C(N, p)

p′

α

|Zn|∫
0

(b0)∗(t)t1/N dt

t
� 1

2
, (3.42)
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we choosem = m1 = 0. If (3.42) does not hold, we can choosem = m1 > 0 such that

nd

e

:

C(N, p)
p′

α

|Zn∩{|un|>m1}|∫
0

(b0)∗(t)t1/N dt

t
= 1

2
;

indeed, the functionm → |Zn ∩ {|un| > m}| is continuous (see (3.29)), decreasing, a
tends to 0 whenm tends to∞. Note thatm1 actually depends onn.

Moreover, if we defineδ by

C(N, p)
p′

α

δ∫
0

(b0)∗(t)t1/N dt

t
= 1

2
, (3.43)

(observe thatδ does not depend onn), we have∣∣Zn ∩ {|un| > m1
}∣∣ = δ. (3.44)

With this choice ofm = m1, we obtain from (3.39) that∥∥∣∣∇Sm1(un)
∣∣p−1∥∥

LN ′,∞(Ω)
� 2C(N, p)

[
M∗ + |Ω |1/N ′−1/p′

L1/p′]
. (3.45)

The general case: second step.
Define for 0� m < m1 the functionSm,m1 :R → R by

Sm,m1(s) =


m1 − m, s > m1,
s − m, m � s � m1,
0, −m � s � m,
s + m, −m1 � s � −m,
m − m1, s < −m1.

(3.46)

We observe that settingm0 = +∞, the functionSm defined by (3.30) is nothing but th
functionSm,m0 whose definition is similar to (3.46).

Using in (3.12) the test functionTk(Sm,m1(un)) with m to be specified later, we obtain∫
Ω

a(x, un,∇un) · ∇Tk

(
Sm,m1(un)

) +
∫
Ω

Hn(x, un,∇un)Tk

(
Sm,m1(un)

)
+

∫
Ω

Gn(x, un)Tk

(
Sm,m1(un)

) =
∫
Ω

fnTk

(
Sm,m1(un)

) +
∫
Ω

g∇Tk

(
Sm,m1(un)

)
+

∫
Ω

λ⊕
n Tk

(
Sm,m1(un)

) −
∫
Ω

λ�
n Tk

(
Sm,m1(un)

)
. (3.47)
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As in the previous step, we have:

(3.28)
∫
Ω

a(x, un,∇un) · ∇Tk

(
Sm,m1(un)

)
� α

∫
Ω

∣∣∇Tk

(
Sm,m1(un)

)∣∣p, (3.48)

∫
Ω

Gn(x, un)Tk

(
Sm,m1(un)

)
� 0, (3.49)

∫
Ω

fnTk

(
Sm,m1(un)

)
� k‖fn‖L1(Ω), (3.50)

∫
Ω

g∇Tk

(
Sm,m1(un)

)
� α

p

∥∥∇Tk

(
Sm,m1(un)

)∥∥p

(Lp(Ω))N + 1

p′α1/(p−1)
‖g‖p′

(Lp′
(Ω))N

, (3.51)∣∣∣∣∫
Ω

λ⊕
n Tk

(
Sm,m1(un)

)∣∣∣∣ � kλ⊕
n (Ω), (3.52)

∣∣∣∣∫
Ω

λ�
n Tk

(
Sm,m1(un)

)∣∣∣∣ � kλ�
n (Ω). (3.53)

Moreover, usingSm,m1(s) = 0 for |s| � m and the growth assumption (3.6), we have:∣∣∣∣∫
Ω

Hn(x, un,∇un)Tk

(
Sm,m1(un)

)∣∣∣∣
� k

[ ∫
{|un|>m}

b0|∇un|p−1 +
∫
Ω

b1

]

� k

[ ∫
{m<|un|<m1}

b0|∇un|p−1 +
∫

{|un|�m1}
b0|∇un|p−1 +

∫
Ω

b1

]
. (3.54)

Let us estimate each term of the right-hand side of (3.54). Using the property
of Zn and the generalized Hölder inequality (2.4) in the Lorentz spaces, we have:∫

{m<|un|<m1}
b0|∇un|p−1

=
∫

Zn∩{m<|un|<m1}
b0

∣∣∇Sm,m1(un)
∣∣p−1

� ‖b0‖LN,1(Zn∩{m<|un|<m1})
∥∥∣∣∇Sm,m1(un)

∣∣p−1∥∥
LN ′,∞(Ω)

. (3.55)
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Similarly, for the second term of the right-hand side of (3.54) we have:
∫
{|un|�m1}

b0|∇un|p−1 =
∫
Ω

b0
∣∣∇Sm1(un)

∣∣p−1

� ‖b0‖LN,1(Ω)

∥∥∣∣∇Sm1(un)
∣∣p−1∥∥

LN ′,∞(Ω)
.

Therefore, we have:

∣∣∣∣∫
Ω

Hn(x, un,∇un)Tk

(
Sm,m1(un)

)∣∣∣∣
� k

[‖b0‖LN,1(Zn∩{m<|un |<m1})
∥∥∣∣∇Sm,m1(un)

∣∣p−1∥∥
LN ′,∞(Ω)

+ ‖b0‖LN,1(Ω)

∥∥∣∣∇Sm1(un)
∣∣p−1∥∥

LN ′,∞(Ω)
+ ‖b1‖L1(Ω)

]
. (3.56)

Combining (3.47)–(3.56) we have, for allk > 0

∥∥∇Tk

(
Sm,m1(un)

)∥∥p

(Lp(Ω))N � M2k + L,

whereM2 is defined by:

M2 = p′

α
‖b0‖LN,1(Zn∩{m<|un |<m1})

∥∥∣∣∇Sm,m1(un)
∣∣p−1∥∥

LN ′,∞(Ω)

+ p′

α
‖b0‖LN,1(Ω)

∥∥∣∣∇Sm1(un)
∣∣p−1∥∥

LN ′,∞(Ω)
+ M∗,

and whereM∗ andL are defined by (3.25).
By Lemma A.1 we get:

∥∥∣∣∇Sm,m1(un)
∣∣p−1∥∥

LN ′,∞(Ω)
� C(N, p)

[
M2 + |Ω |1/N ′−1/p′

L1/p′]
= C(N, p)

p′

α
‖b0‖LN,1(Zn∩{m<|un|<m1})

∥∥∣∣∇Sm,m1(un)
∣∣p−1∥∥

LN ′,∞(Ω)

+ C(N, p)

[
p′

α
‖b0‖LN,1(Ω)

∥∥∣∣∇Sm1(un)
∣∣p−1∥∥

LN ′,∞(Ω)

+ M∗ + |Ω |1/N ′−1/p′
L1/p′

]
. (3.57)
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Using (3.40), we have, similarly to (3.41)

ng,
‖b0‖LN,1(Zn∩{m<|un|<m1}) =
|Zn∩{m<|un |<m1}|∫

0

(
b0|Zn∩{m<|un|<m1}

)∗
(t)t1/N dt

t

�
|Zn∩{m<|un |<m1}|∫

0

(b0)∗(t)t1/N dt

t
. (3.58)

In the case where

C(N, p)
p′

α

|Zn∩{0<|un|<m1}|∫
0

(b0)∗(t)t1/N dt

t
� 1

2
, (3.59)

we choosem = m2 = 0. If (3.59) does not hold, we can choosem = m2 > 0 such that

C(N, p)
p′

α

|Zn∩{m2<|un|<m1}|∫
0

(b0)∗(t)t1/N dt

t
= 1

2
;

indeed the functionm → |Zn ∩ {m < |un| < m1}| is continuous (see (3.29)), decreasi
and tends to 0 whenm tends tom1 and to|Zn ∩ {0 < |un| < m1}| whenm tends to 0. Note
thatm2 actually depends onn and that∣∣Zn ∩ {

m2 < |un| < m1
}∣∣ = δ, (3.60)

whereδ is defined by (3.43).
With this choice ofm = m2, we obtain from (3.57) that∥∥∣∣∇Sm2,m1(un)

∣∣p−1∥∥
LN ′,∞(Ω)

� 2C(N, p)

[
p′

α
‖b0‖LN,1(Ω)

∥∥∣∣∇Sm1(un)
∣∣p−1∥∥

LN ′,∞(Ω)

+ M∗ + |Ω |1/N ′−1/p′
L1/p′

]
. (3.61)

The general case: third step.
Define for 0� m < m2 the functionSm,m2 :R → R by

Sm,m2(s) =


m2 − m, s > m2,
s − m, m � s � m2,
0, −m � s � m,
s + m, −m2 � s � −m,
m − m2, s < −m2.

(3.62)
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Using in (3.12) the test functionTk(Sm,m2(un)) with m to be specified later, we obtain:

:

∫
Ω

a(x, un,∇un) · ∇Tk

(
Sm,m2(un)

) +
∫
Ω

Hn(x, un,∇un)Tk

(
Sm,m2(un)

)
+

∫
Ω

Gn(x, un)Tk

(
Sm,m2(un)

)
=

∫
Ω

fnTk

(
Sm,m2(un)

) +
∫
Ω

g∇Tk

(
Sm,m2(un)

)
+

∫
Ω

λ⊕
n Tk

(
Sm,m2(un)

) −
∫
Ω

λ�
n Tk

(
Sm,m2(un)

)
. (3.63)

As before we estimate the various terms; in particular we have (as in (3.54)–(3.56))∣∣∣∣∫
Ω

Hn(x, un,∇un)Tk

(
Sm,m2(un)

)∣∣∣∣
� k

[ ∫
{m<|un|<m2}

b0|∇un|p−1 +
∫

{m2�|un|<m1}
b0|∇un|p−1

+
∫

{|un|�m1}
b0|∇un|p−1 +

∫
Ω

b1

]

� k
[‖b0‖LN,1(Zn∩{m<|un |<m2})

∥∥∣∣∇Sm,m2(un)
∣∣p−1∥∥

LN ′,∞(Ω)

+ ‖b0‖LN,1(Ω)

∥∥∣∣∇Sm2,m1(un)
∣∣p−1∥∥

LN ′,∞(Ω)

+ ‖b0‖LN,1(Ω)

∥∥∣∣∇Sm1(un)
∣∣p−1∥∥

LN ′,∞(Ω)
+ ‖b1‖L1(Ω)

]
.

We deduce (as in (3.57)) that∥∥∣∣∇Sm,m2(un)
∣∣p−1∥∥

LN ′,∞(Ω)

� C(N, p)
p′

α
‖b0‖LN,1(Zn∩{m<|un|<m2})

∥∥∣∣∇Sm,m2(un)
∣∣p−1∥∥

LN ′,∞(Ω)

+ C(N, p)

[
p′

α
‖b0‖LN,1(Ω)

∥∥∣∣∇Sm2,m1(un)
∣∣p−1∥∥

LN ′,∞(Ω)

+ p′

α
‖b0‖LN,1(Ω)

∥∥∣∣∇Sm1(un)
∣∣p−1∥∥

LN ′,∞(Ω)

+ M∗ + |Ω |1/N ′−1/p′
L1/p′

]
. (3.64)
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Using (3.40), we have, arguing as in (3.41) and (3.58)
‖b0‖LN,1(Zn∩{m<|un|<m2}) �
|Zn∩{m<|un |<m2}|∫

0

(b0)∗(t)t1/N dt

t
.

In the case where

C(N, p)
p′

α

|Zn∩{0<|un|<m2}|∫
0

(b0)∗(t)t1/N dt

t
� 1

2
, (3.65)

we choosem = m3 = 0. If (3.65) does not hold, we can choosem = m3 > 0 such that

C(N, p)
p′

α

|Zn∩{m3<|un|<m2}|∫
0

(b0)∗(t)t1/N dt

t
= 1

2
.

Note thatm3 actually depends onn and that∣∣Zn ∩ {
m3 < |un| < m2

}∣∣ = δ, (3.66)

whereδ is defined by (3.43).
With this choice ofm = m3, we obtain from (3.64) that∥∥∣∣∇Sm3,m2(un)

∣∣p−1∥∥
LN ′,∞(Ω)

� 2C(N, p)

[
p′

α
‖b0‖LN,1(Ω)

∥∥∣∣∇Sm2,m1(un)
∣∣p−1∥∥

LN ′,∞(Ω)

+ p′

α
‖b0‖LN,1(Ω)

∥∥∣∣∇Sm1(un)
∣∣p−1∥∥

LN ′,∞(Ω)

+ M∗ + |Ω |1/N ′−1/p′
L1/p′

]
. (3.67)

The general case: end of the proof.
We repeat this procedure until the time it stops, i.e., when we arrive to somei = I

(which depends onn) for which we have

C(N, p)
p′

α

|Zn∩{0<|un|<mI−1}|∫
0

(b0)∗(t)t1/N dt

t
� 1

2
;

then we choose

mI = 0. (3.68)
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Let us now estimateI . We have
|Ω | � |Zn| �
∣∣Zn ∩ {|un| > m1

}∣∣ + ∣∣Zn ∩ {
m2 < |un| < m1

}∣∣
+ ∣∣Zn ∩ {

m3 < |un| < m2
}∣∣ + · · · + ∣∣Zn ∩ {

mI−1 < |un| < mI−2
}∣∣

and, in view of (3.44), (3.60) and (3.66), we know that

∣∣Zn ∩ {|un| > m1
}∣∣ = ∣∣Zn ∩ {

m2 < |un| < m1
}∣∣ = · · ·

= ∣∣Zn ∩ {
mI−1 < |un| < mI−2

}∣∣ = δ,

whereδ is defined by (3.43), and does not depend onn. Therefore,(I − 1)δ � |Ω |, and

I � I∗ with I∗ = 1+
[ |Ω |

δ

]
, (3.69)

where[s] denotes the integer part ofs, defined by[s] = inf{n ∈ N: s � n}.
Observe thatI is estimated by the numberI∗ which does not depend onn, and which

depends onb∗
0 through the definition ofδ.

We define

m0 = +∞, Sm1,m0 = Sm1,


Xi = ∥∥∣∣∇Smi ,mi−1(un)

∣∣p−1∥∥
LN ′,∞(Ω)

for 1� i � I,

a = 2C(N, p)
p′

α
‖b0‖LN,1(Ω),

b = 2C(N, p)
[
M∗ + |Ω |1/N ′−1/p′

L1/p′]
,

(3.70)

whereM∗ andL are given by (3.25), and we observe that

X1 = ∥∥∣∣∇Sm1,m0(un)
∣∣p−1∥∥

LN ′,∞(Ω)
= ∥∥∣∣∇Sm1(un)

∣∣p−1∥∥
LN ′,∞(Ω)

.

We have proved (see (3.45), (3.61), (3.67) and (3.69)) that

X1 � b, X2 � aX1 + b, X3 � aX2 + aX1 + b, . . . ,

XI � aXI−1 + · · · + aX1 + b, I � I∗.

It can be proved by induction that

Xi � (a + 1)i−1b for 1 � i � I. (3.71)
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SincemI = 0 (see (3.68)), we have

) that

er
|∇un|p−1 =
I∑

i=1

|∇un|p−1χ{mi<|un|<mi−1} =
I∑

i=1

∣∣∇Smi,mi−1(un)
∣∣p−1

,

and, therefore, using (3.70) and (3.71)

∥∥|∇un|p−1
∥∥

LN ′,∞(Ω)
�

I∑
i=1

∥∥∣∣∇Smi ,mi−1(un)
∣∣p−1∥∥

LN ′,∞(Ω)
�

I∑
i=1

Xi

� b

I∑
i=1

(a + 1)i−1 = b

(
(a + 1)I − 1

a

)
� b

a

(
(a + 1)I ∗ − 1

)
,

i.e., the desired result (3.13).

Let us finally prove the result (3.14). From (3.26) (note that the hypothesis (3.27
‖b0‖LN,1(Ω) is small has not been used at this stage), we deduce that∫

Ω

∣∣∇Tk(un)
∣∣p � Mk + L, ∀k > 0,

where the constantsM andL defined by (3.25) are now bounded independently onn in
view of (3.13) and (3.23). The result (3.14) then follows from Lemma A.1.✷
3.3. Passing to the limit in the approximated problem

Using the growth condition (3.6) onHn, Theorem 3.1 and the generalized Höld
inequality (2.4), we get:1

∥∥Hn(x, un,∇un)
∥∥

L1(Ω)

=
∫
Ω

∣∣Hn(x, un,∇un)
∣∣ �

∫
Ω

b0(x)|∇un|p−1 +
∫
Ω

b1(x)

� ‖b0‖LN,1(Ω)

∥∥|∇un|p−1
∥∥

LN ′,∞(Ω)
+ ‖b1‖L1(Ω) � C. (3.72)

On the other hand, we deduce from (3.14) and from the definition (2.13) ofz that∥∥|un|r∥∥
Lz,∞(Ω)

� C. (3.73)

1 In (3.72) and in the rest of this section,C denotes a generic constant, which does not depend onn but can
vary from line to line.
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Using the growth condition (3.9) onGn, (3.73) and the generalized Hölder inequal-

.74),
ity (2.4), we get:

∥∥Gn(x, un)
∥∥

L1(Ω)
=

∫
Ω

∣∣Gn(x, un)
∣∣ �

∫
Ω

b2(x)|un|r + b3(x)

� ‖b2‖Lz′,1(Ω)

∥∥|un|r
∥∥

Lz,∞(Ω)
+ ‖b3‖L1(Ω) � C.

Therefore, the solutionun of (3.11) satisfies:{
−div

(
a(x, un,∇un)

) = Φn − div(g) in D′(Ω),

un ∈ W
1,p

0 (Ω),
(3.74)

whereΦn = fn − Hn(x, un,∇un) − Gn(x, un) + λ⊕
n − λ�

n is bounded inL1(Ω).
UsingTk(un) as a test function in (3.74), easily yields that for someM̂ andL̂∫

Ω

∣∣∇Tk(un)
∣∣p � M̂k + L̂, (3.75)

for everyk > 0 and everyn.
Sinceun, which is a weak solution of (3.74), is also a renormalized solution of (3

Theorem 3.2 of [13] (whena(x, s, ξ) does not depend ons), or the result of [28] (in the
general case), implies that for a subsequence (which we still denote byn) we have:

un → u almost everywhere inΩ ,
∇un → ∇u almost everywhere inΩ ,
∇Tk(un) ⇀ ∇Tk(u) in

(
Lp(Ω)

)N
weakly,

(3.76)

for every fixedk ∈ N, whereu is a function which is measurable onΩ , almost everywhere
finite, and such thatTk(u) ∈ W

1,p

0 (Ω) for everyk ∈ N, with a gradient∇u as introduced
in (2.5); moreover by Fatou lemma, we deduce from (3.75) that∫

Ω

∣∣∇Tk(u)
∣∣p � M̂k + L̂.

Lemma A.1 then implies that|u|p−1∈LN/(N−p),∞(Ω) and|∇u|p−1∈LN/(N−1),∞(Ω).
From (3.76) and the definition (3.4) ofHn, we deduce that

Hn(x, un,∇un) → H (x, u,∇u) almost everywhere inΩ. (3.77)

From a computation similar to (3.72), we obtain that for every measurable setE ⊂ Ω
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∣∣ � ‖b0‖LN,1(E)

∥∥|∇un|p−1
∥∥

LN ′,∞(E)
+ ‖b1‖L1(E)

.79),
E

� ‖b0‖LN,1(E)c + ‖b1‖L1(E)

and, therefore, that

Hn(x, un,∇un) is equi-integrable,

since, using as in (3.40) the fact that(b0|E)∗(t) � (b0)∗(t), we have

‖b0‖LN,1(E) =
|E|∫
0

(b0|E)∗(t)t1/N dt

t
�

|E|∫
0

(b0)∗(t)t1/N dt

t
, (3.78)

which is small when|E| is small. This implies, together with (3.77), that

Hn(x, un,∇un) → H (x, u,∇u) in L1(Ω) strongly.

Similarly it is easy to prove that

Gn(x, un) → G(x, u) in L1(Ω) strongly.

In view of this results, the solutionun of (3.11) satisfies:{−div
(
a(x, un,∇un)

) = fn − Ψn − div(g) + λ⊕
n − λ�

n in D′(Ω),

un ∈ W
1,p

0 (Ω),
(3.79)

whereun satisfies (3.76) and

Ψn = Hn(x, un,∇un) + Gn(x, un) → H (x, u,∇u) + G(x, u) in L1(Ω) strongly,

whereg ∈ (Lp′
(Ω))N and wherefn, λ⊕

n andλ�
n satisfy (3.1), (3.2) and (3.3).

Sinceun, which is a weak solution of (3.79), is also a renormalized solution of (3
the stability result of [13] (Theorem 3.4) (whena(x, s, ξ) does not depend ons) or of [28]
(in the general case) asserts thatu is a renormalized solution of

{−div
(
a(x, u,∇u)

) + H (x, u,∇u) + G(x, u) = f − div(g) + µ+
s − µ−

s in Ω ,

u = 0 on∂Ω ,

which proves Theorem 2.1.✷
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Remark 3.1. The above proof shows that the renormalized solutionu of (2.6), which is

same
d in

,

t

hich
obtained as the limit of the subsequenceun, satisfies the bounds

∥∥|∇u|p−1
∥∥

LN ′,∞(Ω)
� c,∥∥|u|p−1

∥∥
LN/(N−p),∞(Ω)

� c,∫
Ω

∣∣∇Tk(u)
∣∣p � M̂k + L̂.

Moreover, it can be shown, by using in (2.6) the test functionsv = Tk(u) and h = hn,
with hn defined by (2.24), that every renormalized solution of (2.6) satisfies the
bounds. In these bounds, the constantsc, as said in the statement of Theorem 3.1 an
its proof, depend only onp, |Ω |, N , α, ‖b0‖LN,1(Ω), ‖b1‖L1(Ω), ‖f ‖L1(Ω), ‖g‖

(Lp′
(Ω))N ,

µ+
s (Ω), µ−

s (Ω), and on the rearrangementb∗
0 of b0.

Let us emphasize that these bounds do not depends only on‖b0‖LN,1(Ω), but also onb∗
0:

this is due to (3.69), i.e.,I � I∗ = 1 + [|Ω |/δ], whereδ, which is defined by (3.43)
depends onb∗

0 and not only on‖b0‖LN,1(Ω).

Appendix A. A generalization of a result of [1]

In this Appendix we generalize a result of [1].

Lemma A.1. Assume thatΩ is an open subset ofRN with finite measure and tha
1 < p < N . Letu be a measurable function satisfyingTk(u) ∈ W

1,p

0 (Ω), for every positive
k, and such that

∫
Ω

∣∣∇Tk(u)
∣∣p � Mk + L, ∀k > 0, (A.1)

where M and L are given constants. Then|u|p−1 belongs toLp∗/p,∞(Ω), |∇u|p−1

belongs toLN ′,∞(Ω) and

∥∥|u|p−1
∥∥

Lp∗/p,∞(Ω)
� C(N, p)

[
M + |Ω |1/p∗

L1/p′]
, (A.2)∥∥|∇u|p−1

∥∥
LN ′,∞(Ω)

� C(N, p)
[
M + |Ω |1/N ′−1/p′

L1/p′]
, (A.3)

whereC(N, p) is a constant depending only onN andp and where1/p∗ = 1/p − 1/N .

Remark A.1. This lemma is a generalized version of Lemmas 4.1 and 4.2 of [1], in w
L = 0. Estimates (A.3) and (A.2) are optimal in the following sense.
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WhenL = 0,

.4)
∥∥|u|p−1
∥∥

Lp∗/p,∞(Ω)
� C(N, p)M (A.4)

and ∥∥|∇u|p−1
∥∥

LN ′,∞(Ω)
� C(N, p)M (A.5)

are the best estimates that one can obtain from (A.1). Indeed consider the function

u(x) = 1

|x|(N−p)/(p−1)
− 1

R(N−p)/(p−1)
,

when Ω is the ball of radiusR centered in 0. Then (A.1) is satisfied, as well as (A
and (A.5), while|u|p−1 does not belong toLp∗/p+δ,1(Ω) for anyδ > 0, and|∇u|p−1 does
not belong toLN ′+δ,1(Ω) for anyδ > 0.

On the other hand, whenM = 0, (A.1) is equivalent to∫
Ω

|∇u|p � L, (A.6)

i.e., u bounded inW1,p

0 (Ω). From Sobolev inequality there exists a constantSN,p which

depends only onN andp, such that for every open setΩ ⊂ R
N andv ∈ W

1,p

0 (Ω), one has:

‖v‖p∗
Lp∗

(Ω)
� SN,p‖∇v‖p∗

Lp(Ω). (A.7)

Therefore, we deduce from (A.6) that

‖u‖p∗
Lp∗

(Ω)
� SN,p‖∇u‖p∗

Lp(Ω) � SN,pLp∗/p,

which implies

kp∗
meas

{|u| > k
}

� SN,pLp∗/p,

for everyk > 0, or equivalently

hp∗/(p−1) meas
{|u|p−1 > h

}
� SN,pLp∗/p,

for everyh > 0, i.e.,

h meas
{|u|p−1 > h

}p/p∗
� S

p/p∗
N,p Lh1−p′

,

for everyh > 0. Therefore, for every positiveh0 arbitrarily fixed, we have:
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∥∥|u|p−1
∥∥

Lp∗/p,∞(Ω)

ht-

tained
to
= sup
h>0

h meas
{|u|p−1 > h

}p/p∗

= sup
0<h�h0

h meas
{|u|p−1 > h

}p/p∗ + sup
h�h0

h meas
{|u|p−1 > h

}p/p∗

� h0|Ω |p/p∗ + S
p/p∗
N,p Lh

1−p′
0 . (A.8)

Takingh0 = L(p−1)/p/|Ω |(p−1)/p∗
, which corresponds to take the two terms of the rig

hand side of (A.8) of the same order, we obtain

∥∥|u|p−1
∥∥

Lp∗/p,∞(Ω)
� C(N, p)|Ω |1/p∗

L1/p′
,

i.e., (A.2) whenM = 0. This derivation is close to be optimal.
For what concerns (A.3), ifM = 0 we deduce from (A.6), i.e.,|∇u| ∈ Lp(Ω), that for

everyµ � 0

µp meas
{
x ∈ Ω : |∇u| > µ

}
� L,

i.e., |∇u| ∈ Lp,∞(Ω), or equivalently

µ
(
meas

{
x ∈ Ω : |∇u|p−1 > µ

})1/p′
� L1/p′

,

i.e., |∇u|p−1 ∈ Lp′,∞(Ω), which implies

µ
(
meas

{
x ∈ Ω : |∇u|p−1 > µ

})1/N ′

� µ
(
meas

{
x ∈ Ω : |∇u|p−1 > µ

})1/p′ |Ω |1/N ′−1/p′

� |Ω |1/N ′−1/p′
L1/p′

, (A.9)

i.e., (A.3) whenM = 0. Again, this derivation is close to be optimal.
Estimates (A.2) and (A.3) are in some sense combinations of the two results ob

for M = 0 andL = 0. Observe that the dependence of (A.2) and (A.3) with respectL

andM exhibits two different homogeneities (linear inM, of orderL1/p′
in L).

Proof of Lemma A.1.

Proof of (A.2). Using Sobolev inequality (A.7) we have, for everyk > 0
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kp∗
meas

{
x ∈ Ω : |u| > k

}
�

∫ ∣∣Tk(u)
∣∣p∗

� SN,p

∥∥∣∣∇Tk(u)
∣∣∥∥p∗

Lp(Ω)
Ω

� SN,p(Mk + L)p∗/p, (A.10)

or equivalently, for everyh > 0,

hp∗/(p−1) meas
{
x ∈ Ω : |u|p−1 > h

}
� SN,p

(
Mh1/(p−1) + L

)p∗/p
,

i.e.,

meas
{
x ∈ Ω : |u|p−1 > h

}
� SN,p

(
Mh−1 + Lh−p′)p∗/p

,

i.e., for everyh > 0

h
(
meas

{
x ∈ Ω : |u|p−1 > h

})p/p∗
� S

p/p∗
N,p

(
M + Lh1−p′)

.

Therefore, we have:

∥∥|u|p−1
∥∥

Lp∗/p,∞(Ω)

= sup
h>0

h meas
{|u|p−1 > h

}p/p∗

= sup
0<h�h0

µ meas
{|u|p−1 > h

}p/p∗ + sup
h�h0

h meas
{|u|p−1 > h

}p/p∗

� h0|Ω |p/p∗ + S
p/p∗
N,p

(
M + Lh1−p′)

,

which, takingh0 = L(p−1)/p/|Ω |(p−1)/p∗
, proves (A.2).

Proof of (A.3). First step.From (A.1) we deduce that for everyλ > 0 and everyk > 0

λp meas
{
x ∈ Ω : |∇u| > λ and|u| < k

}
�

∫
{|u|<k}

|∇u|p =
∫
Ω

∣∣∇Tk(u)
∣∣p � Mk + L,

i.e., for everyµ > 0 and everyk > 0

µp/(p−1) meas
{
x ∈ Ω : |∇u|p−1 > µ and|u| < k

}
� Mk + L. (A.11)

From (A.11) and (A.10) we obtain that for everyλ > 0 and everyk > 0,
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meas
{
x ∈ Ω : |∇u|p−1 > µ

}
� meas

{
x ∈ Ω : |∇u|p−1 > µ and|u| < k

}

,

+ meas
{
x ∈ Ω : |∇u|p−1 > µ and|u| > k

}
� Mk + L

µp′ + SN,p
(Mk + L)p∗/p

kp∗ .

Second step.We now write k = a + b with a > 0, b > 0. From the inequality
(x + y)p∗/p � 2p∗/p(xp∗/p + yp∗/p), we get:

meas
{
x ∈ Ω : |∇u|p−1 > µ

}
� Ma

µp′ + Mb

µp′ + L

µp′

+ SN,p2p∗/p(a + b)p∗/p−p∗
Mp∗/p + SN,p2p∗/p(a + b)−p∗

Lp∗/p

for everyµ > 0, a > 0 andb > 0. Since(a + b)p∗/p−p∗ � ap∗/p−p∗ = a−p∗/p′
(indeed

p∗/p − p∗ = −p∗/p′ < 0), and since(a + b)−p∗ � b−p∗
, we obtain

meas
{
x ∈ Ω : |∇u|p−1 > µ

}
� Ma

µp′ + SN,p2p∗/pMp∗/pa−p∗/p′

+ Mb

µp′ + SN,p2p∗/pLp∗/pb−p∗ + L

µp′

� C(N, p)

[(
M

µp′ a + Mp∗/pa−p∗/p′
)

+
(

M

µp′ b + Lp∗/pb−p∗
)

+ L

µp′

]
(A.12)

for some constantC(N, p).

Third step. For the rest of the present proof, we will denote byC(N, p) a constant
which only depends onN andp, but can vary from line to line.

After choosing

a = M1/(N−1)µ(N−p)/((p−1)(N−1)), b =
(

Lp∗/pµp′

M

)1/(p∗+1)

(those are the values which minimize with respect toa andb the right-hand side of (A.12))
inequality (A.12) yields

meas
{
x ∈ Ω : |∇u|p−1 > µ

}
� C(N, p)

[
MN ′

µN ′ +
(

ML1/p

µp′

)p∗/(p∗+1)

+ L

µp′

]
.
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Since
p′p∗

N ′(p∗ + 1)
− 1=

(
p′

N ′ − 1

)
p∗

p(p∗ + 1)
,

we get

µ
(
meas

{
x ∈ Ω : |∇u|p−1 > µ

})1/N ′

� C(N, p)

[
M + Mp∗/(N ′(p∗+1))

(
L1/N ′

µp′/N ′−1

)p∗/(p(p∗+1))

+ L1/N ′

µp′/N ′−1

]
.

But it results

p∗

N ′(p∗ + 1)
+ p∗

p(p∗ + 1)
= 1.

Therefore, Young inequality yields

µ
(
meas

{
x ∈ Ω : |∇u|p−1 > µ

})1/N ′

� C(N, p)

[
M + p∗

N ′(p∗ + 1)
M + p∗

p(p∗ + 1)

L1/N ′

µp′/N ′−1
+ L1/N ′

µp′/N ′−1

]

� C(N, p)

(
M + L1/N ′

µp′/N ′−1

)
, (A.13)

for everyµ > 0.

Fourth step. From (A.13) andp < N , we deduce that

sup
µ>0

µ
(
meas

{
x ∈ Ω : |∇u|p−1 > µ

})1/N ′

� sup
0<µ�µ0

µ
(
meas

{
x ∈ Ω : |∇u|p−1 > µ

})1/N ′

+ sup
µ>µ0

µ
(
meas

{
x ∈ Ω : |∇u|p−1 > µ

})1/N ′

� µ0|Ω |1/N ′ + sup
µ>µ0

C(N, p)

(
M + L1/N ′

µp′/N ′−1

)

= µ0|Ω |1/N ′ + C(N, p)M + C(N, p)
L1/N ′

µ
p′/N ′−1
0

� C(N, p)
[
|Ω |1/N ′

µ0 + L1/N ′
µ

1−p′/N ′
0 + M

]
. (A.14)
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By choosing

oma
the

ratoire
ierre

e to

d
(1995)

elliptic

Sci.

Mat.

lliptic
62.
lliptic

ith a

Funct.

artial

elliptic

i non
µ0 =
(

L

|Ω |
)1/p′

(this is the value which minimizes the right-hand side of (A.14) with respect toµ0) we
obtain

sup
µ>0

µ
(
meas

{
x ∈ Ω : |∇u|p−1 > µ

})1/N ′
� C(N, p)

[
M + |Ω |1/N ′−1/p′

L1/p′]
,

which is the desired result.✷
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