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#### Abstract

We study the behaviour of weakly nonlinear oceanic internal waves in the presence of background rotation and shear flow, when two distinct linear long wave modes have nearly coincident phase speeds. The waves are described by a system of coupled Ostrovsky equations, derived from the full set of Euler equations for incompressible density stratified fluid with a free surface and rigid bottom boundary conditions. We report here some preliminary results obtained when there is a background shear flow.
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## 1. Introduction

The Korteweg - de Vries (KdV) and Ostrovsky equations are the canonical models for the description of internal solitary waves and their relatives, commonly observed in the oceans (for example, see the reviews ${ }^{1,2,3}$ and references therein). Both equations are derived on the assumption that the dynamics is dominated only by a single linear long wave mode and written in a reference frame moving with the linear long wave speed. The Ostrovsky equation ${ }^{4,5,6}$

$$
\begin{equation*}
\left\{A_{t}+v A A_{x}+\lambda A_{x x x}\right\}_{x}=\gamma A \tag{1}
\end{equation*}
$$

is an extension of the KdV equation

$$
\begin{equation*}
A_{t}+v A A_{x}+\lambda A_{x x x}=0 \tag{2}
\end{equation*}
$$

in the presence of background rotation. In these equations, $A(x, t)$ is the amplitude of the linear long wave mode $\phi(z)$ corresponding to the linear long wave phase speed $c$, which is determined from the modal equations

$$
\begin{align*}
& \left(\rho_{0} W^{2} \phi_{z}\right)_{z}+\rho_{0} N^{2} \phi=0,  \tag{3}\\
& \phi=0 \quad \text { at } \quad z=-h, \quad \text { and } \quad W^{2} \phi_{z}=g \phi \quad \text { at } \quad z=0 . \tag{4}
\end{align*}
$$

[^0]Here $\rho_{0}(z)$ is the stable background density stratification, $\rho_{0} N^{2}=-g \rho_{0 z}, W=c-u_{0}$ where $u_{0}(z)$ is the background shear flow, and it is assumed there are no critical levels, that is $W \neq 0$ for any $z$ in the flow domain. Equations $(1,2)$ are expressed in a reference frame moving with the speed $c$. The coefficients in these equations are given by

$$
\begin{equation*}
I v=3 \int_{-h}^{0} \rho_{0} W^{2} \phi_{z}^{3} d z, \quad I \lambda=\int_{-h}^{0} \rho_{0} W^{2} \phi^{2} d z, \quad I \gamma=f^{2} \int_{-h}^{0} \rho_{0} \Phi \phi_{z} d z \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
I=2 \int_{-h}^{0} \rho_{0} W \phi_{z}^{2} d z, \quad \rho_{0} W \Phi=\rho_{0} W \phi_{z}-\left(\rho_{0} u_{0}\right)_{z} \phi \tag{6}
\end{equation*}
$$

and $f$ is the Coriolis parameter. Note that when there is no shear flow, that is $u_{0}(z) \equiv 0$, then $\Phi \equiv \phi_{z}$ and $\gamma=f^{2} / 2 c$.
The effect of the Earth's rotation for the time evolution of an internal wave becomes important when the wave propagates for several inertial periods. For oceanic internal waves $\lambda \gamma>0$, and then it is known that equation (1) does not support steady solitary wave solutions, see ${ }^{7}$ and the references therein. Recently, it was established that the long-time effect of rotation is the destruction of the initial internal solitary wave by the radiation of small-amplitude inertia-gravity waves, and the emergence of a propagating nonlinear wave packet ${ }^{7,8,9,10}$. It is worth noting that the same phenomenon was observed independently in ${ }^{11}$ in the context of waves in solids. Indeed, the discrete model in ${ }^{11}$ can be related to the two-directional generalisation of the Ostrovsky equation derived in ${ }^{12}$.

It is known that for internal waves it is possible for the phase speeds of different modes to be nearly coincident, and then there will be a resonant transfer of energy between the waves ${ }^{13}$. In this case, the KdV equation is replaced by two coupled KdV equations, describing a strong interaction between internal solitary waves of different modes, see ${ }^{14,15}$. Various families of solitary waves are supported by coupled KdV equations depending on the structure of the linear dispersion relation: pure solitary waves, generalised solitary waves and envelope solitary waves, see the review ${ }^{15}$. In ${ }^{16}$ we extended the derivation of the coupled KdV equations to take account of background rotation, and also a background shear flow. We found that then the single Ostrovsky equation (1) is replaced by two coupled Ostrovsky equations, each equation having both linear and nonlinear coupling terms. Coupled Ostrovsky equations were also derived in the context of waves in layered elastic waveguides ${ }^{17,18}$. Thus, this model belongs to the class of canonical mathematical models of nonlinear wave theory, inviting a detailed study of the dynamics of its solutions.

The paper is organised as follows. In section 2.1 we briefly overview the derivation of a pair of coupled Ostrovsky equations from the complete set of Euler equations for an inviscid, incompressible, density stratified fluid with boundary conditions appropriate to an oceanic situation, using the asymptotic multiple-scales expansions. The effect of background shear is investigated using a three-layer model in section 2.2. In section 3 we analyse the linear dispersion relation. In section 4, based on the analysis of the previous section, we present some preliminary numerical simulations using a pseudo-spectral method. We show that a shear flow allows for a configuration when initial solitarylike waves in the coupled system are destroyed, and replaced by nonlinear envelope wave packets, a two-component counterpart of the outcome for the single Ostrovsky equation (1), previously studied for the coupled system in the absence of the shear flow in ${ }^{16}$. Our preliminary analysis shows that this is not the only scenario possible when a shear flow is present, and invites further studies.

## 2. Coupled Ostrovsky equations

### 2.1. Derivation

Let us consider two-dimensional flow of an inviscid, incompressible fluid on an $f$-plane. In the basic state the fluid has a density stratification $\rho_{0}(z)$, a corresponding pressure $p_{0}(z)$ such that $p_{0 z}=-g \rho_{0}$ and a horizontal shear flow $u_{0}(z)$ in the $x$-direction. When $u_{0} \neq 0$, this basic state is maintained by a body force. Then the equations of motion relative
to this basic state are given by

$$
\begin{align*}
\rho_{0}\left(u_{t}+u_{0} u_{x}+w u_{0 z}\right)+p_{x} & =-\left(\rho_{0}+\rho\right)\left(u u_{x}+w u_{z}-f v\right)-\rho\left(u_{t}+u_{0} u_{x}+w u_{0 z}\right),  \tag{7}\\
\rho_{0}\left(v_{t}+u_{0} v_{x}+f u\right)+\rho f u_{0} & =-\left(\rho_{0}+\rho\right)\left(u v_{x}+w v_{z}\right)-\rho\left(v_{t}+u_{0} v_{x}\right)-\rho f u,  \tag{8}\\
p_{z}+g \rho & =-\left(\rho_{0}+\rho\right)\left(w_{t}+\left(u_{0}+u\right) w_{x}+w w_{z}\right),  \tag{9}\\
g\left(\rho_{t}+u_{0} \rho_{x}\right)-\rho_{0} N^{2} w & =-g\left(u \rho_{x}+w \rho_{z}\right),  \tag{10}\\
u_{x}+w_{z} & =0 . \tag{11}
\end{align*}
$$

Here, the terms $\left(u_{0}+u, v, w\right)$ are the velocity components in the $(x, y, z)$ directions, $\rho_{0}+\rho$ is the density, $p_{0}+p$ is the pressure, $t$ is time, $N(z)$ is the buoyancy frequency, defined by $\rho_{0} N^{2}=-g \rho_{0 z}$ and $f$ is the Coriolis frequency. The free surface and rigid bottom boundary conditions to the above problem are given by

$$
\begin{array}{rrr}
p_{0}+p=0 & \text { at } & z=\eta \\
\eta_{t}+\left(u_{0}+u\right) \eta_{x}=w & \text { at } & z=\eta \\
w=0 & \text { at } & z=-h \tag{14}
\end{array}
$$

The constant $h$ denotes the undisturbed depth of the fluid, and the function $\eta$ denotes the displacement of the free surface from its undisturbed position $z=0$. In our derivation, we use a new variable $\zeta$ as the vertical particle displacement which is related to the vertical speed, $w$. It is defined by the equation

$$
\begin{equation*}
\zeta_{t}+\left(u_{0}+u\right) \zeta_{x}+w \zeta_{z}=w, \tag{15}
\end{equation*}
$$

and satisfies the boundary condition

$$
\begin{equation*}
\zeta=\eta \quad \text { at } \quad z=\eta \tag{16}
\end{equation*}
$$

The system of coupled Ostrovsky equations is derived using the Eulerian formulation, following a similar strategy to the derivation of coupled KdV equations using the Lagrangian formulation in ${ }^{14,15}$. A full account is described in ${ }^{16}$. At the leading linear long wave order, and in the absence of any rotation, the solution for $\zeta$ is given by an expression of the form $A(x-c t) \phi(z)$ where the modal function is given by (3), (4). In general there is an infinite set of solutions for [ $\phi(z), c]$. Here we consider the case when there are two modes with nearly coincident speeds $c_{1}=c$ and $c_{2}=c+\epsilon^{2} \Delta$, $\epsilon \ll 1$, where $\Delta$ is the detuning parameter. Importantly, we assume that the modal functions $\phi_{1}(z), \phi_{2}(z)$ are distinct, and each satisfy the system (3), (4), that is

$$
\begin{align*}
& \left(\rho_{0} W_{i}^{2} \phi_{i z}\right)_{z}+\rho_{0} N^{2} \phi_{i}=0, \quad i=1,2  \tag{17}\\
& \phi_{i}=0 \quad \text { at } \quad z=-h, \quad \text { and } \quad W_{i}^{2} \phi_{i z}=g \phi_{i} \quad \text { at } \quad z=0 . \tag{18}
\end{align*}
$$

Here $W_{i}=c_{i}-u_{0}(z)$ where $c_{i}$ is the long wave speed corresponding to the mode $\phi_{i}(z), i=1,2$. The two modal systems (17), (18) imply that

$$
\begin{equation*}
\int_{-h}^{0} \rho_{0}\left(W_{1}^{2}-W_{2}^{2}\right) \phi_{1 z} \phi_{2 z} d z=0 \tag{19}
\end{equation*}
$$

Since in general $W_{1}-W_{2}=c_{1}-c_{2} \neq 0$, it follows that the two modes satisfy an orthogonality condition,

$$
\begin{equation*}
\int_{-h}^{0} \rho_{0}\left[c_{1}+c_{2}-2 u_{0}\right] \phi_{1 z} \phi_{2 z} d z=0, \quad \text { so that } \quad \int_{-h}^{0} \rho_{0} W \phi_{1 z} \phi_{2 z} d z \approx 0 \tag{20}
\end{equation*}
$$

Here, and in the sequel, $W_{i}=W=c-u_{0}(z)$ with an error of order $\epsilon^{2}$.
Next we introduce the scaled variables

$$
\begin{equation*}
\tau=\epsilon \alpha t, \quad s=\epsilon(x-c t), \quad f=\alpha \tilde{f} \tag{21}
\end{equation*}
$$

where $\alpha=\epsilon^{2}$ and seek a solution in the form of asymptotic multiple - scales expansions

$$
\begin{align*}
(\zeta, u, \rho, p) & =\alpha\left(\zeta_{1}, u_{1}, \rho_{1}, p_{1}\right)+\alpha^{2}\left(\zeta_{2}, u_{2}, \rho_{2}, p_{2}\right)+\cdots  \tag{22}\\
(w, v) & =\alpha \epsilon\left(w_{1}, v_{1}\right)+\alpha^{2} \epsilon\left(w_{2}, v_{2}\right)+\cdots \tag{23}
\end{align*}
$$

Substituting these expansions into the system (7) - (11), and assuming that two waves $A_{1}$ and $A_{2}$ are present at the leading order, we obtain

$$
\begin{align*}
\zeta_{1} & =A_{1}(s, \tau) \phi_{1}(z)+A_{2}(s, \tau) \phi_{2}(z),  \tag{24}\\
u_{1} & =A_{1}\left\{W \phi_{1}\right\}_{z}+A_{2}\left\{W \phi_{2}\right\}_{z},  \tag{25}\\
w_{1} & =-A_{1 s} W \phi_{1}-A_{2 s} W \phi_{2},  \tag{26}\\
p_{1} & =\rho_{0} A_{1} W^{2} \phi_{1 z}+\rho_{0} A_{2} W^{2} \phi_{2 z},  \tag{27}\\
g \rho_{1} & =\rho_{0} N^{2} \zeta_{1},  \tag{28}\\
v_{1} & =\tilde{f}\left(B_{1} \Phi_{1}+B_{2} \Phi_{2}\right), \quad \rho_{0} W \Phi_{1,2}=\rho_{0} W \phi_{1 z, 2 z}-\left(\rho_{0} u_{0}\right)_{z} \phi_{1,2}, \quad B_{1 s, 2 s}=A_{1,2} . \tag{29}
\end{align*}
$$

Importantly, the exact solution of the linearised equations should contain the exact expressions $W_{1}$ and $W_{2}$ in the terms related to the first and second waves, respectively, rather than just $W$. In fact, $W_{1}=W$ through our choice of $c_{1}=c$, but there is an $O\left(\epsilon^{2}\right)$ difference between $W_{2}$ and $W$ since $c_{2}=c+\epsilon^{2} \Delta$. This difference between the exact and leading order solutions necessitates the introduction of correction terms at the next order, in order to recover the distinct modal equations for the functions $\phi_{1}$ and $\phi_{2}$.

Collecting terms of the second order for each equation, and calculating the correction terms originating from the leading order, the following set of equations are obtained,

$$
\begin{align*}
\rho_{0}\left(-W u_{2 s}+u_{0 z} w_{2}\right)+p_{2 s} & =-\rho_{0}\left(u_{1 \tau}+u_{1} u_{1 s}+w_{1} u_{1 z}\right)+\rho_{1}\left(W u_{1 s}-u_{0 z} w_{1}\right)+\rho_{0} \tilde{f} v_{1}  \tag{30}\\
\rho_{0}\left(\tilde{f} u_{2}-W v_{2 s}\right)+\rho_{2} \tilde{f} u_{0} & =-\rho_{0}\left(v_{1 \tau}+u_{1} v_{1 s}+w_{1} v_{1 z}\right)+\rho_{1} W v_{1 s}-\rho_{1} \tilde{f} u_{1},  \tag{31}\\
p_{2 z}+g \rho_{2} & =\rho_{0} W w_{1 s}+2 \Delta A_{2}\left\{\rho_{0} W \phi_{2 z}\right\}_{z},  \tag{32}\\
-g W \rho_{2 s}-\rho_{0} N^{2} w_{2} & =-g\left(\rho_{1 \tau}+u_{1} \rho_{1 s}+w_{1} \rho_{1 z}\right),  \tag{33}\\
u_{2 s}+w_{2 z} & =0,  \tag{34}\\
W \zeta_{2 s}+w_{2} & =\zeta_{1 \tau}+u_{1} \zeta_{1 s}+w_{1} \zeta_{1 z} . \tag{35}
\end{align*}
$$

Here, the extra term proportional to $A_{2}$ in (32) comes from the afore-mentioned difference between $W_{2}$ and $W$ in the leading order pressure term (27) creating in effect a contribution to $p_{1}$, but there is no analogous term in (30) as there is a cancellation between the corrections to $u_{1}$ and $p_{1}$. Similarly, the boundary conditions (14) - (13), (16) yield

$$
\begin{align*}
& w_{2}=0 \quad \text { at } \quad z=-h,  \tag{36}\\
& p_{2}-\rho_{0} g \eta_{2}+p_{1 z} \eta_{1}-\frac{1}{2} \rho_{0 z} g \eta_{1}^{2}-2 \Delta \rho_{0} W \phi_{2 z} A_{2}=0 \quad \text { at } \quad z=0,  \tag{37}\\
& w_{2}+w_{1 z} \eta_{1}-\eta_{1 \tau}+W \eta_{2 s}-u_{0 z} \eta_{1} \eta_{1 s}-u_{1} \eta_{1 s}=0 \quad \text { at } \quad z=0,  \tag{38}\\
& \zeta_{2}+\zeta_{1 z} \eta_{1}-\eta_{2}=0 \quad \text { at } \quad z=0 . \tag{39}
\end{align*}
$$

Eliminating all variables in favour of $\zeta_{2}$ yields

$$
\begin{align*}
& \left\{\rho_{0} W^{2} \zeta_{2 s z}\right\}_{z}+\rho_{0} N^{2} \zeta_{2 s}=M_{2} \quad \text { at } \quad-h<z<0,  \tag{40}\\
& \zeta_{2}=0 \quad \text { at } \quad z=-h, \quad \rho_{0} W^{2} \zeta_{2 s z}-\rho_{0} g \zeta_{2 s}=N_{2} \quad \text { at } \quad z=0, \tag{41}
\end{align*}
$$

where $M_{2}, N_{2}$ are known expressions containing terms in $A_{i}$ and their derivatives. The full expressions can be found in ${ }^{16}$.

Two compatibility conditions need to be imposed on the system (40), (41), given by

$$
\begin{equation*}
\int_{-h}^{0} M_{2} \phi_{1,2} d z-\left[N_{2} \phi_{1,2}\right]_{z=0}=0 \tag{42}
\end{equation*}
$$

where $\phi_{1,2}$ are evaluated at the leading order. These compatibility conditions lead to the coupled Ostrovsky equations

$$
\begin{align*}
& I_{1}\left(A_{1 \tau}+\mu_{1} A_{1} A_{1 s}+\lambda_{1} A_{1 s s s}-\gamma_{1} B_{1}\right) \\
& \quad+v_{1}\left[A_{1} A_{2}\right]_{s}+v_{2} A_{2} A_{2 s}+\lambda_{12} A_{2 s s s}-\gamma_{12} B_{2}=0  \tag{43}\\
& I_{2}\left(A_{2 \tau}+\mu_{2} A_{2} A_{2 s}+\lambda_{2} A_{2 s s s}+\Delta A_{2 s}-\gamma_{2} B_{2}\right) \\
&  \tag{44}\\
& +v_{2}\left[A_{1} A_{2}\right]_{s}+v_{1} A_{1} A_{1 s}+\lambda_{21} A_{1 s s s}-\gamma_{21} B_{1}=0
\end{align*}
$$

where $B_{1 s}=A_{1}, B_{2 s}=A_{2}$, and the coefficients are given by

$$
\begin{align*}
I_{i} \mu_{i} & =3 \int_{-h}^{0} \rho_{0}\left(c-u_{0}\right)^{2} \phi_{i z}^{3} d z  \tag{45}\\
I_{i} \lambda_{i} & =\int_{-h}^{0} \rho_{0}\left(c-u_{0}\right)^{2} \phi_{i}^{2} d z  \tag{46}\\
I_{i} & =2 \int_{-h}^{0} \rho_{0}\left(c-u_{0}\right) \phi_{i z}^{2} d z,  \tag{47}\\
\lambda_{12} & =\lambda_{21}=\int_{-h}^{0} \rho_{0}\left(c-u_{0}\right)^{2} \phi_{1} \phi_{2} d z,  \tag{48}\\
v_{1} & =3 \int_{-h}^{0} \rho_{0}\left(c-u_{0}\right)^{2} \phi_{1 z}^{2} \phi_{2 z} d z,  \tag{49}\\
v_{2} & =3 \int_{-h}^{0} \rho_{0}\left(c-u_{0}\right)^{2} \phi_{2 z}^{2} \phi_{1 z} d z  \tag{50}\\
I_{i} \gamma_{i} & =\tilde{f}^{2} \int_{-h}^{0} \rho_{0} \Phi_{i} \phi_{i z} d z  \tag{51}\\
\gamma_{i j} & =\tilde{f}^{2} \int_{-h}^{0} \rho_{0} \Phi_{i} \phi_{j z} d z . \tag{52}
\end{align*}
$$

Here $i, j=1,2$. If there is no shear flow, that is $u_{0}=0$, then $\gamma_{1}=\gamma_{2}=\tilde{f}^{2} / 2 c$ and $\gamma_{12}=\gamma_{21}=0$.
We scale the dependent and independent variables as

$$
\begin{equation*}
A_{1}=\frac{u}{\mu_{1}}, \quad A_{2}=\frac{v}{\mu_{2}}, \quad s=\lambda_{1}^{1 / 2} X, \quad \tau=\lambda_{1}^{1 / 2} T \tag{53}
\end{equation*}
$$

assuming that $\lambda_{1}>0, \mu_{1,2} \neq 0$ without loss of generality. Then equations (43), (44) become

$$
\begin{align*}
& \left(u_{T}+u u_{X}+u_{X X X}+n(u v)_{X}+m v v_{X}+\alpha v_{X X X}\right)_{X}=\beta u+\gamma v  \tag{54}\\
& \left(v_{T}+v v_{X}+\delta v_{X X X}+\Delta v_{X}+p(u v)_{X}+q u u_{X}+\lambda u_{X X X}\right)_{X}=\mu v+v u \tag{55}
\end{align*}
$$

where

$$
\begin{align*}
& n=\frac{v_{1}}{I_{1} \mu_{2}}, \quad m=\frac{\mu_{1} v_{2}}{I_{1} \mu_{2}^{2}}, \quad \alpha=\frac{\lambda_{12} \mu_{1}}{\lambda_{1} I_{1} \mu_{2}}, \quad \beta=\gamma_{1} \lambda_{1}, \quad \gamma=\frac{\gamma_{12} \mu_{1} \lambda_{1}}{I_{1} \mu_{2}}, \\
& \delta=\frac{\lambda_{2}}{\lambda_{1}}, \quad p=\frac{v_{2}}{I_{2} \mu_{1}}, \quad q=\frac{\mu_{2} v_{1}}{I_{2} \mu_{1}^{2}}, \quad \lambda=\frac{\lambda_{21} \mu_{2}}{\lambda_{1} I_{2} \mu_{1}}, \quad \mu=\gamma_{2} \lambda_{1}, \quad v=\frac{\gamma_{21} \mu_{2} \lambda_{1}}{I_{2} \mu_{1}} . \tag{56}
\end{align*}
$$

Here,

$$
\begin{equation*}
\frac{q}{n}=\frac{p}{m}=\frac{\lambda}{\alpha}=\frac{\gamma_{12} v}{\gamma_{21} \gamma}=\frac{I_{1} \mu_{2}^{2}}{I_{2} \mu_{1}^{2}}, \quad \frac{\alpha \lambda}{\delta}=\frac{\lambda_{12}^{2}}{\lambda_{1} \lambda_{2} I_{1} I_{2}}<1 \tag{57}
\end{equation*}
$$

Note that the scaled variables $u$ and $v$, and the coefficient $p$ should not be confused with the velocity components and the pressure, which are not used any more.

### 2.2. Three-layer flow with a piecewise-constant current

As a simple example of the effect of background shear, we consider the three-layer fluid, $-h<z<0$, with interfaces at $z=-h_{2}-h_{1}, z=-h_{1}$, where $h=h_{1}+h_{2}+h_{3}$. The background density is

$$
\rho_{0}(z)=\rho_{3}+\left(\rho_{2}-\rho_{3}\right) H\left(z+h_{2}+h_{1}\right)+\left(\rho_{1}-\rho_{2}\right) H\left(z+h_{1}\right),
$$

and we assume that there is also a piecewise constant current,

$$
u_{0}(z)=U_{3}+\left(U_{2}-U_{3}\right) H\left(z+h_{2}+h_{1}\right)+\left(U_{1}-U_{2}\right) H\left(z+h_{1}\right),
$$

which we view as an approximation to an actual smooth current profile. Here, $H(\ldots)$ is the Heaviside function, and without loss of generality, we can set $U_{2}=0$. We consider only internal waves, and impose rigid boundaries at $z=-h, 0$. The modal function can now be readily calculated. Omitting details, we find that a resonance with two distinct linear modes occurs in the asymptotic limit $h_{2} \gg h_{1}, h_{3}$, and is expressed by

$$
\begin{equation*}
c=U_{1} \pm\left\{\frac{g h_{1}\left(\rho_{2}-\rho_{1}\right)}{\rho_{1}}\right\}^{1 / 2}=U_{3} \pm\left\{\frac{g h_{3}\left(\rho_{3}-\rho_{2}\right)}{\rho_{3}}\right\}^{1 / 2} \tag{58}
\end{equation*}
$$

For given densities $\rho_{1,2,3}$ and layer depths $h_{1,3}$, these conditions determine the currents $U_{1}, U_{3}$.
All coefficients in the coupled Ostrovsky equation can now be calculated,

$$
\begin{align*}
I_{1} \mu_{1} & =-\frac{3 \rho_{1}\left(c-U_{1}\right)^{2}}{h_{1}^{2}}, \quad I_{2} \mu_{2}=\frac{3 \rho_{3}\left(c-U_{3}\right)^{2}}{h_{3}^{2}}  \tag{59}\\
I_{1} \lambda_{1} & =I_{2} \lambda_{2}=\frac{c^{2} \rho_{2} h_{2}}{3}  \tag{60}\\
I_{1} & =\frac{2 \rho_{1}\left(c-U_{1}\right)}{h_{1}}, \quad I_{2}=\frac{2 \rho_{3}\left(c-U_{3}\right)}{h_{3}}  \tag{61}\\
\lambda_{12} & =\lambda_{21}=\frac{c^{2} \rho_{2} h_{2}}{6}  \tag{62}\\
v_{1} & =v_{2}=0 \tag{63}
\end{align*}
$$

In order to find the coefficients $\gamma_{1,2,12}$ we must evaluate $\Phi_{1,2}$, where

$$
\begin{equation*}
\Phi_{1,2}=\phi_{1 z, 2 z}-\frac{\left(\rho_{0} u_{0}\right)_{z}}{\rho_{0} W} \phi_{1,2} \tag{64}
\end{equation*}
$$

Here $\rho, W=c-u_{0}$ are piecewise constant, so the second term behaves like a $\delta$-function. When the $\delta$-function multiplies a function $f(x)$ having a jump discontinuity at $x=0$, as here, we use the expression,

$$
\begin{equation*}
\int_{a}^{b} f(x) \delta(x) d x=\frac{1}{2}[f(0+)+f(0-)] \tag{65}
\end{equation*}
$$

for any interval $[a, b]$ containing $x=0$. We then find that

$$
\begin{align*}
I_{1} \gamma_{1} & =\frac{\rho_{1} \tilde{f}^{2}}{h_{1}}\left\{1+\frac{1}{2} \log \left[\frac{\left|W_{2}\right|}{\left|W_{1}\right|}\right]-\frac{U_{1}}{2 W_{1}} \log \left[\frac{\rho_{2}}{\rho_{1}}\right]\right\},  \tag{66}\\
I_{2} \gamma_{2} & =\frac{\rho_{3} \tilde{f}^{2}}{h_{3}}\left\{1+\frac{1}{2} \log \left[\frac{\left|W_{2}\right|}{\left|W_{3}\right|}\right]-\frac{U_{3}}{2 W_{3}} \log \left[\frac{\rho_{2}}{\rho_{3}}\right]\right\},  \tag{67}\\
\gamma_{12} & =\gamma_{21}=0 . \tag{68}
\end{align*}
$$

We let $g_{1}=g\left(\rho_{2}-\rho_{1}\right) / \rho_{1}, g_{3}=g\left(\rho_{3}-\rho_{2}\right) / \rho_{3}$ and use the Boussinesq approximation that otherwise $\rho_{1} \approx \rho_{2} \approx \rho_{3}$. We then obtain

$$
\begin{align*}
& n=m=p=q=\gamma=v=0  \tag{69}\\
& \delta=\frac{h_{3}\left(c-U_{1}\right)}{h_{1}\left(c-U_{3}\right)}=-2 \alpha, \quad \lambda=-\frac{1}{2}  \tag{70}\\
& \beta=\frac{c^{2} h_{1} h_{2} \rho_{2} \tilde{f}^{2}\left[1+\frac{1}{2} \log \left|c /\left(c-U_{1}\right)\right|\right]}{12 \rho_{1}\left(c-U_{1}\right)^{2}},  \tag{71}\\
& \mu=\frac{c^{2} h_{1} h_{2} \rho_{2} \tilde{f}^{2}\left[1+\frac{1}{2} \log \left|c /\left(c-U_{3}\right)\right|\right]}{12 \rho_{1}\left(c-U_{1}\right)\left(c-U_{3}\right)}, \tag{72}
\end{align*}
$$

so that

$$
\begin{equation*}
\mu=\beta F, \quad F=\left(\frac{c-U_{1}}{c-U_{3}}\right) \frac{1+\frac{1}{2} \log \left|c /\left(c-U_{3}\right)\right|}{1+\frac{1}{2} \log \left|c /\left(c-U_{1}\right)\right|} \tag{74}
\end{equation*}
$$

There are four possibilities according to the choices of the signs for the value of $c$ in (58). To avoid a critical layer, we choose

$$
c>\max \left[U_{1}, 0, U_{3}\right]
$$

where we recall that we have set $U_{2}=0$. This condition then implies that $c=U_{1}+\sqrt{g_{1} h_{1}}=U_{3}+\sqrt{g_{3} h_{3}}$, and in the remainder of this paper we restrict our considerations to this case. Explicitly evaluating the coefficients in (54), (55), we obtain

$$
\begin{align*}
& \delta=\sqrt{\frac{g_{1} h_{3}}{g_{3} h_{1}}}=-2 \alpha, \quad \lambda=-\frac{1}{2}  \tag{75}\\
& \beta=\frac{\left.h_{2} \tilde{f}^{2}\left(\sqrt{g_{1} h_{1}}+U_{1}\right)^{2}\left[1+\frac{1}{2} \log \left|\sqrt{g_{1} h_{1}}+U_{1}\right| / \sqrt{g_{1} h_{1}}\right]\right]}{12 g_{1}}  \tag{76}\\
& \mu=\beta F, \quad F=\sqrt{\frac{g_{1} h_{1}}{g_{3} h_{3}}} \frac{\left[1+\frac{1}{2} \log \left|\sqrt{g_{3} h_{3}}+U_{3}\right| / \sqrt{g_{3} h_{3}}\right]}{\left[1+\frac{1}{2} \log \left|\sqrt{g_{1} h_{1}}+U_{1}\right| / \sqrt{g_{1} h_{1}}\right]} \tag{77}
\end{align*}
$$

Note that $\tilde{f}, h_{2}$ are independent free parameters, so that we may choose $|\beta|=1 \mathrm{~m}^{2} \mathrm{~s}^{-2}$, and also allow $\Delta$ to be a free available parameter. But then $\mu$ is determined by the factor $F$, which depends on $g_{1,3}, h_{1,3}, U_{1,3}$.

## 3. Linear dispersion relation

The linear dispersion relation is obtained by seeking solutions of the linearised equations in the form

$$
\begin{equation*}
u=u_{0} e^{i k\left(X-c_{p} T\right)}+c . c ., \quad v=v_{0} e^{i k\left(X-c_{p} T\right)}+c . c . \tag{78}
\end{equation*}
$$

where $k$ is the wavenumber and $c_{p}$ is the phase speed. This leads to the equations

$$
\begin{align*}
& \left(c_{p}-C_{1}(k)\right) u_{0}+\left(\alpha k^{2}-\frac{\gamma}{k^{2}}\right) v_{0}=0  \tag{79}\\
& \left(\lambda k^{2}-\frac{v}{k^{2}}\right) u_{0}+\left(c_{p}-C_{2}(k)\right) v_{0}=0 \tag{80}
\end{align*}
$$

where

$$
\begin{equation*}
C_{1}(k)=-k^{2}+\frac{\beta}{k^{2}}, \quad C_{2}(k)=\Delta-\delta k^{2}+\frac{\mu}{k^{2}} \tag{81}
\end{equation*}
$$

The determinant of this $2 \times 2$ system yields the dispersion relation

$$
\begin{equation*}
\left(c_{p}-C_{1}(k)\right)\left(c_{p}-C_{2}(k)\right)=D(k)=\left(\alpha k^{2}-\frac{\gamma}{k^{2}}\right)\left(\lambda k^{2}-\frac{v}{k^{2}}\right) . \tag{82}
\end{equation*}
$$

Solving this dispersion relation we obtain the two branches of the dispersion relation,

$$
\begin{equation*}
c_{p}=c_{p 1, p 2}=\frac{C_{1}+C_{2}}{2} \pm \frac{1}{2}\left\{4 D+\left(C_{1}-C_{2}\right)^{2}\right\}^{1 / 2} . \tag{83}
\end{equation*}
$$

Here $C_{1,2}(k)$ are the linear phase speeds of the uncoupled Ostrovsky equations, obtained formally by setting the coupling term $D(k)=0$. If $D(k)>0$ for all $k$, then both branches are real-valued for all wavenumbers $k$, and the linearised system is spectrally stable. Here $\gamma=v=0$ and $\alpha \lambda>0$ so that $D(k)>0$ for all $k$.

We also assume that $c>0, I_{1}>0, I_{2}>0$, and so $\lambda_{1,2}>0$, so that $\delta>0$, and $0<\alpha \lambda=\delta / 4$. In particular the coupling coefficient $D(k)=\alpha \lambda k^{4}>0$ for all $k>0$. Also we recall that $\Delta<0$ without loss of generality. The main effect of the background shear is that now $\beta \neq \mu$, and indeed each can be either positive or negative. It is useful now to examine the limits $k \rightarrow 0, \infty$. Thus

$$
\begin{align*}
& c_{p 1, p 2} \rightarrow \frac{F_{1,2}}{k^{2}}, 2 F_{1,2}=\beta+\mu \pm|\beta-\mu| \quad \text { as } \quad k \rightarrow 0,  \tag{84}\\
& c_{p 1, p 2} \rightarrow E_{1,2} k^{2}, 2 E_{1,2}=-(1+\delta) \pm\left\{(1-\delta)^{2}+4 \alpha \lambda\right\}^{1 / 2} \quad \text { as } \quad k \rightarrow \infty \tag{85}
\end{align*}
$$

$$
\begin{align*}
& c_{g 1, g 2} \rightarrow-\frac{F_{1,2}}{k^{2}} \quad \text { as } \quad k \rightarrow 0  \tag{86}\\
& c_{g 1, g 2} \rightarrow 3 E_{1,2} k^{2} \quad \text { as } \quad k \rightarrow \infty \tag{87}
\end{align*}
$$

Note that since $0<\alpha \lambda<\delta, E_{2}<E_{1}<0$. One can see that there are four possibilities of qualitatively different behaviour of the dispersion relation, depending on the signs of the coefficients $\beta$ and $\mu$. Here, we study the normal oceanic case when the background shear is relatively weak compared to the intrinsic speeds $\left(g_{1} h_{1}\right)^{1 / 2},\left(g_{3} h_{3}\right)^{1 / 2}$ when both coefficients are positive, $\beta>0, \mu>0$. Then $F_{1}=\max [\beta, \mu]>F_{2}=\min [\beta, \mu]>0$. A typical dispersion relation is shown in Fig. 1. There is no spectral gap in either mode, and this case is similar to the scenario without any background shear, which we have studied in our previous paper ${ }^{16}$, but with the important difference that now $\beta \neq \mu$ due to the effect of the background shear flow. Both group velocities are negative, and each has a turning point. For the case shown in Fig. $1, \Delta=-0.1 \mathrm{~ms}^{-1}, \beta=1 \mathrm{~m}^{2} \mathrm{~s}^{-2}, g_{1,3}=1 \times 10^{-1} \mathrm{~ms}^{-2}, h_{1}=50 \mathrm{~m}, h_{3}=100 \mathrm{~m}, U_{1}=1 \mathrm{~ms}$, which yields $\alpha=-0.707, \delta=1.414, \lambda=-0.5, \mu=0.604 \mathrm{~m}^{2} \mathrm{~s}^{-2}$.


Fig. 1. Typical dispersion curve with $\alpha=-0.707, \delta=1.414, \lambda=-0.5, \beta=1 \mathrm{~m}^{2} \mathrm{~s}^{-2}, \mu=0.604 \mathrm{~m}^{2} \mathrm{~s}^{-2}, \Delta=-0.1 \mathrm{~ms}^{-1}$.

## 4. Numerical simulations

In this section we present some preliminary numerical results using the scaled equations $(54,55)$ for parameter settings corresponding to Fig. 1. Note that in these equations $X, T$ are scaled variables, see (53), and have dimensions of $C^{-1 / 2}, C^{-3 / 2}$ respectively, where $C$ is a velocity scale. The dependent variables $u$ and $v$ have the dimension of $C$. The coefficients $n, m, \alpha, \delta, p, q, \lambda$ are dimensionless, while $\beta, \gamma, \mu, v$ have dimensions of $C^{2}$, and $\Delta$ has the dimension of $C$. For all examples considered in this paper we have

$$
n=m=p=q=\gamma=v=0
$$

(see section 2.2). The numerical scheme is the same pseudo-spectral scheme as that used in our previous work ${ }^{16}$. The initial conditions are either an approximation to a KdV solitary wave, as described in ${ }^{16}$, or an approximation to a nonlinear wave packet described in ${ }^{10}$. Both kinds were employed here, and some typical outcomes are described in this section. The former initial condition, denoted as the weak coupling KdV solitary wave, is described as follows,

$$
\begin{array}{ll}
u=a \operatorname{sech}^{2}\left(\sigma_{1} X\right), & \frac{a}{3}=4(1+\alpha) \sigma_{1}^{2}, \\
v=b \operatorname{sech}^{2}\left(\sigma_{2} X\right), & \frac{b}{3}=4(\delta+\lambda) \sigma_{2}^{2} . \tag{89}
\end{array}
$$

This was implemented with the constraint of $\sigma_{1}=\sigma_{2}$ and note that here the nonlinear terms $\left(u^{2} / 2\right)_{X X},\left(v^{2} / 2\right)_{X X}$ have maximum absolute values of $2 a^{2} \sigma_{1}^{2}=a^{3} / 6(1+\alpha)$ and $2 b^{2} \sigma_{2}^{2}=b^{3} / 6(\delta+\lambda)$ respectively.

The nonlinear wave packet initial condition is here based on a maximum point in either of the group velocity curves where $\partial c_{g} / \partial k=0$ and $k=k_{1,2}$ according to whether the maximum point is for mode 1 or mode 2 . To obtain a suitable wave packet initial condition, the procedure is to choose $k=k_{1,2}$ and then find the ratio $u_{0} / v_{0}$ from (79) or (80) in the form $u_{0}=U_{0} a_{0}, v_{0}=V_{0} a_{0}$ where $a_{0}$ is an arbitrary function of $X$, but $U_{0}, V_{0}$ are known functions of $k$. Based on the expected outcome that the nonlinear wave packet will be governed by an evolution equation such as the nonlinear Schrödinger equation, we choose $a_{0}(X)=A_{0} \operatorname{sech}\left(K_{0} X\right)$. The underlying theory, see ${ }^{10}$, suggests that the shape should be sech, and that $K_{0}$ depends on the amplitude $A_{0}$. Here we instead choose a value of $K_{0} \ll k$, say $K_{0}=0.1 k$ or $K=0.2 k$. Then the wave packet initial condition is

$$
\begin{equation*}
u(X, 0)=r V_{0} A_{0} \operatorname{sech}\left(K_{0} X\right) \cos (k X), \quad v(X, 0)=V_{0} A_{0} \operatorname{sech}\left(K_{0} X\right) \cos (k X), \tag{90}
\end{equation*}
$$

where $r=U_{0} / V_{0}$ is a known function of $k$, and we can choose $V_{0}$ arbitrarily, say $V_{0}=1$.


Fig. 2. Numerical simulations using a KdV solitary wave initial condition $(88,89)$ with $a=1.4, b=4.38$.

Using the KdV solitary wave initial conditions $(88,89)$ a typical numerical result is shown in Fig. 2 and Fig. 3. Two wave packets can be seen in the $u$-component, but one of them is too small to be seen in the $v$-component. However, a comparison of the numerical modal ratio $u_{0} / v_{0}$ shows a very good agreement with the theoretical prediction from the dispersion relation. The calculated numerical modal ratio is given by $R \approx 2.72$ for $c_{g 1}$ and $R \approx 0.27$ for $c_{g 2}$. The speeds $-2.78,-3.58$ and the ratios of the numerically found wave packets are in agreement with the theoretical predictions. Here, the maximum group speeds from the linear dispersion relation, $c_{g 1} \approx-2.72$ and $c_{g 2} \approx-3.50$, while the wave numbers for each group speed indicate that $k_{1}=0.91$ and $k_{2}=0.58$.

Fig. 4 shows the numerical results initiated using the wave packet initial conditions (90) with $k=k_{1}=0.91$ and $r \approx 2.74$. We can clearly see the emergence of a nonlinear wave packet propagating to the left with the speed -2.73 , which is close to the theoretical prediction of $c_{g 1}=-2.72$. The additional radiation to the left is associated with a speed -3.77 , which is close to the theoretical prediction of $c_{g 2}=-3.50$. Fig. 5 shows the numerical results initiated using wave packet initial conditions (90) with $k=k_{2}=0.58$ without the ratio value for $v(X, 0)$. Again, we


Fig. 3. Same as Fig. 2, but a cross-section at $T=0, T=100, T=200$.


Fig. 4. Numerical simulations using a wave packet initial condition (90) with $k=k_{1}$ and $A_{0}=1$.


Fig. 5. Numerical simulations using a wave packet initial condition (90) with $k=k_{2}$ and $A_{0}=1$.
can clearly see one wave packet emerging and propagating with the speed -3.63 , close to the theoretical prediction of $c_{g 2}=-3.50$. Here there is also a small unsteady wave packet, seen in the $u$-component, moving with the speed -2.96 close to the theoretical prediction of $c_{g 1}=-2.72$. Note that the scale for the $u$ and $v$ components are different.

## 5. Discussion

In this paper we have briefly reviewed in section 2.1 the derivation of coupled Ostrovsky equations for resonantly interacting weakly nonlinear long oceanic internal waves, presented in detail in our previous work ${ }^{16}$. The resulting system $(43,44)$ describes the evolution of the amplitudes of two linear long wave modes whose linear long wave phase speeds are nearly coincident. In an extension of our previous work, here we focus on the effect of a background shear flow, using a three-layer model as described in section 2.2. The essential difference that emerges is that the coefficients $\beta, \mu$ of the rotational terms in the coupled Ostrovsky equations $(54,55)$ (expressed in scaled form), are not necessarily positive or equal, as is the case in the absence of a background shear flow. In this preliminary study we present some numerical results for the case when $\beta>0, \mu>0$ which arises when the background shear flow is rather weak compared to the intrinsic mode speeds in the absence of the shear flow, but $\beta \neq \mu$. The linear dispersion relation, discussed in section 3, is then qualitatively similar to that presented in our previous work ${ }^{16}$, see Fig. 1. In this case, each mode has a maximum in the group velocity at certain wave numbers $k_{1}, k_{2}$, and based on the study ${ }^{10}$ for a single Ostrovsky equation (1), and on our previous work ${ }^{16}$ for coupled Ostrovsky equations, we expect the longtime outcome to be the emergence of nonlinear wave packets based on these wavenumbers.

This hypothesis is tested numerically in section 4, using three different initial conditions. Fig. 2 and Fig. 3 show the case when the initial condition is a KdV-type solitary wave, which has no a priori wavenumber selection. As expected, the emergence of two nonlinear wave packets based on the wavenumbers $k_{1}, k_{2}$ is clearly seen, with speeds in agreement with the theoretical predictions. In contrast, Fig. 4 and Fig. 5 show the cases when the initial condition is
a wave packet based on the predicted wave numbers $k_{1}, k_{2}$ respectively. As expected, the emergence of the nonlinear wave packet is now more pronounced, although interestingly, in each case there is some transfer of energy to the other wavenumber, that is, an initial condition based on $k_{1}\left(k_{2}\right)$ generates not only a wave packet with that carrier wavenumber, but also a smaller wave packet based on the other allowed wavenumber $k_{2}\left(k_{1}\right)$. These are preliminary results when there is a background shear, and our future work will examine these scenarios further, and also examine the interesting cases when $\beta, \mu$ are not necessarily positive, a situation which cannot arise when there is no background shear flow.
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