
brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Elsevier - Publisher Connector 
Journal of Functional Analysis 248 (2007) 79–106

www.elsevier.com/locate/jfa

The dilation property of modulation spaces
and their inclusion relation with Besov spaces

Mitsuru Sugimoto, Naohito Tomita ∗

Department of Mathematics, Graduate School of Science, Osaka University, Toyonaka, Osaka 560-0043, Japan

Received 5 June 2006; accepted 17 March 2007

Available online 7 May 2007

Communicated by C. Kenig

Abstract

We consider the dilation property of the modulation spaces Mp,q . Let Dλ :f (t) �→ f (λt) be the dilation
operator, and we consider the behavior of the operator norm ‖Dλ‖Mp,q→Mp,q with respect to λ. Our result
determines the best order for it, and as an application, we establish the optimality of the inclusion relation
between the modulation spaces and Besov spaces, which was proved by Toft [J. Toft, Continuity proper-
ties for modulation spaces, with applications to pseudo-differential calculus, I, J. Funct. Anal. 207 (2004)
399–429].
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction

The modulation spaces Mp,q were first introduced by Feichtinger [3,4] and generalized by
Feichtinger and Gröchenig [6]. The exact definition will be given in the next section, but the
main idea is to consider the decaying property of a function with respect to the space vari-
able and the variable of its Fourier transform simultaneously. That is exactly the heart of the
matter of the time–frequency analysis which is originated in signal analysis or quantum mechan-
ics.
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Based on a similar idea, Sjöstrand [15] independently introduced a symbol class which as-
sures the L2-boundedness of corresponding pseudo-differential operators. In the last decade,
the theory of the modulation spaces has been developed, and its usefulness for the theory of
pseudo-differential operators is getting realized gradually. Nowadays Sjöstrand’s symbol class
is recognized as a special case of the modulation spaces, and many authors used these spaces,
as a powerful tool, to discuss the boundedness or compactness properties of pseudo-differential
operators. See, for example, Boulkhemair [1], Gröchenig [11], Gröchenig and Heil [12,13], and
Toft [18,19]. Consult Feichtinger [5], Gröchenig [10], and Teofanov [17] for further and de-
tailed history of this research fields. Some arguments in these works have their origin in the
field of phase space analysis. See also Dimassi and Sjöstrand [2] and Folland [7] for this direc-
tion.

Now we are in a situation to start showing fundamental properties of the modulation spaces, in
order to apply them to many other problems. Actually in Toft’s recent work [18], he investigated
the mapping property of convolutions, and showed Young-type results for the modulation spaces.
As an application, he showed an inclusion relation between the modulation spaces and Besov
spaces. We also mention that some extensions to weighted modulation spaces of the inclusion
can be found in Toft [19,20]. We remark that Besov spaces are used in various problems of partial
differential equations, and his result will help us to understand how they are translated into the
terminology of modulation spaces.

Among many other important properties to be shown, we focus on the dilation property of
the modulation spaces in this article. Since M2,2(Rn) = L2(Rn), we have easily ‖fλ‖M2,2 =
λ−n/2‖f ‖M2,2 by the change of variables t �→ λ−1t , where fλ(t) = f (λt) and t ∈ R

n. But it
is not clear how ‖fλ‖Mp,q behaves like with respect to λ except for the case (p, q) = (2,2).
Our objective is to draw the complete picture of the best order of λ for every pair of (p, q)

(Theorem 1.1).
We can expect various kinds of applications of this consideration. In fact, this kind of dilation

property is frequently used in the “scaling argument,” which is a popular tool to know the best
possible order of the conditions in problems of partial differential equations. Actually, in this
article, we also show the best possibility of Toft’s inclusion relation mentioned above, as a side
product of the main argument (Theorem 1.2).

In order to state our main results, we introduce several indices. For 1 � p � ∞, we denote
by p′ the conjugate exponent of p (that is, 1/p + 1/p′ = 1). We define subsets of (1/p,1/q) ∈
[0,1] × [0,1] in the following way:

I1: max(1/p,1/p′) � 1/q, I ∗
1 : min(1/p,1/p′) � 1/q,

I2: max(1/q,1/2) � 1/p′, I ∗
2 : min(1/q,1/2) � 1/p′,

I3: max(1/q,1/2) � 1/p, I ∗
3 : min(1/q,1/2) � 1/p.

Let us consider Fig. 1. In [18], Toft introduced the indices

ν1(p, q) = max
{
0,1/q − min(1/p,1/p′)

}
,

ν2(p, q) = min
{
0,1/q − max(1/p,1/p′)

}
.
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Fig. 1.

Note that

ν1(p, q) =

⎧⎪⎨⎪⎩
0 if (1/p,1/q) ∈ I ∗

1 ,

1/p + 1/q − 1 if (1/p,1/q) ∈ I ∗
2 ,

−1/p + 1/q if (1/p,1/q) ∈ I ∗
3 ,

and

ν2(p, q) =
⎧⎨⎩

0 if (1/p,1/q) ∈ I1,

1/p + 1/q − 1 if (1/p,1/q) ∈ I2,

−1/p + 1/q if (1/p,1/q) ∈ I3.

We also introduce the indices

μ1(p, q) = ν1(p, q) − 1/p, μ2(p, q) = ν2(p, q) − 1/p.

Then we have

μ1(p, q) =

⎧⎪⎨⎪⎩
−1/p if (1/p,1/q) ∈ I ∗

1 ,

1/q − 1 if (1/p,1/q) ∈ I ∗
2 ,

−2/p + 1/q if (1/p,1/q) ∈ I ∗
3 ,

and

μ2(p, q) =
⎧⎨⎩

−1/p if (1/p,1/q) ∈ I1,

1/q − 1 if (1/p,1/q) ∈ I2,

−2/p + 1/q if (1/p,1/q) ∈ I3.

Our first main result is on the dilation property of the modulation spaces. For a function (or
tempered distribution) f on R

n and λ > 0, we use the notation fλ which is defined by fλ(t) =
f (λt), t ∈ R

n.
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Theorem 1.1. Let 1 � p,q � ∞. Then the following are true:

(1) There exists a constant C > 0 such that

C−1λnμ2(p,q)‖f ‖Mp,q � ‖fλ‖Mp,q � Cλnμ1(p,q)‖f ‖Mp,q (1.1)

for all f ∈ Mp,q(Rn) and λ � 1. Conversely, if there exist constants C > 0 and α,β ∈ R

such that

C−1λβ‖f ‖Mp,q � ‖fλ‖Mp,q � Cλα‖f ‖Mp,q

for all f ∈ Mp,q(Rn) and λ � 1, then α � nμ1(p, q) and β � nμ2(p, q).
(2) There exists a constant C > 0 such that

C−1λnμ1(p,q)‖f ‖Mp,q � ‖fλ‖Mp,q � Cλnμ2(p,q)‖f ‖Mp,q (1.2)

for all f ∈ Mp,q(Rn) and 0 < λ � 1. Conversely, if there exist constants C > 0 and α,β ∈ R

such that

C−1λα‖f ‖Mp,q � ‖fλ‖Mp,q � Cλβ‖f ‖Mp,q

for all f ∈ Mp,q(Rn) and 0 < λ � 1, then α � nμ1(p, q) and β � nμ2(p, q).

Since the Gauss function ϕ(t) = e−|t |2 does not change its form under the Fourier transfor-
mation, the modulation norm of it can have a “good” property. In this sense, it is reasonable to
believe that the Gauss function f = ϕ attains the critical order of ‖fλ‖Mp,q with respect to λ. But
it is not true because ‖ϕλ‖Mp,q ∼ λn(1/q−1) in the case λ � 1 and ‖ϕλ‖Mp,q ∼ λ−n/p in the case
0 < λ � 1 (see Lemma 2.1). Theorem 1.1 says that they are not critical orders for every pair of
(p, q).

It should be pointed out here that the behavior of ‖fλ‖Mp,q with respect to λ might de-
pend on the choice of f ∈ Mp,q(Rn). In fact, f (t) = ∑

k∈Zn eik·tψ(t − k), where ψ is an
appropriate Schwartz function, has the property ‖fλ‖Mp,∞ ∼ λ−2n/p (0 < λ � 1) in the case
1 � p � 2 (Lemma 3.10), while the Gauss function has the different behavior ‖ϕλ‖Mp,∞ ∼ λ−n/p

(0 < λ � 1) as mentioned above. On the other hand, the Lp-norm never has such a property since
‖fλ‖Lp = λ−n/p‖f ‖Lp for all f ∈ Lp(Rn). That is one of great differences between the modu-
lation spaces and Lp-spaces.

Our second main result is on the optimality of the inclusion relation between the modulation
spaces and Besov spaces. In [18, Theorem 3.1], Toft proved the inclusions

B
p,q

nν1(p,q)

(
R

n
)
↪→ Mp,q

(
R

n
)
↪→ B

p,q

nν2(p,q)

(
R

n
)

for 1 � p,q � ∞. See also [19, Theorem 2.10] for the case of weighted modulation spaces,
and some related results can be seen in Gröbner [9] and Okoudjou [14]. Toft also remarked that
the left inclusion is optimal in the case 1 � p = q � 2, that is, if B

p,p
s1 (Rn) ↪→ Mp,p(Rn) then

s1 � nν1(p,p). The same is true for the right inclusion in the case 2 � p = q � ∞, that is,
if Mp,p(Rn) ↪→ B

p,p
s2 (Rn) then s2 � nν2(p,p) [18, Remark 3.11]. The next theorem says that

Toft’s inclusion result is optimal in the above meaning for every pair of (p, q).
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Theorem 1.2. Let 1 � p,q � ∞ and s ∈ R. Then the following are true:

(1) If B
p,q
s (Rn) ↪→ Mp,q(Rn), then s � nν1(p, q).

(2) If Mp,q(Rn) ↪→ B
p,q
s (Rn) and 1 � p,q < ∞, then s � nν2(p, q).

During the evaluation process of this paper, a preprint of the independent work by Wang and
Huang [22] was sent to the authors, where we can find a related result of Theorem 1.2.

We end this introduction by explaining the plan of this article. In Section 2, we give the precise
definition and basic properties of the modulation spaces and Besov spaces. In Sections 3 and 4,
we prove Theorems 1.1 and 1.2, respectively.

2. Preliminaries

We introduce the modulation spaces based on Gröchenig [10]. Let S(Rn) and S ′(Rn) be the
Schwartz spaces of rapidly decreasing smooth functions and tempered distributions, respectively.
We define the Fourier transform f̂ and the inverse Fourier transform F−1f of f ∈ S(Rn) by

f̂ (ξ) =
∫
Rn

e−iξ ·xf (x) dx and F−1f (x) = 1

(2π)n

∫
Rn

eix·ξ f (ξ) dξ.

Fix a function ϕ ∈ S(Rn) \ {0} (called the window function). Then the short-time Fourier trans-
form Vϕf of f ∈ S ′(Rn) with respect to ϕ is defined by

Vϕf (x, ξ) = 〈f,MξTxϕ〉 for x, ξ ∈ R
n,

where Mξϕ(t) = eiξ ·t ϕ(t), Txϕ(t) = ϕ(t − x), and 〈·,·〉 is the inner product on L2(Rn). We can
express it in a form of the integral

Vϕf (x, ξ) =
∫
Rn

f (t) ϕ(t − x)e−iξ ·t dt,

which has actually the meaning for an appropriate function f on R
n. We note that, for f ∈

S ′(Rn), Vϕf is continuous on R
2n and |Vϕf (x, ξ)| � C(1 + |x| + |ξ |)N for some constants

C,N � 0 [10, Theorem 11.2.3]. Let 1 � p,q � ∞. Then the modulation space Mp,q(Rn) con-
sists of all f ∈ S ′(Rn) such that

‖f ‖Mp,q = ‖Vϕf ‖Lp,q =
{ ∫

Rn

( ∫
Rn

∣∣Vϕf (x, ξ)
∣∣p dx

)q/p

dξ

}1/q

< ∞,

(with usual modification when p = ∞ or q = ∞). We note that M2,2(Rn) = L2(Rn) [10,
Proposition 11.3.1] and Mp,q(Rn) is a Banach space [10, Proposition 11.3.5]. The definition of
Mp,q(Rn) is independent of the choice of the window function ϕ ∈ S(Rn) \ {0}, that is, different
window functions yield equivalent norms [10, Proposition 11.3.2].

We also introduce Besov spaces. Let 1 � p,q � ∞ and s ∈ R. Suppose that ϕ0, ϕ ∈ S(Rn)

satisfy suppϕ0 ⊂ {ξ : |ξ | � 2}, suppϕ ⊂ {ξ : 1/2 � |ξ | � 2} and ϕ0(ξ) + ∑∞
j=1 ϕ(ξ/2j ) = 1 for
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all ξ ∈ R
n. Set ϕj = ϕ(·/2j ) if j � 1. Then the Besov space B

p,q
s (Rn) consists of all f ∈ S ′(Rn)

such that

‖f ‖B
p,q
s

=
( ∞∑

j=0

2jsq
∥∥F−1[ϕj f̂ ]∥∥q

Lp

)1/q

=
( ∞∑

j=0

2jsq‖Φj ∗ f ‖q
Lp

)1/q

< ∞,

where Φj = F−1ϕj (with usual modification again when q = ∞). We remark that B
p,q
s (Rn)∗ =

B
p′,q ′
−s (Rn) for 1 � p,q < ∞.

Finally, we list below the lemmas which will be used in the subsequent section. In this article,
we frequently use the Gauss function ϕ(t) = e−|t |2 .

Lemma 2.1. (See [18, Lemma 1.8].) Let ϕ be the Gauss function. Then

∥∥Vϕ(ϕλ)
∥∥

Lp,q = πn(1/p+1/q+1)/2p−n/2pq−n/2q2n/qλ−n/p
(
1 + λ2)n(1/p+1/q−1)/2

.

Lemma 2.1 says that ‖ϕλ‖Mp,q ∼ λn(1/q−1) in the case λ � 1 and ‖ϕλ‖Mp,q ∼ λ−n/p in the
case 0 < λ � 1.

Lemma 2.2. (See [10, Corollary 11.2.7].) Let f ∈ S ′(Rn) and ϕ,ψ,γ ∈ S(Rn). Then

〈f,ϕ〉 = 1

〈γ,ψ〉
∫

R2n

Vψf (x, ξ)Vγ ϕ(x, ξ) dx dξ for all ϕ ∈ S
(
R

n
)
.

We remark that Lemma 2.2 is also found in Folland [7, Proposition 1.92].

Lemma 2.3. (See [10, Lemma 11.3.3].) Let f ∈ S ′(Rn) and ϕ,ψ,γ ∈ S(Rn). Then

∣∣Vϕf (x, ξ)
∣∣ � 1

|〈γ,ψ〉|
(|Vψf | ∗ |Vϕγ |)(x, ξ) for all x, ξ ∈ R

n.

Lemma 2.4. (See [10, Proposition 11.3.4, Theorem 11.3.6].) Let 1 � p,q < ∞. Then S(Rn) is
dense in Mp,q(Rn) and Mp,q(Rn)∗ = Mp′,q ′

(Rn) under the duality

〈f,g〉M = 1

‖ϕ‖2
L2

∫
R2n

Vϕf (x, ξ)Vϕg(x, ξ) dx dξ

for f ∈ Mp,q(Rn) and g ∈ Mp′,q ′
(Rn).

By Lemmas 2.2 and 2.4, if 1 < p,q � ∞ and f ∈ Mp,q(Rn) then

‖f ‖Mp,q = sup
∣∣〈f,g〉M

∣∣ = sup
∣∣〈f,g〉∣∣, (2.1)

where the supremum is taken over all g ∈ S(Rn) such that ‖g‖ p′,q′ = 1.

M
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Lemma 2.5. (See [3, Corollary 2.3].) Let 1 � p1,p2, q1, q2 � ∞ and p2, q2 < ∞. If T is a
linear operator such that

‖Tf ‖Mp1,q1 � A1‖f ‖Mp1,q1 for all f ∈ Mp1,q1
(
R

n
)

and

‖Tf ‖Mp2,q2 � A2‖f ‖Mp2,q2 for all f ∈ Mp2,q2
(
R

n
)
,

then

‖Tf ‖Mp,q � CA1−θ
1 Aθ

2‖f ‖Mp,q for all f ∈ Mp,q
(
R

n
)
,

where 1/p = (1 − θ)/p1 + θ/p2, 1/q = (1 − θ)/q1 + θ/q2, 0 � θ � 1 and C is independent
of T .

Remark 2.6. Lemma 2.5 with the cases p2 = ∞ or q2 = ∞ is treated in [18, Remark 3.2], which
says that it is true under a modification.

3. The dilation property of modulation spaces

In this section, we prove Theorem 1.1 which appeared in Section 1. We remark that the left-
hand sides of inequalities in Theorem 1.1 are obtained from the right-hand sides of them.

Theorem 3.1. Let 1 � p,q � ∞. Then the following are true:

(1) There exists a constant C > 0 such that

‖fλ‖Mp,q � Cλnμ1(p,q)‖f ‖Mp,q for all f ∈ Mp,q
(
R

n
)

and λ � 1.

Conversely, if there exist constants C > 0 and α ∈ R such that

‖fλ‖Mp,q � Cλα‖f ‖Mp,q for all f ∈ Mp,q
(
R

n
)

and λ � 1,

then α � nμ1(p, q).
(2) There exists a constant C > 0 such that

‖fλ‖Mp,q � Cλnμ2(p,q)‖f ‖Mp,q for all f ∈ Mp,q
(
R

n
)

and 0 < λ � 1.

Conversely, if there exist constants C > 0 and β ∈ R such that

‖fλ‖Mp,q � Cλβ‖f ‖Mp,q for all f ∈ Mp,q
(
R

n
)

and 0 < λ � 1,

then β � nμ2(p, q).
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Indeed, if 0 < λ � 1, then the first part of Theorem 3.1(1) gives

‖f ‖Mp,q = ∥∥(fλ)1/λ

∥∥
Mp,q � Cλ−nμ1(p,q)‖fλ‖Mp,q

which proves the left-hand side of (1.2) in Theorem 1.1. The others in Theorem 1.1 are given by
Theorem 3.1 in a similar way. We also remark that Boulkhemair [1, Proposition 3.2] proved the
first part of Theorem 3.1(2) with (p, q) = (∞,1).

Now we prove Theorem 3.1. We begin with the following preparing lemma which might be
well known.

Lemma 3.2. Let 1 � p,q � ∞. Then there exists a constant C > 0 which only depends on the
window functions in the modulation space norms such that

‖fλ‖Mp,q � Cλ−n(1/p−1/q+1)
(
1 + λ2)n/2‖f ‖Mp,q

for all f ∈ Mp,q(Rn) and λ > 0.

Although the proof of Lemma 3.2 might be found in some literature, we provide it for reader’s
convenience. Here (and also in other situations) we may assume that the window function is given
by the Gauss function ϕ(t) = e−|t |2 .

Proof. Let ϕ be the Gauss function, that is, ϕ(t) = e−|t |2 . By a change of variable, we have

‖fλ‖Mp,q = ∥∥Vϕ(fλ)
∥∥

Lp,q = λ−n(1/p−1/q+1)‖Vϕ1/λ
f ‖Lp,q .

From Lemma 2.3 it follows that∣∣Vϕ1/λ
f (x, ξ)

∣∣ � ‖ϕ‖−2
L2

(|Vϕf | ∗ |Vϕ1/λ
ϕ|)(x, ξ).

Hence, by Young’s inequality and Lemma 2.1, we get

‖fλ‖Mp,q � λ−n(1/p−1/q+1)‖ϕ‖−2
L2 ‖Vϕ1/λ

ϕ‖L1,1‖Vϕf ‖Lp,q

= λ−n(1/p−1/q+1)‖ϕ‖−2
L2

∥∥Vϕ(ϕ1/λ)
∥∥

L1,1‖Vϕf ‖Lp,q

= λ−n(1/p−1/q+1)‖ϕ‖−2
L2

(
π3n/22n

(
λ−1)−n(

1 + λ−2)n/2)‖f ‖Mp,q

= Cn,ϕλ−n(1/p−1/q+1)
(
1 + λ2)n/2‖f ‖Mp,q .

The proof is complete. �
We are now ready to prove Theorem 3.1(1) with (1/p,1/q) ∈ I ∗

1 and Theorem 3.1(2) with
(1/p,1/q) ∈ I1.

Proof of Theorem 3.1(2) with (1/p,1/q) ∈ I 1. Let (1/p,1/q) ∈ I1. Then μ2(p, q) = −1/p.
By Lemma 3.2, we have

‖fλ‖Mr,1 � Cλ−n/r‖f ‖Mr,1 for all f ∈ Mr,1(
R

n
)

and 0 < λ � 1, (3.1)
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where 1 � r � ∞. On the other hand, since M2,2(Rn) = L2(Rn), we have

‖fλ‖M2,2 � Cλ−n/2‖f ‖M2,2 for all f ∈ M2,2(
R

n
)

and 0 < λ � 1. (3.2)

Take 1 � r � ∞ and 0 � θ � 1 such that 1/p = (1 − θ)/r + θ/2 and 1/q = (1 − θ)/1 + θ/2.
Then, by interpolation (Lemma 2.5), (3.1) and (3.2) give

‖fλ‖Mp,q � C
(
λ−n/r

)1−θ (
λ−n/2)θ‖f ‖Mp,q

for all f ∈ Mp,q(Rn) and 0 < λ � 1. Since (1 − θ)/r = 1/p + 1/q − 1 and θ/2 = −1/q + 1,
we get

‖fλ‖Mp,q � Cλ−n/p‖f ‖Mp,q for all f ∈ Mp,q
(
R

n
)

and 0 < λ � 1. (3.3)

This is the first part of Theorem 3.1(2) with (1/p,1/q) ∈ I1.
We next prove the second part of Theorem 3.1(2) with (1/p,1/q) ∈ I1. Let (1/p,1/q) ∈ I1.

Assume that there exist constants C > 0 and β ∈ R such that

‖fλ‖Mp,q � Cλβ‖f ‖Mp,q for all f ∈ Mp,q
(
R

n
)

and 0 < λ � 1.

Let ϕ be the Gauss function. We note that the Gauss function belongs to Mp,q(Rn). Then, by
Lemma 2.1 and our assumption, we have

Cp,qλ−n/p � Cp,qλ−n/p
(
1 + λ2)n(1/p+1/q−1)/2

= ∥∥Vϕ(ϕλ)
∥∥

Lp,q = ‖ϕλ‖Mp,q � Cλβ‖ϕ‖Mp,q

for all 0 < λ � 1. This is possible only if β � −n/p. The proof is complete. �
Proof of Theorem 3.1(1) with (1/p,1/q) ∈ I∗

1. We recall that μ1(p, q) = −1/p if (1/p,

1/q) ∈ I ∗
1 . Let (1/p,1/q) ∈ I ∗

1 . Then (1/p′,1/q ′) ∈ I1. We first consider the case p = 1. Since
1 < p,q � ∞, by duality (2.1) and Theorem 3.1(2) with (1/p′,1/q ′) ∈ I1, we have

‖fλ‖Mp,q = sup
∣∣〈fλ, g〉∣∣ = λ−n sup

∣∣〈f,g1/λ〉
∣∣

� λ−n sup‖f ‖Mp,q ‖g1/λ‖Mp′,q′

� λ−n sup‖f ‖Mp,q

(
C

(
λ−1)−n/p′‖g‖

Mp′,q′
) = Cλ−n/p‖f ‖Mp,q

for all f ∈ Mp,q(Rn) and λ � 1, where the supremum is taken over all g ∈ S(Rn) such that
‖g‖

Mp′,q′ = 1. In the case p = 1, by Lemma 3.2, we see that

‖fλ‖M1,∞ � Cλ−n‖f ‖M1,∞ for all f ∈ M1,∞(
R

n
)

and λ � 1.

Hence, we obtain the first part of Theorem 3.1(1) with (1/p,1/q) ∈ I ∗.
1
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We consider the second part of Theorem 3.1(1) with (1/p,1/q) ∈ I ∗
1 . Let (1/p,1/q) ∈ I ∗

1
and q < ∞. Note that 1 < p,q < ∞. Assume that there exist constants C > 0 and α ∈ R such
that

‖gλ‖Mp,q � Cλα‖g‖Mp,q for all g ∈ Mp,q
(
R

n
)

and λ � 1.

Then, by duality and our assumption, we have

‖fλ‖Mp′,q′ = sup
∣∣〈fλ, g〉∣∣ = λ−n sup

∣∣〈f,g1/λ〉
∣∣

� λ−n sup‖f ‖
Mp′,q′ ‖g1/λ‖Mp,q

� λ−n sup‖f ‖
Mp′,q′

(
C

(
λ−1)α‖g‖Mp,q

) = Cλ−n−α‖f ‖
Mp′,q′

for all f ∈ Mp′,q ′
(Rn) and 0 < λ � 1, where the supremum is taken over all g ∈ S(Rn) such

that ‖g‖Mp,q = 1. Since (1/p′,1/q ′) ∈ I1, by Theorem 3.1(2) with (1/p′,1/q ′) ∈ I1, we get
−n − α � −n/p′. This implies α � −n/p.

We next consider the case q = ∞. Let 1 � r � ∞. Assume that there exist constants C > 0
and α ∈ R such that

‖fλ‖Mr,∞ � Cλα‖f ‖Mr,∞ for all f ∈ Mr,∞(
R

n
)

and λ � 1, (3.4)

where α < −n/r . Since M2,2(Rn) = L2(Rn), we have

‖fλ‖M2,2 � Cλ−n/2‖f ‖M2,2 for all f ∈ M2,2(
R

n
)

and λ � 1. (3.5)

Then, by interpolation, (3.4) and (3.5) give

‖fλ‖Mp,q �
{

Cλ(αr+n)(1/p−1/q)−n/p‖f ‖Mp,q , if 1 � r < ∞,

Cλα(1−2/q)−n/p‖f ‖Mp,q , if r = ∞

for all f ∈ Mp,q(Rn) and λ � 1, where 1/p = (1 − θ)/r + θ/2, 1/q = (1 − θ)/∞ + θ/2 and
0 < θ < 1. Note that (1/p,1/q) ∈ I ∗

1 and 2 < q < ∞. However, since (αr + n)(1/p − 1/q) < 0
if 1 � r < ∞ and α(1−2/q) < 0 if r = ∞, this contradicts Theorem 3.1(1) with (1/p,1/q) ∈ I ∗

1
and 2 < q < ∞. Therefore, α must satisfy α � −n/r . The proof is complete. �

Our next goal is to prove Theorem 3.1(1) with (1/p,1/q) ∈ I ∗
2 and Theorem 3.1(2) with

(1/p,1/q) ∈ I2.

Lemma 3.3. Let 1 � p,q � ∞ be such that (1/p,1/q) ∈ I ∗
2 and 1/p � 1/q . Then there exists a

constant C > 0 such that

‖fλ‖Mp,q � Cλ−n(2/p−1/q)
(
1 + λ2)n(1/p−1/2)‖f ‖Mp,q

for all f ∈ Mp,q(Rn) and λ > 0.
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Proof. Let 1 � r � ∞. By Lemma 3.2, we have

‖fλ‖M1,r � Cλn(1/r−2)
(
1 + λ2)n/2‖f ‖M1,r (3.6)

for all f ∈ M1,r (Rn) and λ > 0. Then, by interpolation, (3.2), (3.5) and (3.6) give Lemma 3.3. �
The proof of the following lemma is based on that of [21, Theorem 3].

Lemma 3.4. Suppose that ϕ ∈ S(Rn) is a real-valued function satisfying ϕ � C on [−1/2,1/2]n
for some constant C > 0, suppϕ ⊂ [−1,1]n, ϕ(t) = ϕ(−t) and

∑
k∈Zn ϕ(t − k) = 1 for all

t ∈ R
n. Then

sup
k∈Zn

∥∥(MkΦ) ∗ f
∥∥

L2 � ‖VΦf ‖L2,∞ � 5n‖Φ‖L1 sup
k∈Zn

∥∥(MkΦ) ∗ f
∥∥

L2

for all f ∈ M2,∞(Rn), where Φ = F−1ϕ and MkΦ(t) = eik·tΦ(t).

Proof. Let f ∈ M2,∞(Rn). Since Φ is a real-valued function and Φ(t) = Φ(−t) for all t , we
have

∣∣VΦf (x, ξ)
∣∣ =

∣∣∣∣ ∫
Rn

f (t)Φ(t − x)e−iξ ·t dt

∣∣∣∣
=

∣∣∣∣ ∫
Rn

f (t)Φ(x − t)eiξ ·(x−t) dt

∣∣∣∣ = ∣∣(MξΦ) ∗ f (x)
∣∣. (3.7)

We first prove

ess sup
ξ∈Rn

( ∫
Rn

∣∣VΦf (x, ξ)
∣∣2

dx

)1/2

= sup
ξ∈Rn

( ∫
Rn

∣∣VΦf (x, ξ)
∣∣2

dx

)1/2

. (3.8)

To prove (3.8), it is enough to show that (
∫

Rn |VΦf (x, ξ)|2 dx)1/2 is continuous with respect
to ξ . Since ess supξ∈Rn(

∫
Rn |VΦf (x, ξ)|2 dx)1/2 < ∞, for each k ∈ Z

n there exists ξk ∈ k/2 +
[−1/4,1/4]n such that (

∫
Rn |VΦf (x, ξk)|2 dx)1/2 < ∞. Then, by (3.7), we have

1

(2π)n/2

∥∥ϕ(· − ξk)f̂
∥∥

L2 = ∥∥(Mξk
Φ) ∗ f

∥∥
L2 =

( ∫
Rn

∣∣VΦf (x, ξk)
∣∣2

dx

)1/2

< ∞.

Since k/2 +[−1/4,1/4]n ⊂ ξk +[−1/2,1/2]n and ϕ(· − ξk) � C > 0 on ξk +[−1/2,1/2]n, we
see that |f̂ |2 is integrable on k/2+[−1/4,1/4]n. The arbitrariness of k ∈ Z

n gives f̂ ∈ L2
loc(R

n).
By the Lebesgue dominated convergence theorem, we see that ‖ϕ(·− ξ)f̂ ‖L2 is continuous with
respect to ξ . Hence, (

∫
Rn |VΦf (x, ξ)|2 dx)1/2 is continuous with respect to ξ . We obtain (3.8).

Then, from (3.7) and (3.8) it follows that
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sup
k∈Zn

∥∥(MkΦ) ∗ f
∥∥

L2 � sup
ξ∈Rn

∥∥(MξΦ) ∗ f
∥∥

L2 = sup
ξ∈Rn

( ∫
Rn

∣∣VΦf (x, ξ)
∣∣2

dx

)1/2

= ess sup
ξ∈Rn

( ∫
Rn

∣∣VΦf (x, ξ)
∣∣2

dx

)1/2

= ‖VΦf ‖L2,∞ .

We next prove ‖VΦf ‖L2,∞ � (5n‖Φ‖L1) supk∈Zn ‖(MkΦ) ∗ f ‖L2 . Let ξ = (ξ1, . . . , ξn) ∈ R
n.

Since

MξΦ = F−1[
ϕ(· − ξ)

] = F−1
[
ϕ(· − ξ)

( ∑
k∈Zn

ϕ(· − k)

)]
=

∑
|ki−ξi |�2,
i=1,...,n

F−1[
ϕ(· − ξ)ϕ(· − k)

] =
∑

|ki−ξi |�2,
i=1,...,n

(MξΦ) ∗ (MkΦ),

by (3.7), we have∣∣VΦf (x, ξ)
∣∣ = ∣∣(MξΦ) ∗ f (x)

∣∣ �
∑

|ki−ξi |�2,
i=1,...,n

∣∣(MξΦ) ∗ (MkΦ) ∗ f (x)
∣∣.

Hence, by (3.8), we get

‖VΦf ‖L2,∞ = sup
ξ∈Rn

( ∫
Rn

∣∣VΦf (x, ξ)
∣∣2

dx

)1/2

� sup
ξ∈Rn

∑
|ki−ξi |�2,
i=1,...,n

∥∥(MξΦ) ∗ (MkΦ) ∗ f
∥∥

L2

� sup
ξ∈Rn

∑
|ki−ξi |�2,
i=1,...,n

‖MξΦ‖L1

∥∥(MkΦ) ∗ f
∥∥

L2

� ‖Φ‖L1

(
sup
�∈Zn

∥∥(M�Φ) ∗ f
∥∥

L2

)(
sup
ξ∈Rn

∑
|ki−ξi |�2,
i=1,...,n

1

)

� 5n‖Φ‖L1 sup
�∈Zn

∥∥(M�Φ) ∗ f
∥∥

L2 .

The proof is complete. �
We remark that Lemma 3.2 implies

‖fλ‖M2,∞ � Cλ−3n/2‖f ‖M2,∞ for all f ∈ M2,∞(
R

n
)

and 0 < λ � 1.

This is not our desired order of λ in the case (p, q) = (2,∞). But we have
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Lemma 3.5. There exists a constant C > 0 such that

‖fλ‖M2,∞ � Cλ−n‖f ‖M2,∞ for all f ∈ M2,∞(
R

n
)

and 0 < λ � 1.

Proof. Let Φ = F−1ϕ, where ϕ is as in Lemma 3.4. Suppose that f ∈ M2,∞(Rn). We note that
f̂ ∈ L2

loc(R
n) (see the proof of Lemma 3.4). Then, by Lemma 3.4, we see that

∥∥VΦ(fλ)
∥∥

M2,∞ � 5n‖Φ‖L1 sup
k∈Zn

∥∥(MkΦ) ∗ fλ

∥∥
L2

= 5n‖Φ‖L1 sup
k∈Zn

(2π)−n/2
∥∥ϕ(· − k)f̂λ

∥∥
L2

= Cnλ
−n/2 sup

k∈Zn

∥∥ϕ(λ · −k)f̂
∥∥

L2

= Cnλ
−n/2 sup

k∈Zn

∥∥∥∥ϕ(λ · −k)

( ∑
�∈Zn

ϕ(· − �)

)
f̂

∥∥∥∥
L2

.

Since ∣∣∣∣ϕ(λt − k)

( ∑
�∈Zn

ϕ(t − �)

)
f̂ (t)

∣∣∣∣2

� 4n
∑
�∈Zn

∣∣ϕ(λt − k)ϕ(t − �)f̂ (t)
∣∣2

= 4n
∑

|�i−ki/λ|�2/λ,
i=1,...,n

∣∣ϕ(λt − k)ϕ(t − �)f̂ (t)
∣∣2

,

we have ∥∥∥∥ϕ(λ · −k)

( ∑
�∈Zn

ϕ(· − �)

)
f̂

∥∥∥∥
L2

�
(

4n
∑

|�i−ki/λ|�2/λ,
i=1,...,n

∫
Rn

∣∣ϕ(λt − k)ϕ(t − �)f̂ (t)
∣∣2

dt

)1/2

�
(

4n(2π)n‖ϕ‖2
L∞

∑
|�i−ki/λ|�2/λ,

i=1,...,n

∥∥(M�Φ) ∗ f
∥∥2

L2

)1/2

�
(

4n(2π)n‖ϕ‖2
L∞

(
sup

m∈Zn

∥∥(MmΦ) ∗ f
∥∥

L2

)2 ∑
|�i−ki/λ|�2/λ,

i=1,...,n

1

)1/2

�
(
Cn‖ϕ‖2

L∞λ−n
(

sup
m∈Zn

∥∥(MmΦ) ∗ f
∥∥

L2

)2)1/2

= Cn‖ϕ‖L∞λ−n/2 sup
n

∥∥(MmΦ) ∗ f
∥∥

L2 .

m∈Z
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Hence, by Lemma 3.4, we get

‖fλ‖M2,∞ � Cnλ
−n sup

m∈Zn

∥∥(MmΦ) ∗ f
∥∥

L2 � Cnλ
−n‖f ‖M2,∞ .

The proof is complete. �
Lemma 3.6. Let 1 � p � ∞. Then the following are true:

(1) If p � 2, then there exists a constant C > 0 such that

‖fλ‖Mp,1 � C‖f ‖Mp,1 for all f ∈ Mp,1(
R

n
)

and λ � 1.

(2) If p � 2, then there exists a constant C > 0 such that

‖fλ‖Mp,1 � Cλ−n(2/p−1)‖f ‖Mp,1 for all f ∈ Mp,1(
R

n
)

and λ � 1.

Proof. We first consider the case p � 2. By Lemmas 2.2, 2.4 and 3.5, we have

‖fλ‖M2,1 = sup
∣∣〈fλ, g〉M

∣∣ = sup
∣∣〈fλ, g〉∣∣

= λ−n sup
∣∣〈f,g1/λ〉

∣∣ � λ−n sup‖f ‖M2,1‖g1/λ‖M2,∞

� λ−n sup‖f ‖M2,1

(
C(1/λ)−n‖g‖M2,∞

) = C‖f ‖M2,1

for all f ∈ S(Rn) and λ � 1, where the supremum is taken over all g ∈ M2,∞(Rn) such that
‖g‖M2,∞ = 1. Since S(Rn) is dense in M2,1(Rn), this gives

‖fλ‖M2,1 � C‖f ‖M2,1 for all f ∈ M2,1(
R

n
)

and λ � 1. (3.9)

On the other hand, by Lemma 3.2, we see that

‖fλ‖M1,1 � C‖f ‖M1,1 for all f ∈ M1,1(
R

n
)

and λ � 1. (3.10)

Hence, by interpolation, (3.9) and (3.10) give Lemma 3.6(1).
We next consider the case p � 2. By Lemma 3.2, we have

‖fλ‖M∞,1 � Cλn‖f ‖M∞,1 for all f ∈ M∞,1(
R

n
)

and λ � 1. (3.11)

Therefore, by interpolation, (3.9) and (3.11) give Lemma 3.6(2). �
Lemma 3.7. Let 1 � p � ∞. Then the following are true:

(1) If p � 2, then there exists a constant C > 0 such that

‖fλ‖Mp,∞ � Cλ−2n/p‖f ‖Mp,∞ for all f ∈ Mp,∞(
R

n
)

and 0 < λ � 1.

(2) If p � 2, then there exists a constant C > 0 such that

‖fλ‖Mp,∞ � Cλ−n‖f ‖Mp,∞ for all f ∈ Mp,∞(
R

n
)

and 0 < λ � 1.
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Proof. Let 1 < p � 2. By duality and Lemma 3.6(2), we have

‖fλ‖Mp,∞ = sup
∣∣〈fλ, g〉∣∣ = λ−n sup

∣∣〈f,g1/λ〉
∣∣

� λ−n sup‖f ‖Mp,∞
(
C(1/λ)−n(2/p′−1)‖g‖

Mp′,1
) = Cλ−2n/p‖f ‖Mp,∞

for all f ∈ Mp,∞(Rn) and 0 < λ � 1, where the supremum is taken over all g ∈ S(Rn) such
that ‖g‖

Mp′,1 = 1. In the case p = 1, by Lemma 3.2, we have

‖fλ‖M1,∞ � Cλ−2n‖f ‖M1,∞ for all f ∈ M1,∞(
R

n
)

and 0 < λ � 1.

Hence, we obtain Lemma 3.7(1). In the same way, we can prove Lemma 3.7(2). �
Lemma 3.8. Let 1 � p,q � ∞, (p, q) = (1,∞), (∞,1) and ε > 0. Set

f (t) =
∑
k =0

|k|−n/q−ε eik·t ϕ(t) in S ′(
R

n
)
,

where ϕ is the Gauss function. Then f ∈ Mp,q(Rn) and there exists a constant C > 0 such that
‖fλ‖Mp,q � Cλn(1/q−1)+ε for all 0 < λ � 1.

Proof. We first prove f ∈ Mp,q(Rn). Although this fact is an immediate consequence of the dis-
cretization properties of the modulation spaces (see Feichtinger and Gröchenig [6], or Gröchenig
[10, Theorem 12.2.4]), here we give the proof for reader’s convenience. Since∣∣∣∣ ∫

Rn

eik·t ϕ(t)ϕ(t − x)e−iξ ·t dt

∣∣∣∣
=

∣∣∣∣ ∫
Rn

ϕ(t)ϕ(x − t)
{(

1 + |ξ − k|2)−n
(I − Δt)

ne−i(ξ−k)·t}dt

∣∣∣∣
= (

1 + |ξ − k|2)−n

∣∣∣∣ ∑
|β1+β2|�2n

Cβ1,β2

∫
Rn

(
∂β1ϕ

)
(t)

(
∂β2ϕ

)
(x − t)e−i(ξ−k)·t dt

∣∣∣∣
� C

(
1 + |ξ − k|2)−n

∑
|β1+β2|�2n

∣∣∂β1ϕ
∣∣ ∗ ∣∣∂β2ϕ

∣∣(x),

we see that

‖f ‖Mp,q = ‖Vϕf ‖Lp,q

=
{ ∫

Rn

( ∫
Rn

∣∣∣∣∑
k =0

|k|−n/q−ε

∫
Rn

eik·t ϕ(t)ϕ(t − x)e−iξ ·t dt

∣∣∣∣dx

)q/p

dξ

}1/q

� C

{ ∫
n

( ∑
k =0

|k|−n/q−ε
(
1 + |ξ − k|2)−n

)q

dξ

}1/q
R
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= C

{ ∑
�∈Zn

∫
�+[−1/2,1/2]n

( ∑
k =0

|k|−n/q−ε
(
1 + |ξ − k|2)−n

)q

dξ

}1/q

� C

{ ∑
�∈Zn

( ∑
k =0

|k|−n/q−ε
(
1 + |� − k|2)−n

)q}1/q

.

Since {|k|−n/q−ε}k =0 ∈ �q(Zn), by Young’s inequality, we have f ∈ Mp,q(Rn).
We next consider the second part. Since ϕ ∈ Mp′,q ′

(Rn), by duality, we see that

‖fλ‖Mp,q = sup
‖g‖

Mp′,q′ =1

∣∣〈fλ, g〉M
∣∣ �

∣∣〈fλ,ϕ〉∣∣
=

∣∣∣∣∑
k =0

|k|−n/q−ε

∫
Rn

ei(λk)·t ϕ(λt)ϕ(t) dt

∣∣∣∣
= C

(
1 + λ2)−n/2 ∑

k =0

|k|−n/q−εe
− λ2|k|2

4(1+λ2)

� C
∑

0<|ki |�1/λ,
i=1,...,n

|k|−n/q−εe
− λ2|k|2

4(1+λ2)

� Cλn/q+ε
∑

0<|ki |�1/λ,
i=1,...,n

1 � Cλn(1/q−1)+ε

for all 0 < λ � 1. The proof is complete. �
We are now ready to prove Theorem 3.1(1) with (1/p,1/q) ∈ I ∗

2 and Theorem 3.1(2) with
(1/p,1/q) ∈ I2.

Proof of Theorem 3.1(2) with (1/p,1/q) ∈ I 2. We recall that μ2(p, q) = 1/q − 1 if
(1/p,1/q) ∈ I2. Let (1/p,1/q) ∈ I2 and 1/p � 1/q . If q = 1 then p = ∞, and we have already
proved this case in Theorem 3.1(2) with (1/p,1/q) ∈ I1. Hence, we may assume 1 < q � ∞.
Note that 1 � p′, q ′ < ∞. Since (1/p′,1/q ′) ∈ I ∗

2 and 1/p′ � 1/q ′, by duality and Lemma 3.3,
we have

‖fλ‖Mp,q = sup
∣∣〈fλ, g〉∣∣ = λ−n sup

∣∣〈f,g1/λ〉
∣∣

� λ−n sup‖f ‖Mp,q ‖g1/λ‖Mp′,q′

� λ−n sup‖f ‖Mp,q

(
C

(
λ−1)−n(2/p′−1/q ′)(1 + λ−2)n(1/p′−1/2)‖g‖

Mp′,q′
)

� Cλn(1/q−1)‖f ‖Mp,q (3.12)
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for all f ∈ Mp,q(Rn) and 0 < λ � 1, where the supremum is taken over all g ∈ S(Rn) such that
‖g‖

Mp′,q′ = 1. This is the first part of Theorem 3.1(2) with (1/p,1/q) ∈ I2 and 1/p � 1/q . We
next consider the case (1/p,1/q) ∈ I2, 1/p � 1/q and q < ∞. From (3.12) it follows that

‖fλ‖Mr,r � Cλn(1/r−1)‖f ‖Mr,r for all f ∈ Mr,r
(
R

n
)

and 0 < λ � 1, (3.13)

where 2 � r � ∞. Then, by interpolation, Lemma 3.5 and (3.13) give

‖fλ‖Mp,q � Cλn(1/q−1)‖f ‖Mp,q for all f ∈ Mp,q
(
R

n
)

and 0 < λ � 1,

where (1/p,1/q) ∈ I2, 1/p � 1/q and q < ∞. In the case q = ∞, by Lemma 3.7(2), we have
nothing to prove. Hence, we get the first part of Theorem 3.1(2) with (1/p,1/q) ∈ I2 and 1/p �
1/q .

We next consider the second part of Theorem 3.1(2) with (1/p,1/q) ∈ I2. Let (1/p,

1/q) ∈ I2. Since (1/∞,1/1) ∈ I1, we may assume (p, q) = (∞,1). Assume that there exist
constants C > 0 and β ∈ R such that

‖fλ‖Mp,q � Cλβ‖f ‖Mp,q for all f ∈ Mp,q
(
R

n
)

and 0 < λ � 1,

where β > n(1/q − 1). Then we can take ε > 0 such that n(1/q − 1) + ε < β . For this ε, we set

f (t) =
∑
k =0

|k|−n/q−εeik·t ϕ(t),

where ϕ is the Gauss function. Then, by Lemma 3.8, we see that f ∈ Mp,q(Rn) and there exists
a constant C′ > 0 such that ‖fλ‖Mp,q � C′λn(1/q−1)+ε for all 0 < λ � 1. Hence,

C′λn(1/q−1)+ε � ‖fλ‖Mp,q � Cλβ‖f ‖Mp,q

for all 0 < λ � 1. However, since n(1/q − 1) + ε < β , this is a contradiction. Therefore, β must
satisfy β � n(1/q − 1). The proof is complete. �
Proof of Theorem 3.1(1) with (1/p,1/q) ∈ I∗

2. We recall that μ1(p, q) = 1/q − 1 if
(1/p,1/q) ∈ I ∗

2 . In every case except for (p, q) = (1,∞), by duality, Theorem 3.1(2) with
(1/p′,1/q ′) ∈ I2 and the same argument as in the proof of Theorem 3.1(1) with (1/p,1/q) ∈ I ∗

1 ,
we can prove Theorem 3.1(1) with (1/p,1/q) ∈ I ∗

2 . For the case (p, q) = (1,∞), we have al-
ready proved in Theorem 3.1(1) with (1/p,1/q) ∈ I ∗

1 . �
Our last goal of this section is to prove Theorem 3.1(1) with (1/p,1/q) ∈ I ∗

3 and The-
orem 3.1(2) with (1/p,1/q) ∈ I3. In the following lemma, we use the fact that there exists
ϕ ∈ S(Rn) such that suppϕ ⊂ [−1/8,1/8]n and |ϕ̂| � 1 on [−2,2]n (see, for example, the proof
of [8, Theorem 2.6]).

Lemma 3.9. Let 1 � p � ∞, 1 � q < ∞ and ε > 0. Suppose that ϕ,ψ ∈ S(Rn) satisfy suppϕ ⊂
[−1/8,1/8]n, suppψ ⊂ [−1/2,1/2]n, |ϕ̂| � 1 on [−2,2]n and ψ = 1 on [−1/4,1/4]n. Set

f (t) =
∑

|k|−n/q−εeik·tψ(t − k) in S ′(
R

n
)
.

k =0
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Then f ∈ Mp,q(Rn) and there exists a constant C > 0 such that∥∥Vϕ(fλ)
∥∥

Lp,q � Cλ−n(2/p−1/q)+ε for all 0 < λ � 1.

Proof. In the same way as in the proof of Lemma 3.8, we can prove f ∈ Mp,q(Rn) (see
also [6] or [10]). We consider the second part. It is enough to show that ‖Vϕ1/λ

f ‖Lp,q �
Cλ−n/p+n+ε for all 0 < λ � 1, since ‖Vϕ(fλ)‖Lp,q = λ−n(1/p−1/q+1)‖Vϕ1/λ

f ‖Lp,q . We note that
suppϕ((· − x)/λ) ⊂ � + [−1/4,1/4]n for all 0 < λ � 1, � ∈ Z

n and x ∈ � + [−1/8,1,8]n. Since
suppψ(· − k) ⊂ k + [−1/2,1/2]n and ψ(t − k) = 1 if t ∈ k + [−1/4,1/4]n, it follows that( ∫

Rn

∣∣Vϕ1/λ
f (x, ξ)

∣∣p dx

)1/p

=
( ∫

Rn

∣∣∣∣∑
k =0

|k|−n/q−ε

∫
Rn

eik·tψ(t − k)ϕ

(
t − x

λ

)
e−iξ ·t dt

∣∣∣∣p dx

)1/p

�
( ∑

� =0

∫
�+[−1/8,1/8]n

∣∣∣∣∑
k =0

|k|−n/q−ε

∫
Rn

e−i(ξ−k)·tψ(t − k)ϕ

(
t − x

λ

)
dt

∣∣∣∣p dx

)1/p

=
( ∑

� =0

∫
�+[−1/8,1/8]n

∣∣∣∣|�|−n/q−ε

∫
Rn

e−i(ξ−�)·t ϕ
(

t − x

λ

)
dt

∣∣∣∣p dx

)1/p

= 4−n/p

( ∑
� =0

∣∣|�|−n/q−ελnϕ̂
(−λ(ξ − �)

)∣∣p)1/p

.

Hence, using |ϕ̂| � 1 on [−2,2]n, we get

‖Vϕ1/λ
f ‖Lp,q � 4−n/pλn

{ ∫
Rn

( ∑
� =0

∣∣|�|−n/q−ε ϕ̂
(−λ(ξ − �)

)∣∣p)q/p

dξ

}1/q

= 4−n/pλn−n/q

{ ∫
Rn

( ∑
� =0

∣∣|�|−n/q−ε ϕ̂(ξ + λ�)
∣∣p)q/p

dξ

}1/q

� 4−n/pλn−n/q

{ ∫
[−1,1]n

( ∑
0<|�i |�1/λ,

i=1,...,n

∣∣|�|−n/q−ε ϕ̂(ξ + λ�)
∣∣p)q/p

dξ

}1/q

� 4−n/p2n/qλn−n/q

( ∑
0<|�i |�1/λ,

i=1,...,n

|�|−(n/q+ε)p

)1/p

� Cnλ
n−n/qλn/q+ε

( ∑
0<|�i |�1/λ,

i=1,...,n

1

)1/p

� Cnλ
−n/p+n+ε

for all 0 < λ � 1. The proof is complete. �
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For Lemma 3.9, we do not need ε > 0 in the case q = ∞.

Lemma 3.10. Let 1 � p � ∞. Suppose that ϕ,ψ ∈ S(Rn) are as in Lemma 3.9. Set

f (t) =
∑
k∈Zn

eik·tψ(t − k) in S ′(
R

n
)
.

Then f ∈ Mp,∞(Rn) and there exists a constant C > 0 such that∥∥Vϕ(fλ)
∥∥

Lp,∞ � Cλ−2n/p for all 0 < λ � 1.

In particular, if 1 � p � 2 then there exist constants C,C′ > 0 such that

Cλ−2n/p � ‖fλ‖Mp,∞ � C′λ−2n/p for all 0 < λ � 1.

Proof. In the same way as in the proof of Lemma 3.8, we can prove∣∣∣∣ ∫
Rn

eik·tψ(t − k)ϕ(t − x)e−iξ ·t dt

∣∣∣∣ � C
(
1 + |x − k|2)−n(

1 + |ξ − k|2)−n
.

Hence,

∣∣Vϕf (x, ξ)
∣∣ =

∣∣∣∣ ∑
k∈Zn

∫
Rn

eik·tψ(t − k)ϕ(t − x)e−iξ ·t dt

∣∣∣∣
� C

∑
k∈Zn

(
1 + |x − k|2)−n(

1 + |ξ − k|2)−n � C
(
1 + |x − ξ |2)−n

for all x, ξ ∈ R
n. This implies f ∈ Mp,∞(Rn) (which is also a consequence of [6] or [10]).

We next consider the second part. Since ‖Vϕ1/λ
f (·, ξ)‖Lp is continuous with respect to ξ ∈ R

n,
we see that ‖Vϕ1/λ

f ‖Lp,∞ = supξ∈Rn ‖Vϕ1/λ
f (·, ξ)‖Lp for each 0 < λ � 1. Hence, by the same

argument as in the proof of Lemma 3.9, we have∥∥Vϕ(fλ)
∥∥

Lp,∞ = λ−n(1/p+1)‖Vϕ1/λ
f ‖Lp,∞ � λ−n(1/p+1)

∥∥Vϕ1/λ
f (·,0)

∥∥
Lp

� Cλ−n(1/p+1)

( ∑
�∈Zn

∣∣λnϕ̂(λ�)
∣∣p)1/p

� Cλ−n/p

( ∑
|�i |�1/λ,
i=1,...,n

∣∣ϕ̂(λ�)
∣∣p)1/p

� Cλ−2n/p

for all 0 < λ � 1.
By Lemma 3.7(1), if 1 � p � 2, then ‖f ‖Mp,∞ ∼ λ−2n/p in the case 0 < λ � 1. The proof is

complete. �
We are now ready to prove Theorem 3.1(1) with (1/p,1/q) ∈ I ∗ and (2) with (1/p,1/q) ∈ I3.
3
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Proof of Theorem 3.1(2) with (1/p,1/q) ∈ I 3. We recall that μ2(p, q) = −2/p + 1/q if
(1/p,1/q) ∈ I3. Let (1/p,1/q) ∈ I3 and 1/p + 1/q � 1. We note that, if (1/p,1/q) ∈ I3 and
1/p + 1/q � 1, then (1/p,1/q) ∈ I ∗

2 and 1/p � 1/q . Then, by Lemma 3.3, there exists a con-
stant C > 0 such that

‖fλ‖Mp,q � Cλ−n(2/p−1/q)‖f ‖Mp,q for all f ∈ Mp,q
(
R

n
)

and 0 < λ � 1. (3.14)

This is the first part of Theorem 3.1(2) with (1/p,1/q) ∈ I3 and 1/p+1/q � 1. We next consider
the case (1/p,1/q) ∈ I3, 1/p + 1/q � 1 and q < ∞. (3.14) implies

‖fλ‖Mr,r′ � Cλ−n(2/r−1/r ′)‖f ‖
Mr,r′ = Cλ−n(3/r−1)‖f ‖

Mr,r′ (3.15)

for all f ∈ Mr,r ′
(Rn) and 0 < λ � 1, where 1 � r � 2. Then, by interpolation, Lemma 3.5 and

(3.15) give

‖fλ‖Mp,q � Cλ−n(2/p−1/q)‖f ‖Mp,q for all f ∈ Mp,q
(
R

n
)

and 0 < λ � 1,

where (1/p,1/q) ∈ I3, 1/p + 1/q � 1 and q < ∞. In the case q = ∞, by Lemma 3.7(1), we
have nothing to prove. Hence, we obtain the first part of Theorem 3.1(2) with (1/p,1/q) ∈ I3
and 1/p + 1/q � 1.

By using Lemma 3.9 (or 3.10), we can prove the second part of Theorem 3.1(2) with
(1/p,1/q) ∈ I3 in the same way as in the proof of the second part of Theorem 3.1(2) with
(1/p,1/q) ∈ I2. We omit the proof. �
Proof of Theorem 3.1(1) with (1/p,1/q) ∈ I∗

3. We recall that μ1(p, q) = −2/p + 1/q if
(1/p,1/q) ∈ I ∗

3 . In every case except for (p, q) = (∞,1), by duality, Theorem 3.1(2) with
(1/p′,1/q ′) ∈ I3 and the same argument as in the proof of Theorem 3.1(1) with (1/p,1/q) ∈ I ∗

1 ,
we can prove Theorem 3.1(1) with (1/p,1/q) ∈ I ∗

3 .
For the first part of Theorem 3.1(1) with (p, q) = (∞,1), by (3.11), we have nothing to

prove. By using interpolation, we can prove the second part in the same way as in the proof of
Theorem 3.1(1) with (1/p,1/q) ∈ I ∗

1 and q = ∞. �
4. The inclusion between Besov spaces and modulation spaces

In this section, we prove Theorem 1.2 which appeared in Section 1. It is sufficient to prove
the first statement only because the first one implies the second one by the duality argument and
the elementary relation

ν2(p, q) = −ν1(p
′, q ′).

See also Section 2 for the dual spaces of the modulation spaces (Lemma 2.4) and Besov spaces.
For the preparation to prove Theorem 1.2(1) with (1/p,1/q) ∈ I ∗

1 , we show three lemmas in
the below. We denote by B the tensor product of B-spline of degree 2, that is

B(t) =
n∏

χ[−1/2,1/2] ∗ χ[−1/2,1/2](ti),

i=1



M. Sugimoto, N. Tomita / Journal of Functional Analysis 248 (2007) 79–106 99
where t = (t1, . . . , tn) ∈ R
n. We note that suppB ⊂ [−1,1]n and F−1B ∈ Mp,q(Rn) for all

1 � p,q � ∞.

Lemma 4.1. Let 1 � p,q � ∞, (p, q) = (1,∞), (∞,1) and ε > 0. Suppose that ψ ∈ S(Rn)

satisfies ψ = 1 on {ξ : |ξ | � 1/2} and suppψ ⊂ {ξ : |ξ | � 1}. Set

f (t) =
∑
� =0

|�|−n/p−εΨ (t − �) in S ′(
R

n
)
,

where Ψ = F−1ψ . Then f ∈ Mp,q(Rn) and there exists a constant C > 0 such that ‖fλ‖Mp,q �
Cλ−n/p−ε for all λ � 2

√
n.

Proof. In the same way as in the proof of Lemma 3.8, we can prove f ∈ Mp,q(Rn) (see also [6]
or [10]). We consider the second part. Let λ � 2

√
n. Since ψ(·/λ) = 1 on [−1,1]n, we have∫

Rn

Ψ (λt − �)
(
F−1B

)
(t) dt = (2π)−nλ−n

∫
Rn

e−i(�/λ)·tψ(t/λ)B(t) dt

= (2π)−nλ−n

∫
Rn

e−i(�/λ)·t B(t) dt

= (2π)−nλ−n

n∏
i=1

(
sin�i/2λ

�i/2λ

)2

.

We note that
∏n

i=1{(sin ξi)/ξi}2 � C on [−π/2,π/2]n for some constant C > 0. Since F−1B ∈
Mp′,q ′

(Rn), by Lemmas 2.2 and 2.4, we get

‖fλ‖Mp,q = sup
‖g‖

Mp′,q′ =1

∣∣〈fλ, g〉M
∣∣ �

∥∥F−1B
∥∥−1

Mp′,q′
∣∣〈fλ,F−1B

〉
M

∣∣
= C

∣∣∣∣∑
� =0

|�|−n/p−ε 1

‖Φ‖2
L2

∫
R2n

VΦ

[
Ψ (λ · −�)

]
(x, ξ)VΦ

[
F−1B

]
(x, ξ) dx dξ

∣∣∣∣
= C

∣∣∣∣∑
� =0

|�|−n/p−ε

∫
Rn

Ψ (λt − �)
(
F−1B

)
(t) dt

∣∣∣∣
= Cλ−n

∣∣∣∣∣∑
� =0

|�|−n/p−ε

n∏
i=1

(
sin�i/2λ

�i/2λ

)2
∣∣∣∣∣

� Cλ−n
∑

0<|�i |�λπ,
i=1,...,n

|�|−n/p−ε
n∏

i=1

(
sin�i/2λ

�i/2λ

)2

� Cλ−nλ−n/p−ε
∑

0<|�i |�λπ,
i=1,...,n

1 � Cλ−n/p−ε

for all λ � 2
√

n. The proof is complete. �
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Lemma 4.2. Suppose that 1 � p,q � ∞, (p, q) = (1,∞), (∞,1) and ε > 0. Let ψ ∈ S(Rn) be
as in Lemma 4.1. Set

f (t) = e8it1
∑
� =0

|�|−n/p−εΨ (t − �) in S ′(
R

n
)
, (4.1)

where t = (t1, . . . , tn) ∈ R
n and Ψ = F−1ψ . Then f ∈ Mp,q(Rn) and there exists a constant

C > 0 such that ‖fλ‖Mp,q � Cλ−n/p−ε for all λ � 2
√

n.

Proof. Let g(t) = ∑
� =0 |�|−n/p−εΨ (t − �). Since f = M8e1g and fλ = M8λe1gλ, we have

VΦ(fλ)(x, ξ) = VΦ(gλ)(x, ξ −8λe1), where e1 = (1,0, . . . ,0). This gives ‖fλ‖Mp,q = ‖gλ‖Mp,q .
Hence, by Lemma 4.1, we obtain Lemma 4.2. �
Lemma 4.3. Suppose that 1 � p,q � ∞, s ∈ R and ε > 0. Let f be defined by (4.1). Then there
exists a constant C > 0 such that ‖f2k‖B

p,q
s

� C2k(s−n/p) for all k ∈ Z+.

Proof. Let k ∈ Z+. Since suppϕ0 ⊂ {ξ : |ξ | � 2}, suppϕj ⊂ {ξ : 2j−1 � |ξ | � 2j+1} if j � 1
(see Section 2), and suppψ(·/2k − 8e1) ⊂ {ξ : |ξ − 2k+3e1| � 2k}, we see that

∫
Rn

Φj (x − t)
(
e8i(2k t1)Ψ

(
2kt − �

))
dt

= (2π)−n

∫
Rn

eix·t ϕj (t)
(
2−kne−i�·(t/2k−8e1

)
ψ

(
t/2k − 8e1

))
dt

=
{

(2π)−ne8i�1
∫

Rn ei(2kx−�)·t ϕj (2kt)ψ(t − 8e1) dt, if k + 2 � j � k + 4,

0, otherwise.

Hence,

∣∣Φj ∗ (f2k )(x)
∣∣

=
∣∣∣∣∑
� =0

|�|−n/p−ε

∫
Rn

Φj (x − t)
(
e8i(2k t1)Ψ

(
2kt − �

))
dt

∣∣∣∣
� C

∑
� =0

|�|−n/p−ε

∣∣∣∣ ∫
Rn

{(
1 + ∣∣2kx − �

∣∣2)−n
(I − Δt)

nei(2kx−�)·t}ϕj

(
2kt

)
ψ(t − 8e1) dt

∣∣∣∣
� C

∑
� =0

|�|−n/p−ε
(
1 + ∣∣2kx − �

∣∣2)−n
,

where k + 2 � j � k + 4. On the other hand, Φj ∗ (f2k ) = 0 if j < k + 2 or j > k + 4. Thus,
‖Φj ∗(f2k )‖Lp � C2−kn/p if k+2 � j � k+4, and ‖Φj ∗(f2k )‖Lp = 0 if j < k+2 or j > k+4.
Therefore,
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‖f2k‖B
p,q
s

=
(

k+4∑
j=k+2

2jsq
∥∥Φj ∗ (f2k )

∥∥q

Lp

)1/q

� C2−kn/p

(
k+4∑

j=k+2

2jsq

)1/q

� C2k(s−n/p).

The proof is complete. �
We are now ready to prove Theorem 1.2(1) with (1/p,1/q) ∈ I ∗

1 .

Proof of Theorem 1.2(1) with (1/p,1/q) ∈ I∗
1. Let (1/p,1/q) ∈ I ∗

1 and (p, q) = (1,∞). Then
ν1(p, q) = 0. We assume that B

p,q
s (Rn) ↪→ Mp,q(Rn), where s < 0. Set s = −ε, where ε > 0.

For this ε, we define f by

f (t) = e8it1
∑
� =0

|�|−n/p−ε/2Ψ (t − �),

where t = (t1, . . . , tn) ∈ R
n, Ψ = F−1ψ and ψ is as in Lemma 4.1. Then, by Lemmas 4.2

and 4.3, we have

C12−k(n/p+ε/2) � ‖f2k‖Mp,q � C2‖f2k‖B
p,q
s

� C32k(s−n/p) = C32−k(n/p+ε)

for any large integer k. However, this is a contradiction. Hence, s must satisfy s � 0.
We next consider the case (p, q) = (1,∞). Assume B

1,∞
s (Rn) ↪→ M1,∞(Rn). Let ψ ∈

S(Rn) \ {0} be such that suppψ ⊂ {ξ : 1/2 � |ξ | � 2}. Since M1,∞(Rn) ↪→ FL∞(Rn) [18,
Proposition 1.7], we see that

2−kn‖ψ‖L∞ = ∥∥F[Ψ2k ]∥∥
L∞ � C‖Ψ2k‖M1,∞ for all k ∈ Z+,

where Ψ = F−1ψ . On the other hand, it is easy to show that

‖Ψ2k‖
B

1,∞
s

� C2k(s−n) for all k ∈ Z+.

Hence, by our assumption, we get

2−kn‖ψ‖L∞ � C1‖Ψ2k‖M1,∞ � C2‖Ψ2k‖
B

1,∞
s

� C32k(s−n)

for all k ∈ Z+. This implies s � 0. The proof is complete. �
Our next goal is to prove Theorem 1.2(1) with (1/p,1/q) ∈ I ∗

2 . We remark the following fact,
and give the proof for reader’s convenience.

Lemma 4.4. (See [16, Proposition 1.1].) Let 1 � p,q � ∞ and s > 0. Then there exists a con-
stant C > 0 such that

‖fλ‖B
p,q
s

� Cλs−n/p‖f ‖B
p,q
s

for all f ∈ B
p,q
s

(
R

n
)

and λ � 1.
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Proof. Let j0 ∈ Z+ be such that 2j0 � λ < 2j0+1. Since
∑∞

j=0 ϕj (ξ) = 1 for all ξ ∈ R
n, we see

that

ϕj (λξ) =
1∑

�=−2

ϕj (λξ)ϕj+�

(
2j0ξ

)
for all ξ ∈ R

n and j ∈ Z+,

where ϕj+� = 0 if j + � < 0. Hence, by Young’s inequality, we have

‖fλ‖B
p,q
s

=
( ∞∑

j=0

2jsq
∥∥F−1[ϕj f̂λ]

∥∥q

Lp

)1/q

= λ−n/p

( ∞∑
j=0

2jsq
∥∥F−1[

ϕj (λ·)f̂ ]∥∥q

Lp

)1/q

� λ−n/p

1∑
�=−2

( ∞∑
j=0

2jsq
∥∥F−1[

ϕj (λ·)ϕj+�

(
2j0 ·)f̂ ]∥∥q

Lp

)1/q

� λ−n/p
1∑

�=−2

{ ∞∑
j=0

2jsq
(∥∥F−1[

ϕj (λ·)]∥∥
L1

∥∥F−1[
ϕj+�

(
2j0 ·)f̂ ]∥∥

Lp

)q

}1/q

� Cλ−n/p

( ∞∑
j=0

2jsq
∥∥F−1[

ϕj

(
2j0 ·)f̂ ]∥∥q

Lp

)1/q

= Cλ−n/p

{(
j0∑

j=0

+
∞∑

j=j0+1

)
2jsq

∥∥F−1[
ϕj

(
2j0 ·)f̂ ]∥∥q

Lp

}1/q

.

For the first term, we see that

j0∑
j=0

2jsq
∥∥F−1[

ϕj

(
2j0 ·)f̂ ]∥∥q

Lp =
j0∑

j=0

2jsq
∥∥F−1[

ϕj

(
2j0 ·)(ϕ0 + ϕ1)f̂

]∥∥q

Lp

� C

j0∑
j=0

2jsq
∥∥F−1[

(ϕ0 + ϕ1)f̂
]∥∥q

Lp

� C
(
2j0s‖f ‖B

p,q
s

)q � C
(
λs‖f ‖B

p,q
s

)q
.

For the second term, we have

∞∑
j=j0+1

2jsq
∥∥F−1[

ϕj

(
2j0 ·)f̂ ]∥∥q

Lp =
∞∑

j=j0+1

2jsq
∥∥F−1[ϕj−j0 f̂ ]∥∥q

Lp �
(
λs‖f ‖B

p,q
s

)q
.

Combining these estimates, we obtain the desired result. �
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We are now ready to prove Theorem 1.2(1) with (1/p,1/q) ∈ I ∗
2 .

Proof of Theorem 1.2(1) with (1/p,1/q) ∈ I∗
2. Let (1/p,1/q) ∈ I ∗

2 . Then ν1(p, q) = 1/p +
1/q − 1. If (1/p,1/q) ∈ I ∗

2 and 1/p + 1/q = 1 then (1/p,1/q) ∈ I ∗
1 , and we have al-

ready proved this case in Theorem 1.2(1) with (1/p,1/q) ∈ I ∗
1 . Hence, we may assume

1/p + 1/q > 1. Suppose that B
p,q
s (Rn) ↪→ Mp,q(Rn), where s < n(1/p + 1/q − 1). Then,

since n(1/p + 1/q − 1) > 0, we can take s0 > 0 such that s � s0 < n(1/p + 1/q − 1). Let ϕ

be the Gauss function. By Lemma 2.1, we see that ‖ϕλ‖Mp,q � Cλn(1/q−1) for all λ � 1. On the
other hand, by Lemma 4.4, we have

‖ϕλ‖B
p,q
s0

� Cλs0−n/p‖ϕ‖B
p,q
s0

for all λ � 1.

Hence, using B
p,q
s0 (Rn) ↪→ B

p,q
s (Rn) ↪→ Mp,q(Rn), we get

C1λ
n(1/q−1) � ‖ϕλ‖Mp,q � C2‖ϕλ‖B

p,q
s0

� C3λ
s0−n/p‖ϕ‖B

p,q
s0

for all λ � 1. However, since s0 − n/p < n(1/q − 1), this is a contradiction. Therefore, s must
satisfy s � n(1/p + 1/q − 1). The proof is complete. �

Our last goal is to prove Theorem 1.2(1) with (1/p,1/q) ∈ I ∗
3 .

Lemma 4.5. Let 1 � p � ∞, 1 � q < ∞ and ε > 0. Suppose that ϕ,ψ ∈ S(Rn) \ {0} satisfy
suppϕ ⊂ [−1/8,1/8]n, suppψ ⊂ [−1/2,1/2]n and ψ = 1 on [−1/4,1/4]n. For j ∈ Z+, set

f j (t) = 2−jn/p
∑

0<|ki |�2j ,
i=1,...,n

|k|−n/p−εeik·t/2j

Ψ
(
t/2j − k

)
, (4.2)

where Ψ = F−1ψ . Then f j ∈ Mp,q(Rn) and there exists a constant C > 0 such that∥∥VΦ

[(
f j

)
2j

]∥∥
Lp,q � C2−jn(2/p−1/q)−jε for all j ∈ Z+,

where Φ = F−1ϕ.

Proof. Since f j ∈ S(Rn), we have f j ∈ Mp,q(Rn). We consider the second part. Note that
suppϕ(·− ξ) ⊂ �+[−1/4,1/4]n for all � ∈ Z

n and ξ ∈ �+[−1/8,1,8]n. Since suppψ(·−k) ⊂
k + [−1/2,1/2]n and ψ(t − k) = 1 if t ∈ k + [−1/4,1/4]n, it follows that∥∥VΦ

[(
f j

)
2j

]∥∥
Lp,q

�
{ ∑

�∈Zn

∫
�+[−1/8,1/8]n

( ∫
Rn

∣∣∣∣2−jn/p
∑

0<|ki |�2j ,
i=1,...,n

|k|−n/p−ε

×
∫
n

eik·tΨ (t − k)Φ(t − x)e−iξ ·t dt

∣∣∣∣p dx

)q/p

dξ

}1/q
R
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� (2π)−n2−jn/p

{ ∑
0<|�i |�2j ,
i=1,...,n

∫
�+[−1/8,1/8]n

( ∫
Rn

∣∣∣∣ ∑
0<|ki |�2j ,
i=1,...,n

|k|−n/p−εei|k|2

×
∫
Rn

e−ik·tψ(t − k)ϕ(t − ξ)eix·t dt

∣∣∣∣p dx

)q/p

dξ

}1/q

= (2π)−n2−jn/p

×
{ ∑

0<|�i |�2j ,
i=1,...,n

∫
�+[−1/8,1/8]n

( ∫
Rn

∣∣∣∣|�|−n/p−ε

∫
Rn

ei(x−�)·t ϕ(t − ξ) dt

∣∣∣∣p dx

)q/p

dξ

}1/q

= 2−jn/p

{ ∑
0<|�i |�2j ,
i=1,...,n

|�|−(n/p+ε)q

∫
�+[−1/8,1/8]n

∥∥Φ(− · +�)
∥∥q

Lp dξ

}1/q

= 4−n/q‖Φ‖Lp 2−jn/p

{ ∑
0<|�i |�2j ,
i=1,...,n

|�|−(n/p+ε)q

}1/q

� Cn2−jn/p2−j (n/p+ε)

{ ∑
0<|�i |�2j ,
i=1,...,n

1

}1/q

� Cn2−jn(2/p−1/q)−jε

for all j ∈ Z+. The proof is complete. �
Lemma 4.6. Suppose that 1 � p,q � ∞ and s > 0. Let f j be defined by (4.2). Then there exists
a constant C > 0 such that ‖(f j )2j ‖B

p,q
s

� C2j (s−n/p) for all j ∈ Z+.

Proof. By Lemma 4.4, we have ‖(f j )2j ‖B
p,q
s

� C2j (s−n/p)‖f j‖B
p,q
s

for all j ∈ Z+. Hence, it

is enough to prove that supj∈Z+ ‖f j‖B
p,q
s

< ∞. Since

f̂ j (ξ) = 2jn(1−1/p)
∑

0<|ki |�2j ,
i=1,...,n

|k|−n/p−ε e−ik·(2j ξ−k)ψ
(
2j ξ − k

)

and suppψ(2j · −k) ⊂ k/2j +[−2−(j+1),2−(j+1)]n, we see that supp f̂ j ⊂ {ξ : |ξ | � 2
√

n}. Let
�0 be such that 2�0−1 � 2

√
n. Then,

∥∥f j
∥∥

B
p,q
s

=
(

�0−1∑
�=0

2�sq
∥∥Φ� ∗ f j

∥∥q

Lp

)1/q

�
(

�0−1∑
2�sq

(‖Φ�‖L1

∥∥f j
∥∥

Lp

)q

)1/q

= Cn

∥∥f j
∥∥

Lp .
�=0
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Therefore, it is enough to show that supj∈Z+ ‖f j‖Lp < ∞. By a change of variable, we have

∥∥f j
∥∥

Lp =
( ∫

Rn

∣∣∣∣ ∑
0<|ki |�2j ,
i=1,...,n

|k|−n/p−εeik·tΨ (t − k)

∣∣∣∣p dt

)1/p

�
{ ∑

m∈Zn

∫
m+[−1/2,1/2]n

( ∑
k =0

|k|−n/p−ε
∣∣Ψ (t − k)

∣∣)p

dt

}1/p

� C

{ ∑
m∈Zn

( ∑
k =0

|k|−n/p−ε
(
1 + |m − k|)−n−1

)p}1/p

< ∞

for all j ∈ Z+. The proof is complete. �
We are now ready to prove Theorem 1.2(1) with (1/p,1/q) ∈ I ∗

3 .

Proof of Theorem 1.2(1) with (1/p,1/q) ∈ I∗
3. Let (1/p,1/q) ∈ I ∗

3 . Then ν1(p, q) = −1/p+
1/q . If (1/p,1/q) ∈ I ∗

3 and p = q then (1/p,1/q) ∈ I ∗
1 , and we have already proved this case in

Theorem 1.2(1) with (1/p,1/q) ∈ I ∗
1 . Hence, we may assume 1/q > 1/p. Note that q = ∞.

Suppose that B
p,q
s (Rn) ↪→ Mp,q(Rn), where s < −n(1/p − 1/q). Then, since −n(1/p −

1/q) > 0, we can take s0 > 0 such that s � s0 < −n(1/p − 1/q). Set s0 = −n(1/p − 1/q) − ε,
where ε > 0. For this ε, we define f j by

f j (t) = 2−jn/p
∑

0<|ki |�2j ,
i=1,...,n

|k|−n/p−ε/2eik·t/2j

Ψ
(
t/2j − k

)
,

where j ∈ Z+, Ψ = F−1ψ and ψ is as in Lemma 4.5. Then, since B
p,q
s0 (Rn) ↪→ B

p,q
s (Rn) ↪→

Mp,q(Rn), by Lemmas 4.5 and 4.6, we get

C12−jn(2/p−1/q)−jε/2 �
∥∥VΦ

[(
f j

)
2j

]∥∥
Lp,q � C2

∥∥(
f j

)
2j

∥∥
Mp,q

� C3
∥∥(

f j
)

2j

∥∥
B

p,q
s0

� C42j (s0−n/p) = C42−jn(2/p−1/q)−jε

for all j ∈ Z+, where Φ = F−1ϕ and ϕ is as in Lemma 4.5. However, this is a contradiction.
Therefore, s must satisfy s � −n(1/p − 1/q). The proof is complete. �
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