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#### Abstract

We study the following well-known property of the dyadic maximal operator $M_{d}$ on $\mathbb{R}^{n}$ (see [E.M. Stein, Note on the class $L \log L$, Studia Math. 32 (1969) 305-310] for the case of the Hardy-Littlewood maximal function): If $\phi$ is integrable and supported in a dyadic cube $Q$ then $M_{d} \phi$ is integrable over sets of finite measure if and only if $|\phi| \log (1+|\phi|)$ is integrable and the integral of $M_{d} \phi$ can be estimated both from above and from below in terms of the integral of $|\phi| \log (1+|\phi|)$ over $Q$. Here we define and explicitly evaluate Bellman functions related to this property and the corresponding estimates (both upper and lower) for the integrals thus producing sharp improved versions of the behavior of $M_{d}$ on the local $L \log L$ spaces. © 2009 Elsevier Inc. All rights reserved.
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## 1. Introduction

It is well known [13] that the Hardy-Littlewood maximal operator $M$ on $\mathbb{R}^{n}$ has the following property: If $\phi$ is supported in a ball $B$ then $M \phi$ is integrable over $B$ if and only if $\int_{B}|\phi| \log (1+|\phi|)<+\infty$ and that there are constants $C_{1}, C_{2}, C_{1}^{\prime}, C_{2}^{\prime}>0$, depending only on $B$, such that

$$
\begin{equation*}
C_{1} \int_{B}|\phi| \log (1+|\phi|)-C_{1}^{\prime} \leqslant \int_{B} M \phi \leqslant C_{2} \int_{B}|\phi| \log (1+|\phi|)+C_{2}^{\prime} \tag{1.1}
\end{equation*}
$$

holds for all such $\phi$. An easy scaling argument shows that $C_{1}^{\prime}, C_{2}^{\prime}$ cannot be removed.

[^0]Clearly the same holds for the case of the dyadic maximal operator on $\mathbb{R}^{n}$

$$
\begin{equation*}
M_{d} \phi(x)=\sup \left\{\frac{1}{|Q|} \int_{Q}|\phi(u)| d u: x \in Q, Q \subseteq \mathbb{R}^{n} \text { is a dyadic cube }\right\} \tag{1.2}
\end{equation*}
$$

In this paper we will produce sharp versions of the above property for the dyadic maximal operator. First we study the upper bound in (1.1) and we introduce the Bellman type function:

$$
\begin{gather*}
\mathcal{B}_{\log }(F, f, k)=\sup \left\{\frac{1}{|Q|} \int_{E} M_{d} \phi: \phi\right. \text { nonnegative, measurable, } \\
\operatorname{Av}_{Q}((\phi+1) \log (\phi+1)) \leqslant F, \operatorname{Av}_{Q}(\phi)=f, \\
E \subseteq Q \text { measurable with }|E|=k\} \tag{1.3}
\end{gather*}
$$

The exact determination of this will give further information on the deeper analytic properties of the dyadic maximal operator on functions $\phi$ supported in a dyadic cube and related to the integral of $M_{d} \phi$ on sets of finite measure (note that $M_{d} \phi$ outside the cube $Q$ where $\phi$ is supported is trivially determined depending only on $f$ ). Bellman functions relating different norms of $\phi$ and $M_{d} \phi$ have been studied extensively in [5]. However the one defined in (1.3) cannot be studied by the methods there. Here we will use a combination of some of the methods from [5] with those in Section 7 of [3] in order to determine it. For more on Bellman functions and their relation to harmonic analysis we refer to [7-9,17]. For the exact evaluation of Bellman functions in certain cases we refer to $[2,1,3,5,6,11,12,14-16,10]$. We also note the recent approach initiated in [10], and also used in [16], to certain Bellman functions via PDE methods which has given alternative proofs of the results in [3] plus certain more general ones.

Actually as in [3] we will take the more general approach of defining Bellman functions with respect to the maximal operator on a nonatomic probability space $(X, \mu)$ equipped with a tree $\mathcal{T}$ (see Section 2) thus defining

$$
\begin{align*}
\mathcal{B}_{\log }^{\mathcal{T}}(F, f, k)=\sup & \left\{\int_{E} M_{\mathcal{T}} \phi d \mu: \phi \geqslant 0\right. \text { is measurable with } \\
& \int_{X}(\phi+1) \log (\phi+1) d \mu \leqslant F, \int_{X} \phi d \mu=f, \\
& E \subseteq X \text { is measurable with } \mu(E)=k\} \tag{1.4}
\end{align*}
$$

We denote by $\mathcal{D}_{\log }^{\mathcal{T}}(F, f)$ the function $\mathcal{B}_{\log }^{\mathcal{T}}(F, f, 1)$ corresponding to $E=X$ in (1.4) and we will evaluate this first. To describe the result consider the function $V:[1,+\infty) \rightarrow[1,+\infty)$ given by

$$
\begin{equation*}
V(z)=\frac{e^{z-1}}{z} \tag{1.5}
\end{equation*}
$$

Clearly this is strictly increasing and we let $U:[1,+\infty) \rightarrow[1,+\infty)$ denote the inverse $V^{-1}$ of $V$. Moreover differentiating $\frac{\exp (U(z)-1)}{U(z)}=z$ we get

$$
\begin{equation*}
U^{\prime}(z)=\frac{U(z)}{z(U(z)-1)} \tag{1.6}
\end{equation*}
$$

on $z>1$. Then our first main theorem is the following.
Theorem 1. For any nonatomic probability space $(X, \mu)$, any tree $\mathcal{T}$ on $(X, \mu)$ and any $F, f$ with $(f+1) \log (f+1)<F$ the corresponding Bellman function is given by

$$
\mathcal{D}_{\log }^{\mathcal{T}}(F, f)= \begin{cases}(f+1) U\left(\frac{e^{F /(f+1)}}{f+1}\right)-1 & \text { if } F<f(f+1)  \tag{1.7}\\ F+f+f \log \frac{F-f}{f^{2}} & \text { if } f(f+1) \leqslant F\end{cases}
$$

where $U:[1,+\infty) \rightarrow[1,+\infty)$ is the inverse $V^{-1}$ of $V$.
After this theorem and since the right-hand side in (1.7) is strictly increasing in $F$ (for each fixed $f$ ) it follows easily that we may replace the $\leqslant F$ in the definition (1.4) of $\mathcal{D}_{\log }^{\mathcal{T}}(F, f)=$ $\mathcal{B}_{\log }^{\mathcal{T}}(F, f, 1)$ by $=F$. But we have initially used $\leqslant F$ instead of the usual $=F$ in (1.4) for technical reasons. Also the double formula in (1.7) for the function $\mathcal{D}_{\log }^{\mathcal{T}}(F, f)$ is a phenomenon not appearing in the Bellman functions studied in [3] but in those studied [5] (mixed norms) where it is also explained.

It is easy to see that $U\left(\frac{e^{F /(f+1)}}{f+1}\right)<1+\frac{F}{f+1}$ whenever $F<f(f+1)$. Thus we get $\mathcal{D}_{\log }^{\mathcal{T}}(F, f)<F+f$ in this case. Of course due to scaling reasons no estimate of the form $\mathcal{D}_{\log }^{\mathcal{T}}(F, f)<C(F+f)$ can hold for all $F, f$. However using the rough estimate $\log x<x$ for $x=\sqrt{F / f^{2}}>1$ in the formula of the case $f(f+1) \leqslant F$ we have the following estimate

$$
\begin{equation*}
\mathcal{D}_{\log }^{\mathcal{T}}(F, f)<F+f+\sqrt{F} \tag{1.8}
\end{equation*}
$$

holding for all $F, f$. This shows that as $F \rightarrow+\infty$ and $f$ is fixed the main term in $\mathcal{D}_{\log }^{\mathcal{T}}(F, f)$ is actually $F$.

Moreover one can verify directly (although the computation is messy) that the function $\mathcal{D}_{\log }^{\mathcal{T}}$ is concave. However it is much more instructive to show the concavity using the Bellman function dynamics of the problem (see [7]). This has to do with the way the main variables $F$ and $f$ as well as $\mathcal{D}_{\log }^{\mathcal{T}}(F, f)$ are behaved when the space $(X, \mu)$ is "split" into probability spaces on the children of $X$ in $\mathcal{T}$. We will describe the situation only in the case where $X=[0,1), \mu=|$.$| is$ Lebesgue measure and $\mathcal{T}$ consists of all (left closed, right open) dyadic subintervals of $X$. This is enough since we infer from Theorem 1 that $\mathcal{D}_{\log }^{\mathcal{T}}(F, f)$ is actually independent of $\mathcal{T}$.

We let $X_{-}=[0,1 / 2)$ and $X_{+}=[1 / 2,1)$ be the two children of $X$ in $\mathcal{T}$ and given $F, f>0$ with $(f+1) \log (f+1)<F$ and $\phi \geqslant 0$ measurable with $\int_{X}(\phi+1) \log (\phi+1)=F$ and $\int_{X} \phi=f$ we denote by $\phi_{ \pm}$the restrictions of $\phi$ to the probability spaces ( $X_{ \pm}, 2|$.$| ) (which are equivalent$
to $(X,||)$.$) and we let F_{ \pm}=2 \int_{X_{ \pm}}\left(\phi_{ \pm}+1\right) \log \left(\phi_{ \pm}+1\right)$ and $f_{ \pm}=2 \int_{X_{ \pm}} \phi_{ \pm}$. Then we clearly have

$$
\begin{equation*}
F=\frac{1}{2}\left(F_{-}+F_{+}\right) \quad \text { and } \quad f=\frac{1}{2}\left(f_{-}+f_{+}\right) \tag{1.9}
\end{equation*}
$$

these equations constituting the Bellman function dynamics of the problem.
On the other hand given $F_{ \pm}, f_{ \pm}>0$ with $\left(f_{ \pm}+1\right) \log \left(f_{ \pm}+1\right)<F_{ \pm}$let $F, f$ be defined from (1.9) and for any $\varepsilon>0$ we choose $\phi_{ \pm} \geqslant 0$ measurable on $X_{ \pm}$(respectively) satisfying $F_{ \pm}=2 \int_{X_{ \pm}}\left(\phi_{ \pm}+1\right) \log \left(\phi_{ \pm}+1\right), f_{ \pm}=2 \int_{X_{ \pm}} \phi_{ \pm}$and $2 \int_{X_{ \pm}} M_{\mathcal{T}_{ \pm}} \phi_{ \pm}>\mathcal{D}_{\log }^{\mathcal{T}_{ \pm}}\left(F_{ \pm}, f_{ \pm}\right)-\varepsilon$, where $\mathcal{T}_{ \pm}$are the subtrees of dyadic subintervals of $X_{ \pm}$. But ( $X_{ \pm}, 2|$.$| ) are equivalent to ( X,|$.$| ) so$ $\mathcal{D}_{\log }^{\mathcal{T}_{ \pm}}=\mathcal{D}_{\log }^{\mathcal{T}}$ and so considering the function $\phi$ which is equal to $\phi_{-}$on $X_{-}$and to $\phi_{+}$on $X_{+}$we easily get

$$
\begin{aligned}
\mathcal{D}_{\log }^{\mathcal{T}}(F, f) & \geqslant \int_{X} M_{\mathcal{T}} \phi=\int_{X_{-}} M_{\mathcal{T}_{-}} \phi_{-}+\int_{X_{+}} M_{\mathcal{T}_{+}} \phi_{+} \\
& >\frac{1}{2} \mathcal{D}_{\log }^{\mathcal{T}_{-}}\left(F_{-}, f_{-}\right)+\frac{1}{2} \mathcal{D}_{\log }^{\mathcal{T}_{+}}\left(F_{+}, f_{+}\right)-\varepsilon \\
& =\frac{1}{2}\left(\mathcal{D}_{\log }^{\mathcal{T}}\left(F_{-}, f_{-}\right)+\mathcal{D}_{\log }^{\mathcal{T}}\left(F_{+}, f_{+}\right)\right)-\varepsilon
\end{aligned}
$$

which as $\varepsilon \rightarrow 0^{+}$and in view of (1.9) implies that $\mathcal{D}_{\log }^{\mathcal{T}}(F, f)$ (for this and hence for any tree $\mathcal{T}$ ) is concave.

Next, using Theorem 1, we evaluate the function $\mathcal{B}_{\log }^{\mathcal{T}}(F, f, k)$. Given $0<k \leqslant 1$ we define

$$
\begin{equation*}
\tau_{k}(x)=\log \frac{1}{x+1}+\frac{x(x+k)}{k(x+1)} \tag{1.10}
\end{equation*}
$$

on $x \geqslant 0$. Since $\tau_{k}^{\prime}(x)=\frac{x(x+1-k)}{k(x+1)^{2}}>0$ on $x>0$ and $\tau_{k}(0)=0$ we let $T_{k}:[0,+\infty) \rightarrow[0,+\infty)$ denote the inverse function of $\tau_{k}$. If $F, f>0$ are such that $F>(f+1) \log (f+1)$ it is clear that $T_{k}\left(\frac{F}{f+1}-\log (f+1)\right)<f$ if and only if $\tau_{k}(f)>\frac{F}{f+1}-\log (f+1)$ which is equivalent to $f\left(\frac{f}{k}+1\right)>F$. If this happens we write $\xi_{k}(F, f)=T_{k}\left(\frac{F}{f+1}-\log (f+1)\right) \in(0, f)$. Then we can state the following.

Theorem 2. Given $F, f, k>0$ with $k \leqslant 1$ and $(f+1) \log (f+1)<F$ we have:

$$
\mathcal{B}_{\log }^{\mathcal{T}}(F, f, k)= \begin{cases}\frac{(f+1)\left(\xi_{k}(F, f)+k\right)}{\xi_{k}(F, f)+1} U\left(\frac{k e_{k}(F, f) / k}{\xi_{k}(F, f)+k}\right)-k & \text { if } F<f\left(\frac{f}{k}+1\right),  \tag{1.11}\\ F+f+f \log \frac{k(F-f)}{f^{2}} & \text { if } f\left(\frac{f}{k}+1\right) \leqslant F\end{cases}
$$

It is easy to see, noting that the equation satisfied by $\xi=\xi_{1}(F, f)$ is $\xi-\log (\xi+1)=\frac{F}{f+1}-$ $\log (f+1)$ that by taking $k=1$ in (1.11) one obtains (1.7). However we have stated Theorem 1 first since it constitutes an essential step in proving the more general Theorem 2.

Now we turn to sharp forms of the lower estimate in (1.1). We will see that no nontrivial lower estimate exists for all trees $\mathcal{T}$. Because of that we will restrict our attention to $N$-homogeneous
trees that resemble the dyadic tree in $\mathbb{R}^{n}$ which is $2^{n}$-homogeneous (the definition is given in the next section). Then assuming that $\mathcal{T}$ is $N$-homogeneous on the probability space ( $X, \mu$ ) we define the following function

$$
\begin{align*}
\mathcal{L}^{\mathcal{T}}(F, f)=\inf & \left\{\int_{X} M_{\mathcal{T}} \phi d \mu: \phi \geqslant 0\right. \text { is measurable, } \\
& \left.\int_{X} \phi d \mu=f \text { and } \int_{X} \phi \log ^{+} \frac{\phi}{f} d \mu=F\right\} . \tag{1.12}
\end{align*}
$$

Then we have the following.
Theorem 3. If the tree $\mathcal{T}$ is $N$-homogeneous and $F, f>0$ then

$$
\begin{equation*}
\mathcal{L}^{\mathcal{T}}(F, f)=\frac{N-1}{N \log N} F+f \tag{1.13}
\end{equation*}
$$

Thus in particular for the dyadic maximal operator in $\mathbb{R}^{n}$ we get for any $\phi \geqslant 0$ measurable and supported in the cube $Q_{0}=[0,1]^{n}$ that the following sharp estimate holds

$$
\begin{equation*}
\int_{Q_{0}} M_{d} \phi \geqslant \frac{2^{n}-1}{2^{n} n \log 2} \int_{Q_{0}}\left(\phi \log ^{+} \frac{\phi}{\|\phi\|_{1}}\right)+\|\phi\|_{1} . \tag{1.14}
\end{equation*}
$$

Also by taking $N \rightarrow \infty$ we conclude that there is no uniform lower estimate, other than the trivial one $\int_{X} M_{\mathcal{T}} \phi d \mu \geqslant \int_{X} \phi d \mu$, holding for all trees $\mathcal{T}$.

Theorem 3 provides an example where an infimum Bellman type function is evaluated. For another interesting example related to the dyadic Carleson embedding theorem we refer to [16]. Note however that $\mathcal{L}^{\mathcal{T}}(F, f)$ does not satisfy the usual Bellman type dynamics (that is (1.9) in our case) since the definition of $F$ involves the variable $f$ (see (1.12)).

We have chosen the growth functions in the above theorems in order to get results that are readable (this would not be the case if we had chosen $x \log (1+x)$ instead). Of course these combined with the $L^{1}$ norm are equivalent size conditions on $\phi$.

In Section 2 we give a general procedure that can be used to evaluate Bellman functions involving the integral of $M_{\mathcal{T}} \phi$. We are not aiming at a general theory as in [5] but rather on a more direct computation scheme that can be used for specific growth functions, and especially for the ones like $x \log x$ where the theory in [5] does not apply. As applications other than the proof of Theorem 1, which is given in Section 3, we will compute here the corresponding to (1.12) supremum Bellman function as well as one related to the $L^{\infty}$ norm of $\phi$ (the last one has been also found in [5]). Other applications of this will be given elsewhere. In Section 3 we will also prove Theorem 2 by a detailed study of the function in (1.7) combined with certain methods from [3]. Then in Section 4 we will prove Theorem 3.

## 2. Trees and maximal operators

As in [3] we let $(X, \mu)$ be a nonatomic probability space (i.e. $\mu(X)=1$ ). Then we give the following.

Definition 1. (a) A set $\mathcal{T}$ of measurable subsets of $X$ will be called a tree if the following conditions are satisfied:
(i) $X \in \mathcal{T}$ and for every $I \in \mathcal{T}$ we have $\mu(I)>0$.
(ii) For every $I \in \mathcal{T}$ there corresponds a finite subset $\mathcal{C}(I) \subseteq \mathcal{T}$ containing at least two elements such that the elements of $\mathcal{C}(I)$ are pairwise disjoint subsets of $I$ and $I=\bigcup \mathcal{C}(I)$.
(iii) $\mathcal{T}=\bigcup_{m \geqslant 0} \mathcal{T}_{(m)}$ where $\mathcal{T}_{(0)}=\{X\}$ and $\mathcal{T}_{(m+1)}=\bigcup_{I \in \mathcal{T}_{(m)}} \mathcal{C}(I)$.
(iv) $\lim _{m \rightarrow \infty} \sup _{I \in \mathcal{T}_{(m)}} \mu(I)=0$.
(b) A tree $\mathcal{T}$ on $(X, \mu)$ will be called $N$-homogeneous (where $N>1$ is an integer) if it satisfies the following additional conditions:
(i) For every $I \in \mathcal{T}$ the set $\mathcal{C}(I)$ consists of exactly $N$ elements of $\mathcal{T}$ each having measure equal to $N^{-1} \mu(I)$.
(ii) The family $\mathcal{T}$ differentiates $L^{1}(X, \mu)$.

We remark that the above definition can be given under the assumption that the elements of each $\mathcal{C}(I)$ are only pairwise almost disjoint, that is if $A, B \in \mathcal{C}(I)$ and $A \neq B$ then $\mu(A \cap B)=0$. However by considering $X \backslash E(\mathcal{T})$, where $E(\mathcal{T})=\bigcup_{I \in \mathcal{T}} \bigcup_{J_{1}, J_{2} \in \mathcal{C}(I), J_{1} \neq J_{2}}\left(J_{1} \cap J_{2}\right)$ clearly has measure 0 , the above makes no difference.

Examples. 1. If $Q_{0}$ is the unit cube $\mathbb{R}^{n}$ we let $E$ be the union of all the boundaries of all dyadic cubes in $Q_{0}$ then let $X=Q_{0} \backslash E$ and $\mathcal{T}$ be the set of all open dyadic cubes $Q \subseteq Q_{0}$. Here $N=2^{n}$ and each $\mathcal{C}(Q)$ is the set of the $2^{n}$ subcubes of $Q$ obtained by bisecting its sides. More generally for any integer $m>1$ we may consider all $m$-adic cubes $Q \subseteq Q_{0}$ with $\mathcal{C}(Q)$ being the set of the $m^{n}$ open subcubes of $Q$ obtained by dividing each side of it into $m$ equal parts.
2. Given the integers $d_{1}, \ldots, d_{n} \geqslant 1$ and $m>1$ we can define $\mathcal{T}$ on $X$ equal to $Q_{0}$ minus a certain set of measure 0 by setting for each open parallelepiped $R$ the family $\mathcal{C}(R)$ to consist of the open parallelepipeds formed by dividing the dimensions of $R$ into $m^{d_{1}}, \ldots, m^{d_{n}}$ equal parts respectively. For example if $n=2, m=2, d_{1}=1$ and $d_{2}=2$ we get the set of dyadic parabolic rectangles contained in $[0,1]^{2}$.
3. The family of rectangles $\{[0,1) \times I: I$ is a dyadic subinterval of $[0,1)\}$ on the probability space $[0,1)^{2}$ equiped with the Lebesgue measure is a tree that satisfies condition (i) of Definition 1(b) with $N=2$ but is not 2-homogeneous since it does not satisfy condition (ii) of the same definition.

An easy induction shows that each family $\mathcal{T}_{(m)}$ consists of pairwise disjoint sets whose union is $X$. Moreover if $x \in X \backslash E(\mathcal{T})$ then for each $m$ there exists exactly one $I_{m}(x)$ in $\mathcal{T}_{(m)}$ containing $x$. For every $m>0$ there is a $J \in \mathcal{T}_{(m-1)}$ such that $I_{m}(x) \in \mathcal{C}(J)$. Since then $x \in J$ we must have $J=I_{m-1}(x)$. Hence the set $\mathcal{A}(x)=\{I \in \mathcal{T}: x \in I\}$ forms a chain $I_{0}(x)=X \supseteq I_{1}(x) \supseteq \cdots$ with $I_{m}(x) \in \mathcal{C}\left(I_{m-1}(x)\right)$ for every $m>0$. From this remark it easily follows that if $I, J \in \mathcal{T}$ and $I \cap J$ is nonempty then $I \subseteq J$ or $J \subseteq I$. In particular for any $I, J \in \mathcal{T}$ we have either $I \cap J$ is empty or one of them is contained in the other. The condition (ii) in Definition 1(b) can now be described as follows:
"For any $\psi \in L^{1}(X, \mu)$ we have $\lim _{m \rightarrow \infty} \frac{1}{\mu\left(I_{m}(x)\right)} \int_{I_{m}(x)} \psi d \mu=\psi(x)$ for $\mu$-almost every $x$ in $X$."

This condition will be needed only in Theorem 3 (see Section 4) and all other results in this paper hold without this assumption. In Example 3 above it is easy to see that one can construct functions $\phi$ with $\int_{0}^{1} \phi(x, y) d x=1$ for all $y$ but with $\int_{[0,1)^{2}} \phi \log ^{+} \phi$ arbitrary large. Thus Theorem 3 cannot hold in this case. However Theorems 1 and 2 hold.

The following lemma gives another property of $\mathcal{T}$ that will be useful later. For a proof see [3].
Lemma 1. For every $I \in \mathcal{T}$ and every $\alpha$ such that $0<\alpha<1$ there exists a subfamily $\mathcal{F}(I) \subseteq \mathcal{T}$ consisting of pairwise disjoint subsets of I such that $\mu\left(\bigcup_{J \in \mathcal{F}(I)} J\right)=\sum_{J \in \mathcal{F}(I)} \mu(J)=$ $(1-\alpha) \mu(I)$.

Next let $\mathcal{S}$ be a finite subset of $\mathcal{T}$ such that $X \in \mathcal{S}$. For any $I \in \mathcal{S}$ with $I \neq X$ we let $I^{*}$ denote the unique minimal ancestor of $I$ in $\mathcal{S}$ (i.e. the minimal element of $\{J \in \mathcal{S}: I \varsubsetneqq J\}$ ) and setting

$$
\begin{equation*}
A_{I}=I \backslash \bigcup_{J \in \mathcal{S}: J^{*}=I} J, \quad a_{I}=\mu\left(A_{I}\right), \tag{2.1}
\end{equation*}
$$

we easily get

$$
\begin{equation*}
I=\bigcup_{\mathcal{S} \ni J \subseteq I} A_{J} \quad \text { and so } \quad \mu(I)=\sum_{\mathcal{S} \ni J \subseteq I} a_{J} \tag{2.2}
\end{equation*}
$$

for any $I \in \mathcal{S}$ (if $I$ is a minimal element of $\mathcal{S}$ then clearly $A_{I}=I$ ).
Then we will need the following (this is a special case of Theorem 1 in [3] but we include it here since its proof is much simpler).

Lemma 2. For any finite tree $\mathcal{S}$ and any increasing and convex function $\Psi:[0,+\infty) \rightarrow \mathbb{R}$ we have

$$
\begin{equation*}
\sum_{I \in \mathcal{S}} a_{I} \Psi\left(\sum_{I \subseteq J} \frac{a_{J}}{\mu(J)}\right) \leqslant \int_{0}^{\infty} \Psi(u) e^{-u} d u \tag{2.3}
\end{equation*}
$$

Proof. Since

$$
\begin{equation*}
\Psi(x)=\Psi(0)+\Psi_{r}^{\prime}(0) x+\int_{0}^{\infty}(x-\lambda)^{+} d \Psi_{r}^{\prime}(\lambda) \tag{2.4}
\end{equation*}
$$

where $x^{+}=\max (x, 0)$ and $\Psi_{r}^{\prime}$ denotes the right derivative of $\Psi$, it suffices to prove (2.3) when $\Psi(x)=\Psi_{\lambda}(x)=(x-\lambda)^{+}$where $\lambda \geqslant 0$ is fixed. In this case (2.3) reads

$$
\begin{equation*}
\sum_{I \in \mathcal{S}} a_{I}\left(\sum_{I \subseteq J} \frac{a_{J}}{\mu(J)}-\lambda\right)^{+} \leqslant e^{-\lambda} \tag{2.5}
\end{equation*}
$$

We will now prove (2.5) for all $\lambda$ by induction on the size of $\mathcal{S}$.
If $\mathcal{S}=\{X\}$ then $a_{X}=1$ and so (2.5) becomes $(1-\lambda)^{+} \leqslant e^{-\lambda}$ which holds since $e^{-x}>$ $1-x$ whenever $0<x<1$. Now assuming (2.5) for any $\lambda \geqslant 0$ and any tree (on any ( $X, \mu, \mathcal{T}$ ))
having less elements than $\mathcal{S}$ we let $\left\{J_{1}, \ldots, J_{k}\right\}$ be all the elements $J$ of $\mathcal{S}$ with $J^{*}=X$. Then when $\lambda \geqslant a_{X}$ the induction hypothesis applied to the subtrees of $\mathcal{S}$ with tops $J_{1}, \ldots, J_{k}$ on the probability spaces $\left(J_{i}, \frac{1}{\mu\left(J_{i}\right)} \mu\right)$ and with $\lambda-a_{X} \geqslant 0$ instead of $\lambda$ gives

$$
\begin{align*}
B_{i} & =\sum_{\substack{I \in \mathcal{S}_{i} \\
I \subseteq J_{i}}} a_{I}\left(\sum_{I \subseteq J \subseteq J_{i}} \frac{a_{J}}{\mu(J)}-\left(\lambda-a_{X}\right)\right)^{+} \\
& \leqslant \mu\left(J_{i}\right) e^{-\lambda+a_{X}} \tag{2.6}
\end{align*}
$$

for any $i$ and so

$$
\begin{align*}
\sum_{I \in \mathcal{S}} a_{I}\left(\sum_{I \subseteq J} \frac{a_{J}}{\mu(J)}-\lambda\right)^{+} & =a_{X}\left(a_{X}-\lambda\right)^{+}+\sum_{i=1}^{k} B_{i} \\
& =\sum_{i=1}^{k} B_{i} \leqslant \sum_{i=1}^{k} \mu\left(J_{i}\right) e^{-\lambda+a_{X}}=\left(1-a_{X}\right) e^{-\lambda+a_{X}}<e^{-\lambda} \tag{2.7}
\end{align*}
$$

On the other hand if $0 \leqslant \lambda<a_{X}<1$ the left-hand side in (2.5) becomes

$$
\begin{align*}
\sum_{I \in \mathcal{S}} a_{I}\left(\sum_{I \subseteq J} \frac{a_{J}}{\mu(J)}-\lambda\right) & =\sum_{J \in \mathcal{S}} \frac{a_{J}}{\mu(J)} \sum_{I \subseteq J} a_{I}-\lambda \sum_{I \in \mathcal{S}} a_{I} \\
& =\sum_{J \in \mathcal{S}} a_{J}-\lambda=1-\lambda<e^{-\lambda} \tag{2.8}
\end{align*}
$$

and this completes the induction.
Now given any tree $\mathcal{T}$ we define the maximal operator associated to it as follows

$$
\begin{equation*}
M_{\mathcal{T}} \psi(x)=\sup \left\{\operatorname{Av}_{I}(|\psi|): x \in I \in \mathcal{T}\right\} \tag{2.9}
\end{equation*}
$$

for every $\psi \in L^{1}(X, \mu)$ where for any nonnegative $\phi \in L^{1}(X, \mu)$ and for any $I \in \mathcal{T}$ we have written $\operatorname{Av}_{I}(\phi)=\frac{1}{\mu(I)} \int_{I} \phi d \mu$.

Given an integer $m>0$ and $\lambda_{P} \geqslant 0$ for each $P \in \mathcal{T}_{(m)}$ we consider the function $\phi$ given by

$$
\begin{equation*}
\phi=\sum_{P \in \mathcal{I}_{(m)}} \lambda_{P} \chi_{P} \tag{2.10}
\end{equation*}
$$

(where $\chi_{P}$ denotes the characteristic function of $P$ ). For every $x \in X$ we let $I_{\phi}(x)$ denote the unique largest element of the set $\left\{I \in \mathcal{T}: x \in I\right.$ and $\left.M_{\mathcal{T}} \phi(x)=\operatorname{Av}_{I}(\phi)\right\}$ (which is nonempty since $\operatorname{Av}_{J}(\phi)=\operatorname{Av}_{P}(\phi)$ whenever $P \in \mathcal{T}_{(m)}$ and $\left.J \subseteq P\right)$. Next for any $I \in \mathcal{T}$ we define the set

$$
\begin{equation*}
A_{I}=A(\phi, I)=\left\{x \in X: I_{\phi}(x)=I\right\} \tag{2.11}
\end{equation*}
$$

and we let $\mathcal{S}=\mathcal{S}_{\phi}$ denote the set of all $I \in \mathcal{T}$ such that $A_{I}$ is nonempty. It is clear that each such $A_{I}$ is a union of certain $P$ 's from $\mathcal{T}_{(m)}$ and moreover

$$
\begin{equation*}
M_{\mathcal{T}} \phi=\sum_{I \in \mathcal{S}} \operatorname{Av}_{I}(\phi) \chi_{A_{I}} \tag{2.12}
\end{equation*}
$$

We also define the correspondence $I \rightarrow I^{*}$ with respect to $\mathcal{S}$ as before. This is defined for every $I$ in $\mathcal{S}$ that is not maximal with respect to $\subseteq$. We also write $y_{I}=\operatorname{Av}_{I}(\phi)$ for every $I \in \mathcal{S}$.

The main properties of the above are given in the following (see also [3] and [4]).

## Lemma 3.

(i) For every $I \in \mathcal{S}$ we have $I=\bigcup_{\mathcal{S} \ni J \subseteq I} A_{J}$.
(ii) For every $I \in \mathcal{S}$ we have $A_{I}=I \backslash \bigcup_{J \in \mathcal{S}: J^{*}=I} J$ and so $\mu\left(A_{I}\right)=\mu(I)-\sum_{J \in \mathcal{S}: J^{*}=I} \mu(J)$ and $\operatorname{Av}_{I}(\phi)=\frac{1}{\mu(I)} \sum_{J \in \mathcal{S}: J \subseteq I} \int_{A_{J}} \phi d \mu$.
(iii) For an $I \in \mathcal{T}$ we have $I \in \mathcal{S}$ if and only if $\operatorname{Av}_{Q}(\phi)<\operatorname{Av}_{I}(\phi)$ whenever $I \subseteq Q \in \mathcal{T}, I \neq Q$. In particular $X \in \mathcal{S}$ and so $I \rightarrow I^{*}$ is defined for all $I \in \mathcal{S}$ such that $I \neq X$.
(iv) If $I, J \in \mathcal{S}$ are such that $J^{*}=I$ then

$$
\begin{equation*}
y_{I}<y_{J} \leqslant \frac{\mu(F)}{\mu(J)} y_{I} \tag{2.13}
\end{equation*}
$$

where $F$ is the unique element of the whole tree $\mathcal{T}$ such that $J \in \mathcal{C}(F)$. In particular if $\mathcal{T}$ is $N$-homogeneous then $y_{I}<y_{J} \leqslant N y_{I}$.

Proof. (i) Clearly $X=\bigcup_{J \in \mathcal{S}} A_{J}$. Fix $I \in \mathcal{S}$. Supposing that $x \in A(\phi, J) \cap I$ for some $J$ we have $x \in I \cap J \neq \emptyset$ and so either $I \subseteq J$ or $J \subseteq I$. Suppose now that $I \varsubsetneqq J$. Then also $\mathrm{Av}_{J}(\phi)=M_{\mathcal{T}} \phi(x) \geqslant \operatorname{Av}_{I}(\phi)$ and so $I$ cannot be an $I_{\phi}(z)$ for any $z \in I$. Therefore $A(\phi, I)=\emptyset$ contradicting the assumption $I \in \mathcal{S}$. Hence we must have $J \subseteq I$ and this easily implies that $I$ is the union of all $A_{J}$ 's for $J \subseteq I$.
(ii) Follows easily from (i).
(iii) One direction follows from the definition of the $I_{\phi}$ 's. For the other assume that $I \in \mathcal{T}_{(s)}$ satisfies the assumption. Since

$$
\begin{equation*}
\operatorname{Av}_{J}(\phi)=\frac{\sum_{F \in \mathcal{C}(J)} \mu(F) \operatorname{Av}_{F}(\phi)}{\sum_{F \in \mathcal{C}(J)} \mu(F)} \tag{2.14}
\end{equation*}
$$

we conclude that for each $J \in \mathcal{T}$ there exists $J^{\prime} \in \mathcal{C}(J)$ such that $\operatorname{Av}_{J^{\prime}}(\phi) \leqslant \operatorname{Av}_{J}(\phi)$. Starting from $I$ and applying the above $m-s$ times we get a chain $I=I_{0} \supseteq I_{1} \supseteq \cdots \supseteq I_{m-s}$ such that $I_{(r)} \in \mathcal{T}_{(s+r)}$ for each $s$ and moreover $\operatorname{Av}_{I_{m-s}}(\phi) \leqslant \operatorname{Av}_{I_{m-s+1}}(\phi) \leqslant \cdots \leqslant \operatorname{Av}_{I_{1}}(\phi) \leqslant \operatorname{Av}_{I_{0}}(\phi)=$ $\operatorname{Av}_{I}(\phi)$. Now from this and the assumption on $I$ it is clear that $I_{\phi}(x)=I$ for every $x \in I_{m-s}$ and therefore $I \in \mathcal{S}$.
(iv) The inequality $y_{I}<y_{J}$ follows from (iii). For the other first note that clearly $F \subseteq I$. We claim that $\operatorname{Av}_{F}(\phi) \leqslant y_{I}$. Indeed $I \in \mathcal{S}$ implies that $\operatorname{Av}_{Q}(\phi)<y_{I}$ whenever $I \subseteq Q, I \neq Q$ and so if $\operatorname{Av}_{F}(\phi)>y_{I}$ there would exist $F^{\prime} \in \mathcal{T}$ such that $F \subseteq F^{\prime} \subseteq I, F^{\prime} \neq I$ and $\operatorname{Av}_{F^{\prime}}(\phi)>\operatorname{Av}_{Q}(\phi)$
whenever $F^{\prime} \subseteq Q, F^{\prime} \neq Q$. But this combined with (iii) implies that $F^{\prime}$ must be in $\mathcal{S}$ contradicting our assumption $J^{*}=I$. Thus we get since $J \subseteq F$

$$
\begin{equation*}
y_{J}=\frac{1}{\mu(J)} \int_{J} \phi d \mu \leqslant \frac{1}{\mu(J)} \int_{F} \phi d \mu=\frac{\mu(F)}{\mu(J)} \operatorname{Av}_{F}(\phi) \leqslant \frac{\mu(F)}{\mu(J)} y_{I} \tag{2.15}
\end{equation*}
$$

which completes the proof.
The above lemma shows that this linearization $M_{\mathcal{T}} \phi$ may be viewed as a multiscale version of the classical Calderon-Zygmund decomposition.

Now writing $a_{I}=\mu\left(A_{I}\right)$ and $x_{I}=a_{I}^{-1} \int_{A_{I}} \phi d \mu$ for every $I \in \mathcal{S}$ the above lemma and (2.12) imply that:

$$
\begin{equation*}
M_{\mathcal{T}} \phi=\sum_{I \in \mathcal{S}}\left(\frac{1}{\mu(I)} \sum_{J \in \mathcal{S}, J \subseteq I} a_{J} x_{J}\right) \chi_{A_{I}} \quad \text { and } \quad \int_{X} \phi d \mu=\sum_{I \in \mathcal{S}} a_{I} x_{I} . \tag{2.16}
\end{equation*}
$$

Next let $G:[0,+\infty) \rightarrow[0,+\infty]$ and $\Psi:[0,+\infty) \rightarrow[0,+\infty)$ be two convex and increasing functions such that $G(0)=\Psi(0)=0$ and $G$ is the Legendre transform of $\Psi$, that is for every $x>0$ we have

$$
\begin{equation*}
G(x)=\sup _{y>0}(x y-\Psi(y)) \tag{2.17}
\end{equation*}
$$

Note that $G$ is allowed to be extended-valued (but $\Psi$ is not). We thus have

$$
\begin{equation*}
x y \leqslant G(x)+\Psi(y) \tag{2.18}
\end{equation*}
$$

for all $x, y \geqslant 0$. Moreover we define $\Psi_{+}^{\prime}: \mathbb{R} \rightarrow[0,+\infty)$ to be the function which is equal to the right derivative $\Psi_{r}^{\prime}$ of $\Psi$ on $[0,+\infty)$ and to 0 on $(-\infty, 0)$. Noting that for any $x, z \geqslant 0$ we have $x \Psi_{r}^{\prime}(z)-\Psi(x) \leqslant z \Psi_{r}^{\prime}(z)-\Psi(z)$ we conclude that

$$
\begin{equation*}
u^{+} \Psi_{+}^{\prime}(u)=\Psi\left(u^{+}\right)+G\left(\Psi_{+}^{\prime}(u)\right) \tag{2.19}
\end{equation*}
$$

for all $u \in \mathbb{R}$.
We define also the following Bellman function related to $G$

$$
\begin{align*}
& \mathcal{D}_{G}^{\mathcal{T}}(F, f)= \sup \{ \\
& \int_{X} M_{\mathcal{T}} \phi d \mu: \phi \geqslant 0 \text { is measurable, }  \tag{2.20}\\
&\left.\int_{X} G \circ \phi d \mu \leqslant F, \int_{X} \phi d \mu=f\right\}
\end{align*}
$$

when $0<f$ and $G(f)<F$.

Using the decomposition of $M_{\mathcal{T}} \phi$ (and $\phi$ ) given in (2.16) we can now prove the following:
Lemma 4. Given a nonnegative function $\phi$ of the form (2.10) with $\int_{X} \phi d \mu=f$ and $\int_{X} G \circ \phi d \mu \leqslant F$ and given any $c>0, \lambda \in \mathbb{R}$ we have

$$
\begin{equation*}
\int_{X} M_{\mathcal{T}} \phi d \mu \leqslant \frac{F}{c}+\frac{1}{c} \int_{0}^{\infty} \Psi\left(c(u+\lambda)^{+}\right) e^{-u} d u-\lambda f . \tag{2.21}
\end{equation*}
$$

Proof. Using the above notation we note that by Jensen's inequality

$$
\begin{equation*}
\sum_{I \in \mathcal{S}} a_{I} G\left(x_{I}\right) \leqslant \sum_{I \in \mathcal{S}} \int_{A_{I}} G(\phi) d \mu \leqslant F . \tag{2.22}
\end{equation*}
$$

Now if $\lambda \geqslant 0$ we use (2.18) and Lemma 2 to write

$$
\begin{align*}
c\left(\int_{X} M_{\mathcal{T}} \phi d \mu+\lambda f\right) & =c \sum_{J \in \mathcal{S}} \frac{a_{J}}{\mu(J)} a_{I} x_{I} \sum_{J \in \mathcal{S}, I \subseteq J} a_{I} x_{I}+c \lambda f \\
& =\sum_{I \in \mathcal{S}} c a_{I} x_{I}\left(\sum_{J \in \mathcal{S}, I \subseteq J} \frac{a_{J}}{\mu(J)}+\lambda\right) \\
& \leqslant \sum_{I \in \mathcal{S}} a_{I} G\left(x_{I}\right)+\sum_{I \in \mathcal{S}} a_{I} \Psi\left(c \sum_{J \in \mathcal{S}, I \subseteq J} \frac{a_{J}}{\mu(J)}+c \lambda\right) \\
& \leqslant F+\int_{0}^{\infty} \Psi(c(u+\lambda)) e^{-u} d u . \tag{2.23}
\end{align*}
$$

If $\lambda<0$ then we write $\mathcal{S}^{*}=\left\{I \in \mathcal{S}: \sum_{J \in \mathcal{S}, I \subseteq J} \frac{a_{I}}{\mu(I)}>-\lambda\right\}$ and $f^{*}=\sum_{I \in \mathcal{S}^{*}} a_{I} x_{I}$ to get as in (2.23)

$$
\begin{align*}
& c\left[\sum_{I \in \mathcal{S}^{*}} a_{I} x_{I}\left(\sum_{J \in \mathcal{S}, I \subseteq J} \frac{a_{J}}{\mu(J)}\right)\right]+\lambda f^{*} \\
& \quad \leqslant \sum_{I \in \mathcal{S}^{*}} a_{I} G\left(x_{I}\right)+\sum_{I \in \mathcal{S}^{*}} a_{I} \Psi\left(c \sum_{J \in \mathcal{S}, I \subseteq J} \frac{a_{J}}{\mu(J)}+c \lambda\right) \\
& \quad \leqslant F+\sum_{I \in \mathcal{S}} a_{I} \Psi\left(c\left(\sum_{J \in \mathcal{S}, I \subseteq J} \frac{a_{J}}{\mu(J)}+\lambda\right)^{+}\right) \\
& \quad \leqslant F+\int_{0}^{\infty} \Psi\left(c(u+\lambda)^{+}\right) e^{-u} d u \tag{2.24}
\end{align*}
$$

using Lemma 2 for the convex increasing function $x \rightarrow \Psi\left(c(x+\lambda)^{+}\right)$, whereas

$$
\begin{equation*}
c \sum_{I \in \mathcal{S} \backslash \mathcal{S}^{*}} a_{I} x_{I}\left(\sum_{J \in \mathcal{S}, I \subseteq J} \frac{a_{J}}{\mu(J)}\right) \leqslant-c \lambda \sum_{I \in \mathcal{S} \backslash \mathcal{S}^{*}} a_{I} x_{I}=-c \lambda\left(f-f^{*}\right) . \tag{2.25}
\end{equation*}
$$

Adding now (2.24) and (2.25) and using the first equality in (2.23) we get (2.21).
Using this we have the following.
Proposition 1. Let $f, F>0$ be given such that $G(f)<F$. Assume that $c>0$ and $\lambda \in \mathbb{R}$ satisfy

$$
\begin{equation*}
\int_{0}^{\infty} \Psi_{+}^{\prime}(c(u+\lambda)) e^{-u} d u=f \quad \text { and } \quad \int_{0}^{\infty} G \circ \Psi_{+}^{\prime}(c(u+\lambda)) e^{-u} d u=F . \tag{2.26}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\mathcal{D}_{G}^{\mathcal{T}}(F, f)=\int_{0}^{\infty} u \Psi_{+}^{\prime}(c(u+\lambda)) e^{-u} d u \tag{2.27}
\end{equation*}
$$

Proof. Taking any $\theta>0$ we define $\alpha=\alpha(\theta)=1-e^{-\theta} \in(0,1)$ and as in [3], using Lemma 1, we choose for every $I \in \mathcal{T}$ a family $\mathcal{F}(I) \subseteq \mathcal{T}$ of pairwise disjoint subsets of $I$ such that $\sum_{J \in \mathcal{F}(I)} \mu(J)=(1-\alpha) \mu(I)$. Then we define $\mathcal{S}=\mathcal{S}_{\alpha}$ to be the smallest subset of $\mathcal{T}$ such that $X \in \mathcal{S}$ and for every $I \in \mathcal{S}, \mathcal{F}(I) \subseteq \mathcal{S}$. It is clear that defining the correspondence $I \rightarrow I^{*}$ with respect to this $\mathcal{S}$ we have $J^{*}=I \in \mathcal{S}$ if and only if $J \in \mathcal{F}(I)$ and so writing $A_{I}=I \backslash \bigcup_{J \in \mathcal{S}: J^{*}=I} J$ we have $a_{I}=\mu\left(A_{I}\right)=\mu(I)-\sum_{J \in \mathcal{S}: J^{*}=I} \mu(J)=\alpha \mu(I)$ for every $I \in \mathcal{S}$. We define $\operatorname{rank}(I)=r(I)$ of any $I \in \mathcal{S}$ to be the unique integer $m$ such that $I \in \mathcal{S}_{(m)}$ and we define the $x_{I}$ 's by setting

$$
\begin{equation*}
x_{I}=\gamma_{m}=\frac{1}{\alpha(1-\alpha)^{m}} \int_{m \theta}^{(m+1) \theta} \Psi_{+}^{\prime}(c(u+\lambda)) e^{-u} d u \tag{2.28}
\end{equation*}
$$

for every $I \in \mathcal{S}$ where $m=\operatorname{rank}(I)$ and let

$$
\begin{equation*}
\phi_{\theta}=\sum_{I \in \mathcal{S}} x_{I} \chi_{A_{I}} . \tag{2.29}
\end{equation*}
$$

For every $I \in \mathcal{S}$ and every $m \geqslant 0$ we have

$$
\begin{equation*}
b_{m}(I)=\sum_{\substack{\mathcal{S} \ni \subseteq \subseteq I \\ r(J)=r(\bar{I})+m}} \mu(J)=(1-\alpha)^{m} \mu(I) \tag{2.30}
\end{equation*}
$$

hence

$$
\begin{align*}
\int_{X} \phi_{\theta} d \mu & =\sum_{I \in \mathcal{S}} a_{I} x_{I}=\sum_{m \geqslant 0} \sum_{I \in \mathcal{S}_{(m)}} \gamma_{m} \alpha \mu(J)=\alpha \sum_{m \geqslant 0} \gamma_{m} b_{m}(X) \\
& =\alpha \sum_{m \geqslant 0} \gamma_{m}(1-\alpha)^{m}=\int_{0}^{\infty} \Psi_{+}^{\prime}(c(u+\lambda)) e^{-u} d u=f \tag{2.31}
\end{align*}
$$

and by Jensen's inequality

$$
\begin{align*}
\int_{X} G\left(\phi_{\theta}\right) d \mu & =\sum_{I \in \mathcal{S}} a_{I} G\left(x_{I}\right)=\alpha \sum_{m \geqslant 0} G\left(\gamma_{m}\right)(1-\alpha)^{m} \\
& \leqslant \int_{0}^{\infty} G\left(\Psi_{+}^{\prime}(c(u+\lambda))\right) e^{-u} d u=F \tag{2.32}
\end{align*}
$$

On the other hand if $I \in \mathcal{S}$ and $m=\operatorname{rank}(I)$

$$
\begin{align*}
\operatorname{Av}_{I}\left(\phi_{\theta}\right) & =\frac{1}{\mu(I)} \sum_{J \in \mathcal{S}: J \subseteq I} a_{J} x_{J} \\
& =\frac{\alpha}{\mu(I)} \sum_{\ell \geqslant 0} \gamma_{\ell+\operatorname{rank}(I)} \sum_{\substack{\mathcal{S} \ni J \subseteq I \\
\operatorname{rank}(J)=\operatorname{rank}(I)+\ell}} \mu(J) \\
& =\alpha \sum_{\ell \geqslant 0} \gamma_{\ell+m}(1-\alpha)^{\ell}=\frac{1}{(1-\alpha)^{m}} \int_{m \theta}^{\infty} \Psi_{+}^{\prime}\left(c(u+\lambda)^{+}\right) e^{-u} d u \tag{2.33}
\end{align*}
$$

and so

$$
\begin{align*}
\int_{X} M_{\mathcal{T}} \phi_{\theta} d \mu & \geqslant \sum_{I \in \mathcal{S}} a_{I} \operatorname{Av}_{I}\left(\phi_{\theta}\right) \\
& =\sum_{m \geqslant 0} \alpha(1-\alpha)^{m} \frac{1}{(1-\alpha)^{m}} \int_{m \theta}^{\infty} \Psi_{+}^{\prime}\left(c(u+\lambda)^{+}\right) e^{-u} d u \\
& =\sum_{m \geqslant 0}\left(1-e^{-\theta}\right) \int_{m \theta}^{\infty} \Psi_{+}^{\prime}\left(c(u+\lambda)^{+}\right) e^{-u} d u \\
& =\frac{1-e^{-\theta}}{\theta} \int_{0}^{\infty} \theta\left(\left[\frac{u}{\theta}\right]+1\right) \Psi_{+}^{\prime}\left(c(u+\lambda)^{+}\right) e^{-u} d u \tag{2.34}
\end{align*}
$$

where [.] denotes the integer part. Therefore taking $\theta=\theta_{s}=2^{-s} \rightarrow 0^{+}$( $s$ integer), and using the monotone convergence theorem we get

$$
\begin{equation*}
\limsup _{\theta \rightarrow 0^{+}} \int_{X} M_{\mathcal{T}} \phi_{\theta} d \mu \geqslant \int_{0}^{\infty} u \Psi_{+}^{\prime}\left(c(u+\lambda)^{+}\right) e^{-u} d u \tag{2.35}
\end{equation*}
$$

which proves the lower bound in (2.27).
Next given a nonnegative $\phi \in L^{1}(X, \mu)$ satisfying $\int_{X} \phi d \mu=f$ and $\int_{X} G \circ \phi d \mu \leqslant F$ we consider the sequence ( $\phi_{m}$ ) where $\phi_{m}=\sum_{I \in \mathcal{T}_{(m)}} \operatorname{Av}_{I}(\phi) \chi_{I}$ and set

$$
\begin{equation*}
\Phi_{m}=\sum_{I \in \mathcal{T}_{(m)}} \max \left\{\operatorname{Av}_{J}(\phi): I \subseteq J \in \mathcal{T}\right\} \chi_{I}=M_{\mathcal{T}} \phi_{m} \tag{2.36}
\end{equation*}
$$

since $\operatorname{Av}_{J}(\phi)=\operatorname{Av}_{J}\left(\phi_{m}\right)$ whenever $I \subseteq J \in \mathcal{T}$ when $I \in \mathcal{T}_{(m)}$ and note that

$$
\begin{equation*}
\int_{X} \phi_{m} d \mu=\int_{X} \phi d \mu=f, \quad F_{m}=\int_{X} G\left(\phi_{m}\right) d \mu \leqslant \int_{X} G(\phi) d \mu \leqslant F \tag{2.37}
\end{equation*}
$$

for all $m$ and that $\Phi_{m}$ converges monotonically almost everywhere to $M_{\mathcal{T}} \phi$. Also since each $\phi_{m}$ is of the form (2.10) we can apply (2.21), using the values of $c$ and $\lambda$ satisfying (2.26), and then combining this with the monotone convergence theorem we get

$$
\begin{equation*}
\int_{X} M_{\mathcal{T}} \phi d \mu=\lim _{m \rightarrow \infty} \int_{X} \Phi_{m} d \mu \leqslant \frac{F}{c}+\frac{1}{c} \int_{0}^{\infty} \Psi\left(c(u+\lambda)^{+}\right) e^{-u} d u-\lambda f . \tag{2.38}
\end{equation*}
$$

But now using (2.26) and (2.19) we have

$$
\begin{align*}
\frac{F}{c} & +\frac{1}{c} \int_{0}^{\infty} \Psi\left(c(u+\lambda)^{+}\right) e^{-u} d u-\lambda f \\
& =\int_{0}^{\infty}\left[(u+\lambda)^{+}-\lambda\right] \Psi_{+}^{\prime}(c(u+\lambda)) e^{-u} d u \\
& =\int_{0}^{\infty} u \Psi_{+}^{\prime}(c(u+\lambda)) e^{-u} d u \tag{2.39}
\end{align*}
$$

the last equality holding since $\Psi_{+}^{\prime}(c(u+\lambda))=0$ whenever $u+\lambda<0$. This combined with (2.38) and (2.35) completes the proof of the proposition.

To illustrate the applicability of the above proposition we will give two examples before turning to the case in Theorem 1.

First let us consider a $\sigma>0$ and define

$$
\Psi(x)=\sigma x \quad \text { which implies that } \quad G(x)= \begin{cases}0 & \text { if } 0 \leqslant x \leqslant \sigma,  \tag{2.40}\\ +\infty & \text { if } x>\sigma .\end{cases}
$$

Then we can easily compute the corresponding functions from (2.26) when $\lambda<0$ to be $\sigma e^{\lambda}$ and 0 respectively. Thus with $f$ such that $0<f<\sigma$ and $F=0$ the system has always a solution with $\lambda<0$ given by $\lambda=\log \left(\frac{f}{\sigma}\right)$. Hence we need not examine it for $\lambda \geqslant 0$ and we infer from (2.27) that $\mathcal{D}_{G}^{\mathcal{T}}(0, f)=\sigma(-\lambda+1) e^{\lambda}=f+f \log \left(\frac{\sigma}{f}\right)$. Examining what $\mathcal{D}_{G}^{\mathcal{T}}(0, f)$ means we have an alternative proof of the following formula proven also in [5]

$$
\begin{equation*}
\sup \left\{\left\|M_{\mathcal{T}} \phi\right\|_{L^{1}(X)}:\|\phi\|_{L^{1}(X)}=f,\|\phi\|_{L^{\infty}(X)}=\sigma\right\}=f+f \log \left(\frac{\sigma}{f}\right) \tag{2.41}
\end{equation*}
$$

Next we take

$$
\Psi(x)=\left\{\begin{array}{ll}
x & \text { if } 0 \leqslant x \leqslant 1, \quad \text { which implies that } \quad G(x)=x \log ^{+} x, ~  \tag{2.42}\\
e^{x-1} & \text { if } x>1,
\end{array} \quad \text {, } \quad\right. \text {. }
$$

one computes that again the corresponding functions from (2.26) when $\lambda<0$ are $e^{\lambda}[1+$ $\left.\frac{c \exp (-1 / c)}{1-c}\right]$ and $c e^{\lambda} \frac{\exp (-1 / c)}{(1-c)^{2}}$ valid only for $0<c<1$. Then with $f=1$ and $F>0$ the corresponding system of equations is equivalent to $\lambda=-\log \left[1+\frac{c \exp (-1 / c)}{1-c}\right]$ (which is always negative) and to

$$
\begin{equation*}
q(z)=\left(1-\frac{1}{z}\right)\left((z-1) e^{z}+1\right)=\frac{1}{F} \tag{2.43}
\end{equation*}
$$

where $z=\frac{1}{c}>1$. Observing that $q$ is strictly decreasing, $q(1)=0$ and $\lim _{z \rightarrow+\infty} q(z)=+\infty$ we conclude that the system has always a solution $c, \lambda$ with $\lambda<0,0<c<1$ and then computing the integral in (2.27) to be equal to $\frac{F}{c}+1-\lambda$ we have found the value of $\mathcal{U}^{\mathcal{T}}(F, f)$ when $f=1$ where

$$
\begin{align*}
\mathcal{U}^{\mathcal{T}}(F, f)= & \sup \{
\end{align*} \int_{X} M_{\mathcal{T}} \phi d \mu: \phi \geqslant 0 \text { is measurable, }, ~\left(\int_{X} \phi d \mu=f \text { and } \int_{X} \phi \log ^{+} \frac{\phi}{f} d \mu \leqslant F\right\},
$$

is the corresponding to (1.12) supremum Bellman function. But since it is easy to see that $\mathcal{U}^{\mathcal{T}}(F, f)=f \mathcal{U}^{\mathcal{T}}\left(\frac{F}{f}, 1\right)$, denoting by $W$ the inverse function of $q$, straightforward manipulations with Eq. (2.43) give the following.

Corollary 1. For any tree $\mathcal{T}$ and any $F, f>0$ we have

$$
\begin{equation*}
\mathcal{U}^{\mathcal{T}}(F, f)=f+F W\left(\frac{f}{F}\right)+f \log \left[1+\frac{\exp (-1 / W(f / F))}{W(f / F)-1}\right] . \tag{2.45}
\end{equation*}
$$

The above provide examples where the corresponding Bellman type function for any $F$ and for a fixed $f$ is given by a single formula coming from solutions $(c, \lambda)$ with $\lambda<0$ always. This is the exact opposite of what happens in the Bellman function for the ( $p, p$ ) inequality in [3] (where the single formula comes from solutions $(c, \lambda)$ with $\lambda \geqslant 0$ always, see [5]).

## 3. The upper estimate

To prove Theorem 1 we take in Proposition 1

$$
\begin{equation*}
\bar{\Psi}(x)=e^{x}-x-1 \quad \text { which implies that } \quad \bar{G}(x)=(x+1) \log (x+1)-x \tag{3.1}
\end{equation*}
$$

(this makes certain computations easier) and note that $\bar{\Psi}_{+}^{\prime}(x)=\left(e^{x}-1\right)^{+}$. Also if $\phi$ satisfies the conditions in (1.4) then $\int_{X} \bar{G} \circ \phi d \mu \leqslant F-f$. Moreover one easily computes that when $0<c<1$ and $\lambda \in \mathbb{R}$ the corresponding functions $a_{1}(c, \lambda)=\int_{0}^{\infty} \bar{\Psi}_{+}^{\prime}\left(c(u+\lambda)^{+}\right) e^{-u} d u, a_{2}(c, \lambda)=\int_{0}^{\infty} \bar{G} \circ$ $\bar{\Psi}_{+}^{\prime}\left(c(u+\lambda)^{+}\right) e^{-u} d u$ and $b(c, \lambda)=\int_{0}^{\infty} u \bar{\Psi}_{+}^{\prime}\left(c(u+\lambda)^{+}\right) e^{-u} d u$ are given by

$$
\begin{align*}
& a_{1}(c, \lambda)= \begin{cases}\frac{e^{c \lambda}}{1-c}-1 & \text { if } \lambda>0, \\
\frac{c e^{\lambda}}{1-c} & \text { if } \lambda \leqslant 0,\end{cases}  \tag{3.2}\\
& a_{2}(c, \lambda)= \begin{cases}\frac{c e^{c \lambda}}{1-c}\left(\frac{1}{1-c}+\lambda\right)-a_{1}(c, \lambda) & \text { if } \lambda>0, \\
\frac{c e^{\lambda}}{(1-c)^{2}}-a_{1}(c, \lambda) & \text { if } \lambda \leqslant 0,\end{cases} \tag{3.3}
\end{align*}
$$

and

$$
b(c, \lambda)= \begin{cases}\frac{e^{c \lambda}}{(1-c)^{2}}-1 & \text { if } \lambda>0  \tag{3.4}\\ \frac{c e^{\lambda}}{1-c}\left(\frac{1}{1-c}+1-\lambda\right) & \text { if } \lambda \leqslant 0\end{cases}
$$

These functions are infinity when $c \geqslant 1$. The corresponding system of Eqs. (2.26) with $F-f$ replacing $F$, which thus is equivalent to $a_{1}(c, \lambda)=f$ and $a_{2}(c, \lambda)+a_{1}(c, \lambda)=F$, can be solved as follows.

If this system has a solution with $\lambda \leqslant 0$ then $\frac{c e^{\lambda}}{1-c}=f, \frac{c c^{\lambda}}{(1-c)^{2}}=F$ thus $c=\frac{F-f}{F}$ which is in $(0,1)$ and so $e^{\lambda}=\frac{f^{2}}{F-f}$. However to have $\lambda \leqslant 0$ we must assume that $F \geqslant f^{2}+f$. On the other hand when $F \geqslant f^{2}+f$ the above values furnish a solution to the system for which we have

$$
\begin{equation*}
b(c, \lambda)=\frac{c e^{\lambda}}{1-c}\left(\frac{1}{1-c}+1-\lambda\right)=F+f+f \log \frac{F-f}{f^{2}} . \tag{3.5}
\end{equation*}
$$

Next if the system has a solution with $\lambda>0$ then $\frac{e^{c \lambda}}{1-c}=f+1, \frac{c c^{c \lambda}}{1-c}\left(\frac{1}{1-c}+\lambda\right)=F$ thus $\frac{c}{1-c}+c \lambda=\frac{F}{f+1}$. Thus setting $z=\frac{1}{1-c}>1$ we get $z \exp \left(\frac{F}{f+1}-z+1\right)=f+1$ thus $V(z)=$ $\frac{\exp (F /(f+1))}{f+1}$. This has always a unique solution $z>1$ since $F>(f+1) \log (f+1)$ thus the righthand side is greater than 1 . Thus $z=U\left(\frac{\exp (F /(f+1))}{f+1}\right)$ and so $c \lambda=\frac{F}{f+1}+1-U\left(\frac{\exp (F /(f+1))}{f+1}\right)$.

But we must have $\lambda>0$ for this to work which is equivalent to $V\left(\frac{F}{f+1}+1\right)>\frac{\exp (F /(f+1))}{f+1}$ which in turn is equivalent to $F<f^{2}+f$. If this happens the solution is unique and we have

$$
\begin{equation*}
b(c, \lambda)=\frac{e^{c \lambda}}{(1-c)^{2}}-1=(f+1) z-1=(f+1) U\left(\frac{e^{F /(f+1)}}{f+1}\right)-1 . \tag{3.6}
\end{equation*}
$$

The above complete the proof of Theorem 1. Note also that the corresponding system has always a unique solution. This holds in much more general situations as derived in [5]. However we will not need this here.

Next to prove Theorem 2 we consider the convex function $G(x)=(x+1) \log (x+1)$ and argue in a similar as in Section 7 of [3] manner. The basic ingredient here is the fact that, as explained in the Introduction, the function $\mathcal{D}_{\log }^{\mathcal{T}}(x, y)$ given in Theorem 1 is concave (and independent of the tree $\mathcal{T}$ ). To proceed further we let $\phi, E$ be as in the definition of $\mathcal{D}_{\log }^{\mathcal{T}}(F, f, k)$ where $0<k<1$ and choose $u>0$ such that

$$
\begin{equation*}
\mu\left(\left\{M_{\mathcal{T}} \phi>u\right\}\right) \leqslant k \leqslant \mu\left(\left\{M_{\mathcal{T}} \phi \geqslant u\right\}\right) \tag{3.7}
\end{equation*}
$$

and then choose a measurable $D$ such that $V_{1}=\left\{M_{\mathcal{T}} \phi>u\right\} \subseteq D \subseteq\left\{M_{\mathcal{T}} \phi \geqslant u\right\}=V_{2}$ and $\mu(D)=k$. Since $M_{\mathcal{T}} \phi \leqslant u$ on $E \backslash V_{1}$ it is easy to see that $\int_{E} M_{\mathcal{T}} \phi d \mu \leqslant \int_{D} M_{\mathcal{T}} \phi d \mu$ and defining $s \in[0,1]$ by $\mu(D)=s \mu\left(V_{1}\right)+(1-s) \mu\left(V_{2}\right)$ we also have (since $M_{\mathcal{T}} \phi=u$ on $V_{2} \backslash V_{1}$ )

$$
\begin{equation*}
\int_{D} M_{\mathcal{T}} \phi d \mu=s \int_{V_{1}} M_{\mathcal{T}} \phi d \mu+(1-s) \int_{V_{2}} M_{\mathcal{T}} \phi d \mu . \tag{3.8}
\end{equation*}
$$

Now each of the $V_{1}, V_{2}$ is a union of families $\left\{I_{j}^{(1)}\right\},\left\{I_{r}^{(2)}\right\}$ consisting of pairwise disjoint elements maximal under $\operatorname{Av}_{I}(\phi)>u($ resp. $\geqslant u)$ and we clearly have $M_{\mathcal{T}} \phi=M_{\mathcal{T}(I)} \phi$ (where $\mathcal{T}(I)$ is the subtree of $\mathcal{T}$ with top $I$ on the probability space $\left.\left(I, \frac{1}{\mu(I)} \mu\right)\right)$ for each of those $I$ 's. Hence, using Theorem 1 for all these trees, arguing as in [3] and using the concavity of the function in Theorem 1 we get

$$
\begin{equation*}
\int_{E} M_{\mathcal{T}} \phi d \mu \leqslant k \mathcal{D}_{\log }^{\mathcal{T}}\left(\frac{A}{k}, \frac{B}{k}\right) \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
A=s \int_{V_{1}} G \circ \phi d \mu+(1-s) \int_{V_{2}} G \circ \phi d \mu \leqslant F \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
B=s \int_{V_{1}} \phi d \mu+(1-s) \int_{V_{2}} \phi d \mu \leqslant f . \tag{3.11}
\end{equation*}
$$

Letting $\eta=s \chi_{V_{1}}+(1-s) \chi_{V_{2}}$ Jensen's inequality implies that

$$
\begin{equation*}
G\left(\frac{B}{k}\right)=G\left(\frac{\int_{X} \phi \eta d \mu}{\int_{X} \eta d \mu}\right) \leqslant \frac{\int_{X}(G \circ \phi) \eta d \mu}{\int_{X} \eta d \mu}=\frac{A}{k} \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
G\left(\frac{f-B}{1-k}\right)=G\left(\frac{\int_{X} \phi(1-\eta) d \mu}{\int_{X}(1-\eta) d \mu}\right) \leqslant \frac{\int_{X}(G \circ \phi)(1-\eta) d \mu}{\int_{X}(1-\eta) d \mu}=\frac{F-A}{1-k} \tag{3.13}
\end{equation*}
$$

Thus

$$
\begin{equation*}
(1-k) G\left(\frac{f-B}{1-k}\right)+k G\left(\frac{B}{k}\right) \leqslant F \tag{3.14}
\end{equation*}
$$

and since $\mathcal{D}_{\log }^{\mathcal{T}}(x, y)$ is strictly increasing in $x$, (3.9) and (3.13) imply that

$$
\begin{equation*}
\int_{E} M_{\mathcal{T}} \phi d \mu \leqslant k \mathcal{D}_{\log }^{\mathcal{T}}\left(\frac{1}{k}\left(F-(1-k) G\left(\frac{f-B}{1-k}\right)\right), \frac{B}{k}\right) \tag{3.15}
\end{equation*}
$$

Conversely supposing $B$ is in $(0, f)$ and satisfies (3.14) we fix $\delta<1$, choose, using Lemma 1 , a family $\left\{I_{1}, I_{2}, \ldots\right\}$ of pairwise disjoint elements of $\mathcal{T}$ such that $\sum_{j} \mu\left(I_{j}\right)=k$, we write $E=\bigcup_{j} I_{j}, A=F-(1-k) G\left(\frac{f-B}{1-k}\right) \geqslant k G\left(\frac{B}{k}\right)$ and using Theorem 1 for each $j$ we choose a nonnegative measurable $\phi_{j}$ on $I_{j}$ such that $\operatorname{Av}_{I_{j}}\left(G \circ \phi_{j}\right)=\frac{A}{k}, \operatorname{Av}_{I_{j}}\left(\phi_{j}\right)=\frac{B}{k}$ and

$$
\begin{equation*}
\int_{I_{j}} M_{\mathcal{T}\left(I_{j}\right)}\left(\phi_{j}\right) d \mu \geqslant \delta \mu\left(I_{j}\right) \mathcal{D}_{\log }^{\mathcal{T}}\left(\frac{A}{k}, \frac{B}{k}\right) \tag{3.16}
\end{equation*}
$$

Next we choose a nonnegative measurable $\psi$ on $X \backslash E$ such that $\int_{X \backslash E} G \circ \psi d \mu=F-A>0$ and $\int_{X \backslash E} \psi d \mu=f-B>0$ which is possible by (3.14) and defining $\phi=\psi \chi_{X \backslash E}+\sum_{j} \phi_{j} \chi_{I_{j}}$ we have $\int_{X} G \circ \phi d \mu=F, \int_{X} \phi d \mu=f$ and

$$
\begin{equation*}
\int_{E} M_{\mathcal{T}} \phi d \mu \geqslant \delta k \mathcal{D}_{\log }^{\mathcal{T}}\left(\frac{A}{k}, \frac{B}{k}\right) . \tag{3.17}
\end{equation*}
$$

Letting now $\delta \rightarrow 1^{-}$we have proved the following:
Proposition 2. $\mathcal{B}_{\log }^{\mathcal{T}}(F, f, k)$ is equal to the supremum of the function

$$
\begin{equation*}
R_{k}(B)=k \mathcal{D}_{\log }^{\mathcal{T}}\left(\frac{1}{k}\left(F-(1-k) G\left(\frac{f-B}{1-k}\right)\right), \frac{B}{k}\right) \tag{3.18}
\end{equation*}
$$

on the set of $B$ in $[0, f]$ that satisfy the estimate (3.14).

To proceed further we fix $F, f, k$ and define the following functions on $[0, f]$

$$
\begin{equation*}
h(B)=(1-k) G\left(\frac{f-B}{1-k}\right)+k G\left(\frac{B}{k}\right), \quad A(B)=F-(1-k) G\left(\frac{f-B}{1-k}\right) \tag{3.19}
\end{equation*}
$$

and $y(B)=\frac{f-B}{1-k}$. Since $h^{\prime}(B)=-G^{\prime}\left(\frac{f-B}{1-k}\right)+G^{\prime}\left(\frac{B}{k}\right)$ the convexity of $G$ implies that $h^{\prime}(B)$ has the same sign as $B-k f$ and since $h(k f)=G(f)<F$ we conclude that the set of all $B$ in $[0, f]$ satisfying (3.14) is a closed interval of the form [ $B_{1}, B_{2}$ ] where $0 \leqslant B_{1}<k f<$ $B_{2} \leqslant f$. Moreover $B_{2}=f$ if $h(f) \leqslant F$ otherwise $B_{2}<f$ and $h\left(B_{2}\right)=F$ and similarly $B_{1}=0$ if $h(0) \leqslant F$ otherwise $B_{1}>0$ and $h\left(B_{1}\right)=F$.

Since $\mathcal{D}_{\log }^{\mathcal{T}}(x, y)$ is given by a double formula one must also compare $A(B)$ with $B\left(\frac{B}{k}+1\right)$. Hence we also consider the function

$$
\begin{equation*}
\sigma(B)=(1-k) G\left(\frac{f-B}{1-k}\right)+B\left(\frac{B}{k}+1\right) . \tag{3.20}
\end{equation*}
$$

Now using Theorem 1 it is easy to see that on $y^{2}+y<x$ we have

$$
\begin{equation*}
\frac{\partial \mathcal{D}_{\log }^{\mathcal{T}}}{\partial x}(x, y)=\frac{x}{x-y}>0 \quad \text { and } \quad \frac{\partial \mathcal{D}_{\log }^{\mathcal{T}}}{\partial y}(x, y)=-\frac{x}{x-y}+\log \frac{x-y}{y^{2}}>-\frac{x}{x-y} \tag{3.21}
\end{equation*}
$$

so since $A^{\prime}(B)=G^{\prime}\left(\frac{f-B}{1-k}\right)=1+\log (y(B)+1)>1$ we get $R_{k}^{\prime}(B)>0$ for every $B \in\left[B_{1}, B_{2}\right]$ such that $\sigma(B)<F$.

Next on the set where $(y+1) \log (y+1)<x<y^{2}+y$ we compute using Theorem 1 and (1.6)

$$
\begin{equation*}
\frac{\partial \mathcal{D}_{\log }^{\mathcal{T}}}{\partial x}(x, y)=\frac{U(z)}{U(z)-1}>0 \quad \text { and } \quad \frac{\partial \mathcal{D}_{\log }^{\mathcal{T}}}{\partial y}(x, y)=\frac{U(z)}{U(z)-1}\left[U(z)-2-\frac{x}{y+1}\right] \tag{3.22}
\end{equation*}
$$

where $z=\exp (x /(y+1))$. Comparing (3.21) and (3.22) at $x=y^{2}+y$ we conclude that $\mathcal{D}_{\log }^{\mathcal{T}}$ and hence $R_{k}$ is actually $C^{1}$. Also it easily follows from (3.22) that if $B \in\left[B_{1}, B_{2}\right]$ is such that $\sigma(B)>F$ then $R_{k}^{\prime}(B)$ has the same sign as the expression

$$
\begin{equation*}
U\left(\frac{k \exp (A(B) /(B+k))}{B+k}\right)-\frac{A(B)}{B+k}-1+\log (y(B)+1) \tag{3.23}
\end{equation*}
$$

which since $V$ is strictly decreasing has the same sign as

$$
\begin{equation*}
\frac{k \exp (A(B) /(B+k))}{B+k}-\frac{\exp (A(B) /(B+k)-\log (y(B)+1))}{\frac{A(B)}{B+k}+1-\log (y(B)+1)} \tag{3.24}
\end{equation*}
$$

if $A(B)>(B+k) \log (y(B)+1)$ and is positive otherwise. But $A(B)>(B+k) \log (y(B)+1)$ holds if and only if

$$
\begin{equation*}
F>(f+1) \log (y(B)+1) \tag{3.25}
\end{equation*}
$$

and if this also holds we conclude now that $R_{k}^{\prime}(B)$ has the same sign as

$$
\begin{equation*}
F-b(B)=F-(f+1) \log (y(B)+1)-\frac{(B+k)(B-k f)}{k(f+1-B-k)} \tag{3.26}
\end{equation*}
$$

where $b(B)$ is defined by the above equality. But now comparing (3.25) and (3.26) and also since $R_{k}^{\prime}(B)$ is positive if $\sigma(B)<F$ we conclude that $R_{k}^{\prime}(B)>0$ on the whole interval $\left(B_{1}, k f\right)$.

Next if $B \in(k f, f)$ then it is easy to see that $b^{\prime}(B)=\frac{(B-k f)(2(f+1)-B-k)}{k(f+1-B-k)^{2}}>0$ and so since $b(k f)=(f+1) \log (f+1)<F$ we conclude that if $b\left(B_{2}\right) \leqslant F$ then $R_{k}^{\prime}(B) \geqslant 0$ for every $B \in\left[B_{1}, B_{2}\right]$ hence $\mathcal{B}_{\log }^{\mathcal{T}}(F, f, k)=R_{k}\left(B_{2}\right)$.

Assume now that $b\left(B_{2}\right)>F$. Then there exists a unique $B_{0} \in\left(k f, B_{2}\right)$ such that $b\left(B_{0}\right)=F$. By (3.26) this $B_{0}$ clearly satisfies (3.25). We will show that $B_{0}$ satisfies also the following $F \leqslant \sigma\left(B_{0}\right)$ and therefore $R_{k}^{\prime}\left(B_{0}\right)=0$. Indeed it suffices to prove that $b(B) \leqslant \sigma(B)$ for every $B \in(k f, f)$. But writing $B=k f+(1-k) x$ where $0<x<f$ straightforward calculations show that $b(B) \leqslant \sigma(B)$ is equivalent to

$$
\begin{equation*}
g(x)=\frac{f+1}{f+1-x}+k \log (f+1-x) \leqslant(1-k) x+k f+1 \tag{3.27}
\end{equation*}
$$

which holds since $g$ is convex and trivially (3.27) holds at the endpoints $x=0$ and $x=f$. Using the same substitution we also have $b(B)>h(B)$ on $(k f, f)$ since this can be easily computed to be equivalent to the inequality $\log (f+1-x)+\frac{x}{k(f+1-x)}>\log \left(f+1-x+\frac{x}{k}\right)$ which clearly holds.

Hence if $B_{2}<f$ then $\sigma\left(B_{2}\right) \geqslant b\left(B_{2}\right)>h\left(B_{2}\right)=F$ and so $B_{0}$ exists and since $R_{k}$ is $C^{1}$ we get that $B_{0}$ is its absolute maximum on $\left[B_{1}, B_{2}\right]$ thus $\mathcal{B}_{\log }^{\mathcal{T}}(F, f, k)=R_{k}\left(B_{0}\right)$. Considering also the case $B_{2}=f$ (that is when $\left.(f+k) \log \left(\frac{f}{k}+1\right) \leqslant F\right)$ and since $b(f)=f\left(\frac{f}{k}+1\right)$ we get using Proposition 2 the following (noting that if $B_{2}<f$ then $f\left(\frac{f}{k}+1\right)>(f+k) \log \left(\frac{f}{k}+1\right)>F$ )

$$
\mathcal{B}_{\log }^{\mathcal{T}}(F, f, k)= \begin{cases}R_{k}\left(B_{0}\right) & \text { if } F<f\left(\frac{f}{k}+1\right),  \tag{3.28}\\ R_{k}(f) & \text { if } f\left(\frac{f}{k}+1\right) \leqslant F .\end{cases}
$$

Obviously $R_{k}(f)=F+f+f \log \frac{k(F-f)}{f^{2}}$ and on the other hand if $B_{0}$ exists then as we have seen $\mathcal{D}_{\text {log }}^{\mathcal{T}}\left(\frac{A\left(B_{0}\right)}{k}, \frac{B_{0}}{k}\right)$ is given by the first part of the formula in (1.7). But now writing

$$
\begin{equation*}
\frac{B_{0}-k f}{f+1-B_{0}-k}=\xi_{0} \tag{3.29}
\end{equation*}
$$

we observe that $\xi_{0}$ satisfies the inequalities $0<\xi_{0}<f$ (since $B_{0} \in(k f, f)$ ) and since $B_{0}+k=$ $\frac{(f+1)\left(\xi_{0}+k\right)}{\xi_{0}+1}, y\left(B_{0}\right)+1=\frac{f+1}{\xi_{0}+1}$ the equation $b\left(B_{0}\right)=F$ becomes $\tau_{k}\left(\xi_{0}\right)=\frac{F}{f+1}-\log (f+1)$ thus $\xi_{0}=\xi_{k}(F, f)$. Then substituting $F$ with $b\left(B_{0}\right)$ in $R_{k}\left(B_{0}\right)=k \mathcal{D}_{\log }^{\mathcal{T}}\left(\frac{1}{k}\left(F-(1-k) G\left(\frac{f-B_{0}}{1-k}\right)\right), \frac{B_{0}}{k}\right)$ and using $\xi_{0}$ it is straightforward to get that $R_{k}\left(B_{0}\right)$ is equal to the second expression in (1.10). This completes the proof of Theorem 2.

## 4. The lower estimate

Here we will prove Theorem 3. Assuming that $\mathcal{T}$ is $N$-homogeneous we let $\phi$ be a nonnegative function of the form (2.10) such that

$$
\begin{equation*}
\int_{X} \phi d \mu=f \quad \text { and } \quad \int_{X} \phi \log ^{+}\left(\frac{\phi}{f}\right) d \mu=F \tag{4.1}
\end{equation*}
$$

and let $\mathcal{S}=\mathcal{S}_{\phi}$ be the corresponding subtree of $\mathcal{T}$. Using the notation from Section 2 we make the following two simple observations. First, by Lemma 3(iv), we have $y_{I^{*}}<y_{I} \leqslant N y_{I^{*}}$ for all $I \in \mathcal{S} \backslash\{X\}$ and second, by condition (ii) in Definition 1(b), $\phi(x) \leqslant y_{I}$ whenever $I \in \mathcal{S}$ and $x \in A_{I}$.

We consider the function $\tilde{G}(x)=x \log ^{+}\left(\frac{x}{f}\right)$ which is convex on $x \geqslant 0$. The second remark combined with the convexity of $G$ gives

$$
\begin{equation*}
\frac{1}{a_{I}} \int_{A_{I}} \tilde{G}(\phi(x)) d \mu(x) \leqslant \frac{1}{a_{I}} \int_{A_{I}} \frac{\phi(x)}{y_{I}} \tilde{G}\left(y_{I}\right) d \mu(x)=\frac{x_{I}}{y_{I}} \tilde{G}\left(y_{I}\right) \tag{4.2}
\end{equation*}
$$

for all $I \in \mathcal{S}$. Now Lemma 3 implies that

$$
\begin{align*}
\int_{X} M_{\mathcal{T}} \phi d \mu & =\sum_{I \in \mathcal{S}} a_{I} y_{I}=\sum_{I \in \mathcal{S}}\left(\mu(I)-\sum_{J \in \mathcal{S}: J^{*}=I} \mu(J)\right) y_{I} \\
& =f+\sum_{I \in \mathcal{S}, I \neq X} \mu(I)\left(y_{I}-y_{I^{*}}\right) \tag{4.3}
\end{align*}
$$

and by using (4.2) we get

$$
\begin{align*}
F & =\int_{X} \phi \log ^{+}\left(\frac{\phi}{f}\right) d \mu \leqslant \sum_{I \in \mathcal{S}} a_{I} x_{I} \frac{\tilde{G}\left(y_{I}\right)}{y_{I}} \\
& =\sum_{I \in \mathcal{S}}\left(\mu(I) y_{I}-\sum_{J \in \mathcal{S}: J^{*}=I} \mu(J) y_{J}\right) \log ^{+}\left(\frac{y_{I}}{f}\right) \\
& =\sum_{I \in \mathcal{S}, I \neq X} \mu(I) y_{I}\left(\log ^{+}\left(\frac{y_{I}}{f}\right)-\log ^{+}\left(\frac{y_{I^{*}}}{f}\right)\right)=\sum_{I \in \mathcal{S}, I \neq X} \mu(I) y_{I} \log \left(\frac{y_{I}}{y_{I^{*}}}\right) \tag{4.4}
\end{align*}
$$

since by Lemma $3 a_{I} x_{I}=\mu(I) y_{I}-\sum_{J \in \mathcal{S}: J^{*}=I} \mu(J) y_{J}$ and $y_{I} \geqslant y_{X}=f$ for all $I$.
Next for any $I \in \mathcal{S}, I \neq X$ we have $1<\frac{\overline{y_{I}}}{y_{I^{*}}} \leqslant N$ and so using the easy to verify fact that $\frac{1}{t} \log \frac{1}{1-t}$ is increasing for $t \in(0,1)$ we obtain by taking $t=1-\frac{y_{I} *}{y_{I}} \in\left(0,1-\frac{1}{N}\right)$ the following

$$
\begin{equation*}
y_{I} \log \left(\frac{y_{I}}{y_{I^{*}}}\right) \leqslant \frac{N \log N}{N-1}\left(y_{I}-y_{I^{*}}\right) . \tag{4.5}
\end{equation*}
$$

Using (4.5) in (4.4) and in view of (4.3) we get

$$
\begin{equation*}
\int_{X} M_{\mathcal{T}} \phi d \mu \geqslant \frac{N-1}{N \log N} F+f \tag{4.6}
\end{equation*}
$$

for functions $\phi$ of the form (2.10).
Now for the general case, given $\phi \geqslant 0$ measurable satisfying (4.1) we define $\phi_{m}, \Phi_{m}$ as in the proof of Proposition 1 and for each $\phi_{m}$ we can apply (4.6) to get

$$
\begin{equation*}
\int_{X} M_{\mathcal{T}} \phi d \mu \geqslant \int_{X} \Phi_{m} d \mu \geqslant \frac{N-1}{N \log N} \int_{X} \phi_{m} \log ^{+}\left(\frac{\phi_{m}}{f}\right) d \mu+f . \tag{4.7}
\end{equation*}
$$

We will now show that the sequence $\psi_{m}=\phi_{m} \log ^{+}\left(\frac{\phi_{m}}{f}\right)$ is uniformly integrable. Since $\phi_{m} \rightarrow \phi$ almost everywhere, by the second condition in the definition of the homogeneous trees, we get the estimate (4.6) for the general measurable $\phi$.

To show the uniform integrability of $\psi_{m}$ we note that for any $\lambda>e$ and any $m$ the set where $\psi_{m}>\lambda f$ is contained in the set where $\phi_{m}>\frac{f \lambda}{\log \lambda}$ and therefore in $E_{\lambda}=\left\{M_{\mathcal{T}} \phi>\frac{f \lambda}{\log \lambda}\right\}$. On the other hand given any $I \in \mathcal{T}_{(m)}$ Jensen's inequality implies that

$$
\begin{equation*}
\psi_{m}=\phi_{m} \log ^{+}\left(\frac{\phi_{m}}{f}\right) \leqslant \frac{1}{\mu(I)} \int_{I} \phi \log ^{+}\left(\frac{\phi}{f}\right) d \mu \tag{4.8}
\end{equation*}
$$

on $I$ thus integrating and summing we get for any $m$ the following

$$
\begin{equation*}
\int_{\left\{\psi_{m}>\lambda f\right\}} \psi_{m} d \mu \leqslant \sum_{I \in \mathcal{T}_{(m)}, I \subseteq E_{\lambda}} \int_{I} \phi \log ^{+}\left(\frac{\phi}{f}\right) d \mu \leqslant \int_{E_{\lambda}} \phi \log ^{+}\left(\frac{\phi}{f}\right) d \mu \tag{4.9}
\end{equation*}
$$

which tends to 0 as $\lambda \rightarrow+\infty$ since $\phi \log ^{+}\left(\frac{\phi}{f}\right)$ is integrable and $\mu\left(E_{\lambda}\right) \leqslant \frac{\log \lambda}{\lambda}$.
These prove that $\mathcal{L}^{\mathcal{T}}(F, f) \geqslant \frac{N-1}{N \log N} F+f$.
To prove the reverse inequality we let $X=I_{0} \supseteq I_{1} \supseteq \cdots I_{s} \supseteq I_{s+1} \supseteq \cdots$ be a chain such that $I_{s} \in \mathcal{T}_{(s)}$ for all $s \geqslant 0$ (and so $\mu\left(I_{s}\right)=N^{-s}$ ). We write

$$
\begin{equation*}
\frac{F}{f \log N}=m_{0}+\sum_{k=1}^{\infty} \frac{\ell_{k}}{N^{k}} \tag{4.10}
\end{equation*}
$$

for the expansion of $\frac{F}{f \log N}$ in base $N$, thus $m_{0}, \ell_{1}, \ldots, \ell_{k}, \ldots$ are nonnegative integers such that $\ell_{k}<N$ for all $k \geqslant 1$, and we define the strictly increasing sequence of integers $m_{0}<m_{1}<\cdots<$ $m_{k}<\cdots$ by the rule $m_{k}-m_{k-1}=\ell_{k}+1>0$ for all $k \geqslant 1$. Then we define

$$
\begin{equation*}
\phi=f \sum_{k=0}^{\infty} N^{m_{k}-k} \chi_{I_{m_{k}} \backslash I_{m_{k}+1}} . \tag{4.11}
\end{equation*}
$$

We have

$$
\begin{align*}
\int_{X} \phi d \mu & =f \sum_{k=0}^{\infty} N^{m_{k}-k}\left(N^{-m_{k}}-N^{-m_{k}-1}\right)=f \sum_{k=0}^{\infty} N^{-k}\left(1-\frac{1}{N}\right)=f  \tag{4.12}\\
\int_{X} \phi \log ^{+} \frac{\phi}{f} d \mu & =f \sum_{k=0}^{\infty} N^{m_{k}-k}\left(N^{-m_{k}}-N^{-m_{k}-1}\right)\left(m_{k}-k\right) \log N \\
& =f \log N\left(\sum_{k=0}^{\infty} \frac{m_{k}-k}{N^{k}}-\sum_{k=1}^{\infty} \frac{m_{k-1}-k+1}{N^{k}}\right) \\
& =f \log N\left(m_{0}+\sum_{k=1}^{\infty} \frac{\ell_{k}}{N^{k}}\right)=F \tag{4.13}
\end{align*}
$$

and if $m_{k-1}<s \leqslant m_{k}$ then

$$
\begin{equation*}
\operatorname{Av}_{I_{s}}(\phi)=N^{s} f \sum_{j=k}^{\infty} N^{m_{j}-j}\left(N^{-m_{j}}-N^{-m_{j}-1}\right)=f N^{s-k} \tag{4.14}
\end{equation*}
$$

and this increases as $s$ increases (if $s=m_{k}$ then $\operatorname{Av}_{I_{s}}(\phi)=\operatorname{Av}_{I_{s+1}}(\phi)$ ). We next claim that $M_{\mathcal{T}} \phi(x)=\operatorname{Av}_{I_{s}}(\phi)$ whenever $x \in I_{s} \backslash I_{s+1}$ and $s \geqslant 0$. Indeed suppose that $x \in I_{s} \backslash I_{s+1}$ and let $J$ be the unique element of $\mathcal{T}_{(s+1)}$ such that $x \in J$ (clearly $J \in \mathcal{C}\left(I_{s}\right)$ and $\left.J \neq I_{s}\right)$. Then the set of all $I$ 's in $\mathcal{T}$ containing $x$ consists of $I_{0}, \ldots, I_{s}$ and $J$ and certain subintervals of it. But $\operatorname{Av}_{I_{s}}(\phi) \geqslant \operatorname{Av}_{I_{r}}(\phi)$ for all $0 \leqslant r<s$ and since $\phi$ is either 0 on $J$ (if $s$ is not an $m_{k}$ ) or if $s=m_{k}$ it is equal to $\operatorname{Av}_{I_{s}}(\phi)$ on $J$ we get that $M_{\mathcal{T}} \phi(x)=\operatorname{Av}_{I_{s}}(\phi)$. Hence

$$
\begin{equation*}
M_{\mathcal{T}} \phi=f \sum_{s=0}^{\infty} N^{s-k(s)} \chi_{I_{s} \backslash I_{s+1}} \tag{4.15}
\end{equation*}
$$

where $k(s)$ is the smallest integer $k$ with $m_{k} \geqslant s$ and this implies that

$$
\begin{align*}
\int_{X} M_{\mathcal{T}} \phi d \mu & =f\left(1-\frac{1}{N}\right) \sum_{s=0}^{\infty} N^{-k(s)} \\
& =f\left(1-\frac{1}{N}\right)\left(m_{0}+1+\sum_{k=1}^{\infty} \frac{m_{k}-m_{k-1}}{N^{k}}\right)=\frac{f(N-1)}{N}\left(m_{0}+1+\sum_{k=1}^{\infty} \frac{\ell_{k}+1}{N^{k}}\right) \\
& =\frac{N-1}{N \log N} F+f \tag{4.16}
\end{align*}
$$

by (4.10). This completes the proof of Theorem 3.
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