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## 1. Introduction

In [8] the author derived an a priori inequality from which uniqueness and continuous dependence on the data were deduced for the solution of the Cauchy problem for the inhomogeneous biharmonic equation and for some weakly coupled linear and nonlinear systems. These systems may be considered to have evolved from certain fourth order elliptic partial differential equations whose principal part is the biharmonic operator. In these improperly posed problems, the solution, or in the case of systems, the noncoupling function, was assumed to be uniformly bounded. Thus it was shown that one need not impose any additional restriction on the solution function (as was done in [4] for the biharmonic equation) to obtain such results.
Improperly posed problems have received much attention recently (see the bibliography in [5]), as they have been found to represent problems in elasticity, geophysics, and the theory of potentials (see [4, 2, 7]). Here we consider the Cauchy problem for the nonlinear biharmonic equation

$$
\begin{equation*}
\Delta^{2} v=h\left(x, v, v,_{i}, \Delta v, \Delta v,_{i}\right) \tag{1.1}
\end{equation*}
$$

where $\Delta$ is the Laplace operator, the comma notation denotes partial differentiation with respect to $x_{i}, h$ is assumed to satisfy a Lipschitz condition in its latter four arguments, and $v$ is a $C^{4}$ function which is assumed to be uniformly bounded in some domain. We shall derive an a priori inequality in a manner different from [8], from which uniqueness and stability of the solution can be deduced. The development of this inequality, which has further use in the determination of pointwise bounds, entails some "special handling" duc to the derivative terms which may be present.

[^0]In Section 5 we remark on the application of the technique developed here to certain coupled systems of elliptic partial differential equations.

## 2. Formulation of the Problem

Let $D$ be a domain in Euclidean $n$-space with boundary $S$ (a Lyapunov boundary) and let $\Sigma$ be that portion of the surface $S$ on which Cauchy data is prescribed. We assume $\Sigma$ is a $C^{1}$ surface. Let us denote by

$$
\begin{equation*}
f(x)=\alpha, \quad 0<\alpha \leqslant 1 \tag{2.1}
\end{equation*}
$$

where $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, a family of (not necessarily closed) surfaces which intersect $D$ and form, for each $\alpha$, a closed region $D_{\alpha}$ whose boundary consists only of points of $\Sigma$ and points on the surface $f(x)=\alpha$. Let $\Sigma_{\alpha}$ denote the portion of $\Sigma$ and $S_{\alpha}$ denote the portion of the surface $f(x)=\alpha$ which forms the boundary of $D_{\alpha}$. That this family is nonempty is clear from [8], where for $n>2$ and $r_{0}$ and $R_{0}$ certain constants, we can write

$$
f(x)=\left[1-\left(\frac{r_{0}}{r}\right)^{n-2}\right] /\left[1-\left(\frac{r_{0}}{R_{0}}\right)^{n-2}\right] .
$$

We shall assume that $f$ is a $C^{2}$ function in $\bar{D}_{1}$ which satisfies
(i) if $0<\lambda<\mu \leqslant 1$, then $D_{\lambda} \subset D_{\mu}$,
(ii) $|\operatorname{grad} f|>\beta_{0}>0$, in $D_{1}$,
(iii) $\Delta f \leqslant 0,|\Delta f| \leqslant c \beta_{0}{ }^{2}$, in $D_{1}$,
where $c$ is a fixed constant. Furthermore, we assume that $D_{\alpha}$, for $0<\alpha \leqslant 1$, has nonzero volume and $D_{0}$ has zero volume.

Although in the following work several simplifications are possible if we consider regions $D_{\alpha}$ with the portion $S_{\alpha}$ of its boundary spherical (as in [8]), we choose the more general regions $D_{\alpha}$ determined by (2.1) because of their usefulness in the determination of pointwise bounds [6].
Instead of (1.1), we assume $u$ and $v$ satisfy

$$
\begin{align*}
& \Delta u=h\left(x, v, v_{, i}, u, u_{, i}\right)  \tag{2.3}\\
& \Delta v=u
\end{align*}
$$

in $D$, where the notation and conditions were set forth earlier. On $\Sigma$ we assume that $u$ and $v$ satisfy

$$
\begin{array}{ll}
\int_{\Sigma}\left(v-v_{0}\right)^{2} d \sigma \leqslant \pi_{1}, & \int_{\Sigma}\left(v_{i}-v_{i}\right)\left(v_{i}-v_{i}\right) d \sigma \leqslant \pi_{2},  \tag{2.4}\\
\int_{\Sigma}\left(u-u_{0}\right)^{2} d \sigma \leqslant \pi_{3}, & \int_{\Sigma}\left(u_{i}-u_{i}\right)\left(u_{i}-u_{i}\right) d \sigma \leqslant \pi_{4},
\end{array}
$$

where $d \sigma$ is the element of surface on $\Sigma$, the repeated index denotes summation from 1 to $n$, the quantities $v_{0}, v_{i}, u_{0}, u_{i}$ are the respective measured values of $v, v_{i}, u, u,_{i}$, on $\Sigma$ and $\pi_{1}, \pi_{2}, \pi_{3}$, and $\pi_{4}$ are known constants.

We set

$$
\begin{equation*}
V=v-\psi, \quad U=u-\phi \tag{2.5}
\end{equation*}
$$

for approximating functions $\psi$ and $\phi$, where by (1.1) and (2.3), we assume

$$
\begin{equation*}
\phi=\Delta \psi \tag{2.6}
\end{equation*}
$$

From (2.3), we obtain
$\Delta V=U, \quad \Delta U=h\left(x, v, v,_{i}, u, u,_{i}\right)-h\left(x, \psi, \psi,_{i}, \phi, \phi,_{i}\right)+\mathscr{L}(\phi, \psi)$,
where

$$
\mathscr{L}(\phi, \psi)=h\left(x, \psi, \psi,_{i}, \phi, \phi,_{i}\right)-\Delta \phi .
$$

Thus
$|\Delta V|=|U|$,
$|\Delta U| \leqslant L_{1}|V|+L_{2}\left(V_{r_{i}} V r_{i}\right)^{1 / 2}+L_{3}|U|+L_{4}\left(U_{s_{i}} U,_{i}\right)^{1 / 2}+|\mathscr{L}|$,
for $L_{1}, L_{2}, L_{3}$, and $L_{4}$, the appropriate Lipschitz constants.
Further, we introduce the notation

$$
\begin{gather*}
\epsilon_{1}=\int_{\Sigma} V^{2} d \sigma, \quad \epsilon_{2}=\int_{\Sigma} V_{,_{i}} V_{, i} d \sigma \\
\epsilon_{3}=\int_{\Sigma} U^{2} d \sigma, \quad \epsilon_{4}=\int_{\Sigma} U_{,_{i}} U_{, i} d \sigma  \tag{2.9}\\
\epsilon_{5}=\iint_{D_{1}}[\mathscr{L}(\phi, \psi)]^{2} d x
\end{gather*}
$$

where $d x$ is the element of volume in $D_{1}$. Finally, since $v$ is uniformly bounded, we assume

$$
|V| \leqslant M
$$

in $D$, for some prescribed constant $M$.
By means of the logarithmic convexity of a suitable functional, we shall derive the a priori estimate

$$
\begin{equation*}
\iint_{D_{\alpha}}\left(U^{2}+V^{2}\right) d x \leqslant K M^{2(1-d)}\left[k_{i} \epsilon_{i}\right]^{d} \tag{2.10}
\end{equation*}
$$

where $K$ and $k_{i}$ are computable constants and $d$ is a fixed number between 0 and 1. The uniqueness and stability results for the solution $v$ in (2.3)-(2.4) then follow from (2.10). The form of the left side of $(2.10)$ is chosen because of its usefulness in the more general problem discussed in Section 5 and in obtaining pointwise bounds.

## 3. Preliminary Results

Let us define the functional $F$ by

$$
\begin{equation*}
F(\alpha)=\int_{0}^{\alpha}(\alpha-\eta) \iint_{D_{n}}\left[U,_{i} U,_{i}+U \Delta U+V,_{i} V_{, i}+V \Delta V\right] d x d \eta+k_{i} \epsilon_{i} \tag{3.1}
\end{equation*}
$$

where $0 \leqslant \alpha \leqslant 1$ and the $k_{i}$ are constants to be determined. In the next section we shall show that $F$ satisfies the differential inequality

$$
\begin{equation*}
F F^{\prime \prime}-\left(F^{\prime}\right)^{2} \geqslant-C_{1} F F^{\prime}-C_{2} F^{2} \tag{3.2}
\end{equation*}
$$

for computable constants $C_{1}$ and $C_{2}$, where the prime denotes differentiation with respect to $\alpha$. The desired a priori inequality follows by means of (3.2). Presently, we develop several estimates which are used to deduce (3.2).

By differentiation,

$$
\begin{align*}
F^{\prime} & =\iint_{0}^{x} \iint_{D_{\eta}}\left[U_{i} U_{,_{i}}+U \Delta U+V_{,_{i}} V,_{i}+V \Delta V\right] d x d \eta,  \tag{3.3}\\
F^{\prime \prime} & =\iint_{D_{\alpha}}\left[U_{,_{i}} U_{,_{i}}+U \Delta U+V,_{i} V_{,_{i}}+V \Delta V\right] d x . \tag{3.4}
\end{align*}
$$

Using Green's identity in (3.3) and recalling that $n_{i}=f_{i}|\operatorname{grad} f|^{-1}$ on $S_{n}$, we can write

$$
\begin{equation*}
F^{\prime}=\iint_{D_{\alpha}}\left(U U_{,_{i}}+V V,_{i}\right) f_{, i} d x+\int_{0}^{\alpha} \int_{\Sigma_{\eta}}\left(U \frac{\partial U}{\partial n}+V \frac{\partial V}{\partial n}\right) d \sigma d \eta \tag{3.5}
\end{equation*}
$$

Integration by parts now results in

$$
\begin{align*}
F^{\prime}= & \frac{1}{2} \oint_{S_{\alpha}+\Sigma_{\alpha}}\left(U^{2}+V^{2}\right) \frac{\partial f}{\partial n} d \sigma+\int_{0}^{\alpha} \int_{\Sigma_{\eta}}\left(U \frac{\partial U}{\partial n}+V \frac{\partial V}{\partial n}\right) d \sigma d \eta \\
& -\frac{1}{2} \iint_{D_{\alpha}}\left(U^{2}+V^{2}\right) f_{r i i} d x \tag{3.6}
\end{align*}
$$

Lemma 1. For $F$ defined by (3.1), we have

$$
\begin{align*}
& \left(k_{i}-\theta_{i}\right) \epsilon_{i}+\frac{1}{2} \iint_{D_{\alpha}} \beta\left(U^{2}+V^{2}\right) d x \leqslant F(\alpha) \\
& \quad \leqslant \frac{c+1}{2} \iint_{D_{\alpha}} \beta\left(U^{2}+V^{2}\right) d x+\left(k_{i}+\theta_{i}\right) \epsilon_{i} \tag{3.7}
\end{align*}
$$

where $\beta=f_{,_{i}} f_{,_{i}}$, the $\theta_{i}$ are computable constants, $c$ is given by (2.2), and the $\boldsymbol{k}_{i}$ are to be chosen so that $k_{i}>\theta_{i}$.

From (3.6) we have

$$
\begin{aligned}
F(\alpha)= & \int_{0}^{\alpha} F^{\prime}(\eta) d \eta+k_{i} \epsilon_{i} \\
= & \int_{0}^{\alpha}\left\{\frac{1}{2} \int_{S_{\eta}}\left(U^{2}+V^{2}\right) \frac{\partial f}{\partial n} d \sigma+\frac{1}{2} \int_{\Sigma_{\eta}}\left(U^{2}+V^{2}\right) \frac{\partial f}{\partial n} d \sigma\right\} d \eta \\
& +\int_{0}^{\alpha} \int_{0}^{\eta} \int_{\Sigma_{\zeta}}\left(U \frac{\partial U}{\partial n}+V \frac{\partial V}{\partial n}\right) d \sigma d \zeta d \eta \\
& -\frac{1}{2} \int_{0}^{\alpha} \iint_{D_{\eta}}\left(U^{2}+V^{2}\right) f_{, i i} d x d \eta+k_{i} \epsilon_{i} \\
= & \frac{1}{2} \iint_{D_{\alpha}} \beta\left(U^{2}+V^{2}\right) d x+\frac{1}{2} \int_{0}^{\alpha} \int_{\Sigma_{\eta}}\left(U^{2}+V^{2}\right) \frac{\partial f}{\partial n} d \sigma d \eta \\
& +\int_{0}^{\alpha} \int_{0}^{\eta} \int_{\Sigma_{\zeta}}\left(U \frac{\partial U}{\partial n}+V \frac{\partial V}{\partial n}\right) d \sigma d \zeta d \eta \\
& -\frac{1}{2} \int_{0}^{\alpha} \iint_{D_{\eta}}\left(U^{2}+V^{2}\right) f_{i i i} d x d \eta+k_{i} \epsilon_{i} .
\end{aligned}
$$

Consequently, by means of (2.2) and the arithmetic mean-geometric mean inequality (abbreviated A-G inequality), the result follows.

Before stating the next lemma we note that by means of (2.8) and the A-G inequality there exist constants $a_{1}$ and $a_{2}$ such that

$$
\begin{align*}
& \left|\iint_{D_{n}}[U \Delta U+V \Delta V] d x\right| \\
& \quad \leqslant a_{1} \iint_{D_{\eta}} \beta\left(U^{2}+V^{2}\right) d x+\frac{1}{2} \iint_{D_{\eta}}\left[U_{, i} U_{, i}+V_{i i} V_{i i}\right] d x+a_{2} \epsilon_{5} . \tag{3.8}
\end{align*}
$$

Lemma 2. For $U$ and $V$ defined by (2.5) and $F$ by (3.1), we have

$$
\begin{align*}
& \left|\int_{0}^{\alpha} \int_{\Sigma_{\eta}}\left(U \frac{\partial U}{\partial n}+V \frac{\partial V}{\partial n}\right) d \sigma d \eta\right| \leqslant B_{1} F  \tag{3.9}\\
& \quad \int_{0}^{\alpha} \iint_{D_{\eta}}\left[U_{, i} U_{,_{i}}+V_{, i} V,_{i}\right] d x d \eta \leqslant 2 F^{\prime}+2 B_{2} F  \tag{3.10}\\
& \left|\int_{0}^{\alpha} \iint_{D_{\eta}}[U \Delta U+V \Delta V] d x d \eta\right| \leqslant F^{\prime}+2 B_{2} F \tag{3.11}
\end{align*}
$$

for computable constants $B_{1}$ and $B_{2}$.
The first result here follows by the A-G inequality and (3.7). Since

$$
\begin{aligned}
\int_{0}^{\alpha} \iint_{D_{n}}\left[U_{, i} U_{, i}+V_{, i} V_{, i}\right] d x d \eta & =F^{\prime}-\int_{0}^{\alpha} \iint_{D_{n}}[U \Delta U+V \Delta V] d x d \eta \\
& \leqslant F^{\prime}+\left|\int_{0}^{\alpha} \iint_{D_{n}}[U \Delta U+V \Delta V] d x d \eta\right|
\end{aligned}
$$

we have by (3.8)

$$
\begin{aligned}
& \int_{0}^{\alpha} \iint_{D_{n}}\left[U_{, i} U_{,_{i}}+V_{, i} V_{, i}\right] d x d \eta \\
& \quad \leqslant 2 F^{\prime}+2 \int_{0}^{\alpha}\left\{a_{1} \iint_{D_{n}} \beta\left(U^{2}+V^{2}\right) d x+a_{2} \epsilon_{5}\right\} d \eta
\end{aligned}
$$

Thus we obtain the second result by means of (3.7). Again, by (3.8)

$$
\begin{aligned}
\left|\int_{0}^{\alpha} \iint_{D_{\eta}}[U \Delta U+V \Delta V] d x d \eta\right| \leqslant & \int_{0}^{\alpha}\left\{a_{1} \iint_{D_{\eta}} \beta\left(U^{2}+V^{2}\right) d x+a_{2} \epsilon_{5}\right\} d \eta \\
& +\frac{1}{2} \int_{0}^{\alpha} \iint_{D_{\eta}}\left[U_{, i} U_{,_{i}}+V,_{i} V,_{i}\right] d x d \eta
\end{aligned}
$$

so that the third result follows by (3.10).
Lemma 3. If $F$ is defined by (3.1), then

$$
\begin{equation*}
\left|F^{\prime}\right| \leqslant 3 F^{\prime}+4 B_{2} F, \tag{3.12}
\end{equation*}
$$

where $B_{2}$ is the computable constant of the previous lemma.
This is an immediate consequence of (3.10) and (3.11).

Lemma 4. For $U$ and $V$ defined by (2.5) and $F$ by (3.1),
$\left|\iint_{D_{\alpha}}\left\{U_{, i} U_{,_{i}}+V_{, i} V_{,_{i}}-2 \beta^{-1}\left[\left(U_{, i} f_{, i}\right)^{2}+\left(V_{, i} f_{, i}\right)^{2}\right]\right\} d x\right| \leqslant B_{3} F^{\prime}+B_{4} F$
for computable constants $B_{3}$ and $B_{4}$.
As a special case of the identity in Lemma 2 in [6], we have

$$
\begin{aligned}
& \iint_{D_{\alpha}}\left\{U_{, i} U,_{i}+V_{,_{i}} V_{, i}-2 \beta^{-1}\left[\left(U_{, i} f_{, i}\right)^{2}+\left(V_{, i} f_{, i}\right)^{2}\right]\right\} d x \\
& =\int_{0}^{\alpha} \int_{\Sigma_{n}} \beta^{-1}\left\{2 f_{, i}\left[U_{, i} \frac{\partial U}{\partial n}+V_{,_{i}} \frac{\partial V}{\partial n}\right]-\frac{\partial f}{\partial n}\left[U_{, i} U_{,_{i}}+V_{,_{i}} V_{, i}\right]\right\} d \sigma d \eta \\
& +\int_{\mathbf{0}}^{\alpha} \iint_{D_{\eta}}\left\{\left(\beta^{-1} f_{i}\right)_{, i}\left(U_{, k} U,_{k}+V,{ }_{, k} V,_{k}\right)\right. \\
& \left.-2\left(\beta^{-1} f_{, i}\right)_{,_{k}}\left(U_{, i} U_{, k}+V_{, i} V,_{k}\right)\right\} d x d \eta \\
& -2 \int_{0}^{\alpha} \iint_{D_{\eta}} \beta^{-1} f_{,_{i}}\left(U_{, i} \Delta U+V_{, i} \Delta V\right) d x d \eta .
\end{aligned}
$$

Using the A-G inequality, (2.8) and Lemmas 1 and 2, we arrive at (3.13).
We recall that in (2.3)-(2.4) only $v$ was assumed to be uniformly bounded in $D$. Now we avoid imposing any additional requirement on $v$ or on its derivatives, as in [4], by establishing that integrals of $U^{2}$ over compact subsets of $D_{1}$ are bounded in terms of $M^{2}$. This result is important in the final analysis of the convexity argument. Thus we prove

Theorem I. If $U$ is defined by (2.5), then $\iint_{D_{\bar{\alpha}}} U^{2} d x \leqslant C_{0} M^{2}$ for $C_{0}$ a computable constant and $\bar{\alpha}$ betzeen 0 and 1 .

We define the function $\tau$ as

$$
\tau(x)=\left\{\begin{array}{lll}
1 & \text { in } & \bar{D}_{\bar{\alpha}} \\
\frac{1-f(x)}{1-\bar{\alpha}} & \text { in } & \bar{D}_{1}-\bar{D}_{\bar{\alpha}}
\end{array}\right.
$$

where $\tau_{, i} \tau_{i} \leqslant M_{1}$ and $\left|\tau_{, i i}\right| \leqslant M_{2}$ for constants $M_{1}$ and $M_{2}$, so that

$$
\begin{equation*}
\iint_{D_{\bar{x}}} U^{2} d x \leqslant \iint_{D_{1}} \tau^{4} U^{2} d x \tag{3.14}
\end{equation*}
$$

Now by (2.7) and integration by parts, we have

$$
\iint_{D_{1}} \tau^{4} U^{2} d x=\int_{\Sigma_{1}} \tau^{4} U \frac{\partial V}{\partial n} d \sigma-\iint_{D_{1}} \tau^{4} U,_{i} V,_{i} d x-\iint_{D_{1}} \tau^{4}{ }_{, i} U V,_{i} d x
$$

so that utilizing the A-G inequality with positive constants $\gamma_{1}$ and $\gamma_{2}$, we obtain

$$
\begin{align*}
\iint_{D_{1}} \tau^{4} U^{2} d x \leqslant & \int_{\Sigma_{1}} \tau^{4} U \frac{\partial V}{\partial n} d \sigma+\frac{1}{2} \gamma_{1} \iint_{D_{1}} \tau^{6} U,_{i} U,_{i} d x \\
& +\frac{1}{2} \gamma_{1}^{-1} \iint_{D_{1}} \tau^{2} V,_{i} V,_{i} d x  \tag{3.15}\\
& +2 M_{1} \gamma_{2} \iint_{D_{1}} \tau^{4} U^{2} d x+2{\gamma_{2}^{-1}}^{-1} \iint_{D_{1}} \tau^{2} V,_{i} V,_{i} d x .
\end{align*}
$$

We now integrate the second integral on the right by parts and use (2.8) and the A-G inequality with constants $\gamma_{3}$ and $\gamma_{4}$. Thus

$$
\begin{aligned}
& \iint_{D_{1}} \tau^{6} U_{, i} U_{, i} d x \\
& \quad=\int_{\Sigma_{1}} \tau^{6} U \frac{\partial U}{\partial n} d \sigma-\iint_{D_{1}} \tau^{6} U \Delta U d x-\iint_{D_{1}} \tau^{6}{ }_{i} U U_{, i} d x \\
& \quad \leqslant \int_{\Sigma_{1}} \tau^{6} U \frac{\partial U}{\partial n} d \sigma+\left(\frac{3}{2}+L_{3}+\frac{1}{2} \gamma_{4}^{-1}+3 M_{1} \gamma_{3}^{-1}\right) \iint_{D_{1}} \tau^{4} U^{2} d x \\
& \quad+\frac{1}{2} L_{1}^{2} \iint_{D_{1}} \tau^{8} V^{2} d x+\frac{1}{2} L_{2}^{2} \iint_{D_{1}} \tau^{8} V,_{, i} V_{,_{i}} d x+\frac{1}{2} \iint_{D_{1}} \tau^{8} \mathscr{L}^{2} d x \\
& \quad+\left(\frac{1}{2} L_{4}^{2} \gamma_{4}+3 \gamma_{3}\right) \iint_{D_{1}} \tau^{6} U,_{i} U,_{i} d x
\end{aligned}
$$

By choosing $\gamma_{3}=(12)^{-1}$ and $\gamma_{4}=2^{-1} L_{4}^{-2}$, collecting terms, and substituting in (3.15), we obtain

$$
\begin{align*}
\iint_{D_{1}} \tau^{4} U^{2} d x \leqslant & \int_{\Sigma_{1}} \tau^{4} U \frac{\partial V}{\partial n} d \sigma+\gamma_{1} \int_{\Sigma_{1}} \tau^{6} U \frac{\partial U}{\partial n} d \sigma \\
& +\left[\gamma_{1}\left(\frac{3}{2}+L_{3}+L_{4}{ }^{2}+36 M_{1}\right)+2 M_{1} \gamma_{2}\right] \iint_{D_{1}} \tau^{4} U^{2} d x \\
& +\frac{1}{2} L_{1}{ }^{2} \gamma_{1} \iint_{D_{1}} \tau^{8} V^{2} d x+\left(\frac{1}{2} L_{2}{ }^{2} \gamma_{1}+\frac{1}{2} \gamma_{1}^{-1}+2 \gamma_{2}^{-1}\right) \\
& \times \iint_{D_{1}} \tau^{2} V,_{i} V,_{i} d x+\frac{1}{2} \gamma_{1} \iint_{D_{1}} \tau^{8} \mathscr{L}^{2} d x \tag{3.16}
\end{align*}
$$

We now integrate by parts twice so that

$$
\begin{aligned}
\iint_{D_{1}} \tau^{2} V,_{i} V,_{i} d x= & \int_{\Sigma_{1}} \tau^{2} V \frac{\partial V}{\partial n} d \sigma-\iint_{D_{1}} \tau^{2} V \Delta V d x \\
& -\frac{1}{2} \int_{\Sigma_{1}} \frac{\partial \tau^{2}}{\partial n} V^{2} d \sigma+\frac{1}{2} \iint_{D_{1}} \tau^{2},_{i i} V^{2} d x
\end{aligned}
$$

Use of the A-G inequality with a constant $\gamma_{5}$ results in

$$
\begin{aligned}
\iint_{D_{1}} \tau^{2} V,_{i} V,_{i} d x \leqslant & \int_{\Sigma_{1}} \tau^{2} V \frac{\partial V}{\partial n} d \sigma-\int_{\Sigma_{1}} \tau \frac{\partial \tau}{\partial n} V^{2} d \sigma \\
& +\frac{1}{2} \gamma_{5} \iint_{D_{1}} \tau^{4} U^{2} d x+\left(\frac{1}{2} \gamma_{5}^{-1}+M_{1}+M_{2}\right) \iint_{D_{1}} V^{2} d x
\end{aligned}
$$

Consequently, substituting this estimate into (3.16), choosing

$$
\begin{gathered}
\gamma_{1}=\left[6\left(\frac{3}{2}+L_{3}+L_{4}^{2}+36 M_{1}\right)\right]^{-1}, \quad \gamma_{2}=\left(12 M_{1}\right)^{-1} \\
\gamma_{5}=\left[3\left(\frac{1}{2} L_{2}^{2} \gamma_{1}+\frac{1}{2} \gamma_{1}^{-1}+2 \gamma_{2}^{-1}\right)\right]^{-1}
\end{gathered}
$$

and collecting terms, we arrive at

$$
\begin{aligned}
\iint_{D_{1}} \tau^{4} U^{2} d x \leqslant & 2 \int_{\Sigma_{1}}\left(\tau^{4} U \frac{\partial V}{\partial n}+\gamma_{1} \tau^{6} U \frac{\partial U}{\partial n}\right) d \sigma \\
& +\left(L_{2}^{2} \gamma_{1}+\gamma_{1}^{-1}+4 \gamma_{2}^{-1}\right) \int_{\Sigma_{1}}\left(\tau^{2} V \frac{\partial V}{\partial n}-\tau \frac{\partial \tau}{\partial n} V^{2}\right) d \sigma \\
& +\left[L_{1}^{2} \gamma_{1}+\left(L_{2}^{2} \gamma_{1}+\gamma_{1}^{-1}+4 \gamma_{2}^{-1}\right)\left(\frac{1}{2} \gamma_{5}^{-1}+M_{1}+M_{2}\right)\right] \\
& \times \iint_{D_{1}} V^{2} d x+\gamma_{1} \iint_{D_{1}} \tau^{8} \mathscr{L}^{2} d x
\end{aligned}
$$

Finally, since the $\epsilon_{i}$, which occur as a result of the A-G inequality, can be bounded in terms of $M^{2}$, we find that the conclusion of the theorem follows.

## 4. A Priori Estimate

We shall now show that the functional $F$ satisfies the differential inequality (3.2). First we note that by means of (3.5)

$$
\begin{aligned}
\left(F^{\prime}\right)^{2} & =F^{\prime} \iint_{D_{\alpha}}\left(U U,_{i}+V V,_{i}\right) f_{,_{i}} d x+F^{\prime} \int_{0}^{\alpha} \int_{\Sigma_{\eta}}\left(U \frac{\partial U}{\partial n}+V \frac{\partial V}{\partial n}\right) d \sigma d \eta \\
& \leqslant\left(\iint_{D_{\alpha}}\left(U U_{i}+V V,_{i}\right) f_{,_{i}} d x\right)^{2}+2 F^{\prime} \int_{0}^{\alpha} \int_{\Sigma_{\eta}}\left(U \frac{\partial U}{\partial n}+V \frac{\partial V}{\partial n}\right) d \sigma d \eta
\end{aligned}
$$

However, due to the derivative terms in (2.8) and the region of integration $D_{\alpha}$ in (3.4), we are unable to manipulate the term

$$
F \iint_{D_{\alpha}}(U \Delta U+V \Delta V) d x
$$

which occurs on the left side of (3.2) so as to dominate appropriate portions of the right side. Consequently, we add and subtract the same expression which, when combined with this term, will enable us to verify that $F$ satisfies (3.2). Thus, we form

$$
\begin{align*}
\left(F^{\prime}\right)^{2} \leqslant & \iint_{D_{\alpha}} \beta\left(U^{2}+V^{2}\right) d x \iint_{D_{\alpha}} \beta^{-1}\left[\left(U_{,_{i}} f_{, i}\right)^{2}+\left(V,_{i} f_{, i}\right)^{2}\right] d x \\
& +\left\{\iint_{D_{\alpha}}\left(U U_{, i}+V V,_{i}\right) f_{, i} d x\right\}^{2} \\
& +2 F^{\prime} \int_{0}^{\alpha} \int_{\Sigma_{\eta}}\left(U \frac{\partial U}{\partial n}+V \frac{\partial V}{\partial n}\right) d \sigma d \eta  \tag{4.1}\\
& -\iint_{D_{\alpha}} \beta\left(U^{2}+V^{2}\right) d x \iint_{D_{\alpha}} \beta^{-1}\left[\left(U_{, i} f_{, i}\right)^{2}+\left(V,_{i} f_{, i}\right)^{2}\right] d x
\end{align*}
$$

Using (3.7), (3.4), and (4.1), we see that

$$
\begin{aligned}
F F^{\prime \prime}-\left(F^{\prime}\right)^{2} \geqslant & \frac{1}{2} \iint_{D_{\alpha}} \beta\left(U^{2}+V^{2}\right) d x \iint_{D_{\alpha}}\left(U_{,_{i}} U_{,_{i}}+V_{,_{i}} V_{,_{i}}\right) d x \\
& +F \iint_{D_{\alpha}}(U \Delta U+V \Delta V) d x \\
& -\iint_{D_{\alpha}} \beta\left(U^{2}+V^{2}\right) d x \iint_{D_{\alpha}} \beta^{-1}\left[\left(U_{,_{i}} f_{,_{i}}\right)^{2}+\left(V_{,_{i}} f_{, i}\right)^{2}\right] d x \\
& -\left\{\iint_{D_{\alpha}}\left(U U_{,_{i}}+V V,_{i}\right) f_{,_{i}} d x\right\}^{2} \\
& -2\left|F^{\prime}\right|\left|\int_{0}^{\alpha} \int_{\Sigma_{\eta}}\left(U \frac{\partial U}{\partial n}+V \frac{\partial V}{\partial n}\right) d \sigma d \eta\right| \\
& +\iint_{D_{\alpha}} \beta\left(U^{2}+V^{2}\right) d x \iint_{D_{\alpha}} \beta^{-1}\left[\left(U_{,_{i}} f_{, i}\right)^{2}+\left(V_{,_{i}} f_{r_{i}}\right)^{2}\right] d x
\end{aligned}
$$

that is,

$$
\begin{align*}
F F^{\prime \prime}-\left(F^{\prime}\right)^{2} \geqslant & \frac{1}{2} \iint_{D_{\alpha}} \beta\left(U^{2}+V^{2}\right) d x \\
& \times \iint_{D_{\alpha}}\left\{U,_{i} U_{, i}+V_{,_{i}} V_{, i}-2 \beta^{-1}\left[\left(U_{, i} f_{i}\right)^{2}+\left(V,_{i} f_{, i}\right)^{2}\right]\right\} d x \\
& -2\left|F^{\prime}\right|\left|\int_{0}^{\alpha} \int_{\Sigma_{\eta}}\left(U \frac{\partial U}{\partial n}+V \frac{\partial V}{\partial n}\right) d \sigma d \eta\right|+J \tag{4.2}
\end{align*}
$$

where

$$
\begin{align*}
I= & \iint_{D_{\alpha}} \beta\left(U^{2}+V^{2}\right) d x \iint_{D_{\alpha}} \beta^{-1}\left[\left(U_{, i} f_{, i}\right)^{2}+\left(V,_{, i} f_{, i}\right)^{2}\right] d x \\
& -\left\{\iint_{D_{\alpha}}\left(U U_{,_{i}}+V V_{, i}\right) f_{, i} d x\right\}^{2},  \tag{4.3}\\
J= & I-F \iint_{D_{\alpha}}(|U \Delta U|+|V \Delta V|) d x . \tag{4.4}
\end{align*}
$$

We shall show that

$$
\begin{equation*}
J \geqslant-B_{5} F^{2}-B_{6} F F^{\prime} \tag{4.5}
\end{equation*}
$$

for computable constants $B_{5}$ and $B_{6}$ and thus overcome the difficulty previously mentioned.

We apply Schwarz's inequality, (2.8) and the A-G inequality to get

$$
\begin{aligned}
& \left\{\iint_{D_{\alpha}}(|U \Delta U|+|V \Delta V|) d x\right\}^{2} \\
& \quad \leqslant \iint_{D_{\alpha}}\left(U^{2}+V^{2}\right) d x \iint_{D_{\alpha}}\left[(\Delta U)^{2}+(\Delta V)^{2}\right] d x \\
& \quad \leqslant \iint_{D_{\alpha}} \beta\left(U^{2}+V^{2}\right) d x\left\{b_{1} \iint_{D_{\alpha}} \beta\left(U^{2}+V^{2}\right) d x\right. \\
& \left.\quad+b_{2} \iint_{D_{\alpha}}\left(U_{, i} U,_{i}+V_{, i} V,_{i}\right) d x+b_{3} \epsilon_{5}\right\}
\end{aligned}
$$

for positive constants $b_{1}, b_{2}$, and $b_{3}$. Further, by (4.3) and (3.7), we have

$$
\begin{aligned}
& \left\{\iint_{D_{\alpha}}(|U \Delta U|+|V \Delta V|) d x\right\}^{2} \\
& \leqslant \\
& \quad 2 F\left\{b_{1} \iint_{D_{\alpha}} \beta\left(U^{2}+V^{2}\right) d x\right. \\
& \left.\quad+b_{2} \iint_{D_{\alpha}}\left\{U U_{, i} U_{,_{i}}+V,_{, i} V_{,_{i}}-2 \beta^{-1}\left[\left(U_{, i} f_{, i}\right)^{2}+\left(V_{, i} f_{,_{i}}\right)^{2}\right]\right\} d x+b_{3} \epsilon_{5}\right\} \\
& \quad+2 b_{2}\left\{I+\left[\iint_{D_{\alpha}}\left(U U U_{, i}+V V,_{i}\right) f_{, i} d x\right]^{2}\right\} .
\end{aligned}
$$

Since by (3.5) and A-G inequality

$$
\left\{\iint_{D_{\alpha}}\left(U U,_{i}+V V,_{i}\right) f_{i} d x\right\}^{2} \leqslant\left\{b_{4} \epsilon_{1}+b_{5} \epsilon_{2}+b_{6} \epsilon_{3}+b_{7} \epsilon_{4}+\left|F^{\prime}\right|\right\}^{2}
$$

for positive constants $b_{4}, b_{5}, b_{6}$, and $b_{7}$, we obtain

$$
\begin{align*}
& \left\{\iint_{D_{\alpha}}(|U \Delta U|+|V \Delta V|) d x\right\}^{2} \\
& \quad \leqslant 2 b_{2} I+2 F\left\{b_{8} F+b_{2}\left(B_{3} F^{\prime}+B_{4} F\right)\right\}+2 b_{2}\left(b_{9} F+\left|F^{\prime}\right|\right)^{2} \tag{4.6}
\end{align*}
$$

where we have used Lemma 1 and 4 with computable constants $b_{8}$ and $b_{9}$.
We now combine (4.6) with (4.4) and use the A-G inequality on the term involving braces so that
$J \geqslant I-F\left[2 b_{2} I+F^{2}+\left\{b_{8} F+b_{2}\left(B_{3} F^{\prime}+B_{4} F\right)\right\}^{2}+2 b_{2}\left(b_{9} F+\left|F^{\prime}\right|\right)^{2}\right]^{1 / 2}$. By the elementary inequality

$$
\left(c_{1}^{2}+c_{2}^{2}+c_{3}^{2}+c_{4}^{2}\right)^{1 / 2} \leqslant\left|c_{1}\right|+\left|c_{2}\right|+\left|c_{3}\right|+\left|c_{4}\right|
$$

we arrive at

$$
\begin{aligned}
J \geqslant & I-F\left(2 b_{2} I\right)^{1 / 2}-F^{2}-F\left[b_{8} F+b_{2}\left(B_{3} F^{\prime}+B_{4} F\right)\right] \\
& -\left(2 b_{2}\right)^{1 / 2} F\left(b_{9} F+\left|F^{\prime}\right|\right) .
\end{aligned}
$$

Finally, applying the inequality

$$
c_{1}^{2}-2 c_{1} c_{2} \geqslant-c_{2}^{2}
$$

to the first two terms on the right, we obtain

$$
\begin{aligned}
J \geqslant & -F\left\{\left(1+\frac{1}{2} b_{2}\right) F+\left[b_{8} F+b_{2}\left(B_{3} F^{\prime}+B_{4} F\right)\right]\right. \\
& \left.+\left(2 b_{2}\right)^{1 / 2}\left(b_{9} F+\left|F^{\prime}\right|\right)\right\} .
\end{aligned}
$$

Clearly, then, there are computable constants $B_{5}$ and $B_{6}$ so that (4.5) is satisfied.

Returning now to (4.2) and using (3.7), (3.9), (3.12), (3.13), and (4.5), we find that

$$
F F^{\prime \prime}-\left(F^{\prime}\right)^{2} \geqslant-C_{1} F F^{\prime}-C_{2} F^{2}
$$

where

$$
C_{1}-6 B_{1}+B_{3}+B_{6} \quad \text { and } \quad C_{2}-8 B_{1} B_{2}+B_{4}+B_{5}
$$

Since a solution of (3.2) vanishes identically, if it vanishes for one value of $\alpha$ in $[0,1]$ (see [3]), we assume $F(\alpha)>0$ on [0,1]. To complete the derivation of the a priori inequality, we let

$$
\rho=\exp \left(-C_{1} \alpha\right)
$$

and note that

$$
\frac{d^{2}}{d \rho^{2}}\left[\log F \rho^{-C_{2} / C_{1}^{2}}\right]=\frac{C_{2} F^{2}+F F^{\prime \prime}+C_{1} F F^{\prime}-\left(F^{\prime}\right)^{2}}{F^{2} C_{1}^{2} \rho^{2}} \geqslant 0
$$

where prime denotes differentiation with respect to $\alpha$. As the function

$$
\mathscr{F}(\rho)=\log F_{\rho}-C_{2} / C_{1}^{2}
$$

is convex, we have by Jensen's inequality [1], for $0 \leqslant \alpha \leqslant \bar{\alpha}$,

$$
F(\alpha) \leqslant K_{0}[F(0)]^{a}[F(\bar{\alpha})]^{1-a},
$$

where

$$
\begin{gathered}
d=\frac{\rho-\bar{\rho}}{1-\bar{\rho}}, \quad \bar{\rho}=\exp \left(-C_{1} \bar{\alpha}\right) \\
K_{0}=\exp \frac{\left[-C_{2} \alpha+(1-d) C_{2} \bar{\alpha}\right]}{C_{1}}
\end{gathered}
$$

Consequently, by (3.1), (3.7), and Theorem I, we have
Theorem II. If $U$ and $V$ are defined by (2.5) and $\epsilon_{i}$ by (2.9), then

$$
\iint_{D_{\alpha}}\left(U^{2}+V^{2}\right) d x \leqslant K M^{2(1-d)}\left[k_{i} \epsilon_{i}\right]^{d}
$$

where $K, M$, and $k_{i}$ are computable constants and $d$ is a fixed number between 0 and 1.

## 5. Remarks

Instead of considering the Cauchy problem for (1.1), one might study the same problem for the system

$$
\begin{align*}
& \Delta u=h(x, v, v, i, u, u, i) \\
& \Delta v=g(x) u \tag{5.1}
\end{align*}
$$

where in $D, u$ and $v$ are $C^{2}$ functions, with only $v$ assumed to be uniformly bounded, and $g$ is a $C^{2}$ function satisfying $|g(x)|>g_{0}>0$. More generally, we may replace the Laplace operator $\Delta$ in (5.1) by a uniformly elliptic operator $L$.

In these cases, we no longer assume (2.6) and, consequently, introduce the additional notation

$$
\epsilon_{6}=\iint_{D_{1}}[g \phi-\Delta \psi]^{2} d x
$$

We then have obvious changes for $\Delta V$ in (2.7) and (2.8) and consequent changes in the results which depended on them. However, none of these changes render the results invalid; they only require a modification of coefficients and the addition of terms involving $\epsilon_{6}$. Thus in these problems we obtain an inequality of the form (2.10) and deduce simultaneously that the solutions $u$ and $v$ of (5.1)-(2.4) are unique and depend continuously on the Cauchy data.

Further, similar results seem to be possible for more general coupled elliptic systems. This will be considered in a subsequent paper.
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