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Abstract

Givenn polynomials inn variables of respective degreesd1, . . . ,dn, and a set of monomials of
cardinality d1 · · · dn, we give an explicit subresultant-based polynomial expression in the coefficients
of the input polynomials whose non-vanishing is a necessary and sufficient condition for this set of
monomials to be a basis of the ring of polynomials inn variables modulo the ideal generated by the
system of polynomials. This approach allows us to clarify the algorithms for the Bézout construction
of the resultant.
© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Consider a system ofn polynomials inn variables with coefficients in a fieldK,
f1(x1, . . . , xn), . . . , fn(x1, . . . , xn), with respective degreesd1, . . . ,dn. Generically, this
system hasd := d1.d2 . . .dn roots in the algebraic closure ofK. This is the very well-
known Bézout formulawhich appeared inBézout (1779) (seeCox et al. (1996) for a
modern treatment of this).
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One can say something more about what “generic” means above: letV( f1, . . . , fn) ⊂
K

n
be the set of common zeros of the polynomialsf1, . . . , fn, and set

fi :=
di∑

j =0

fi j , i = 1, . . . ,n,

where fi j is the homogeneous component offi of degree j . Then, it turns out that
V( f1, . . . , fn) is a finite set and its cardinality (counting multiplicities) is d if and only
if the system of homogeneous equations

f1d1 = 0, f2d2 = 0, . . . , fndn = 0 (1)

has no solution in projective spacePn−1—seeCox et al.(1998, Chapter 3, Theorem 5.5) for
a proof of this result and alsoCox et al.(1998, Chapter 4, Definition 2.1) for the definition
of multiplicity of a zero of a polynomial system.

From a more algebraic point of view, if we setI := ( f1, . . . , fn) for the ideal generated
by the fi ’s in K[x1, . . . , xn], the fact thatV(I ) ⊂ K

n
hasd points counted with multiplicity

means that theK-algebraA := K[x1, . . . , xn]/I is aK-vector space of dimensiond. As
A is generated by the set of (the images inA of) all monomials inK[x1, . . . , xn], one can
always find a basis of monomials forA (finite or not).

In this paper, we will focus our attention on the following problem: given a setM of d
monomials, how can we decide if they are a basis ofA or not?

We could use Gröbner bases for solving this problem, but we would like our answer to
be a function on the input setM only, and not depending on an extra monomial ordering
and other intermediate steps that are needed in Gröbner bases algorithms.

One of the main results of this paper is a polynomial expression in the coefficients of
f1, . . . , fn which vanishes if and only if the setM fails to be a basis ofA. The expression
we get canbe described in terms of resultants and subresultants of homogeneous
polynomials obtained from the input system, which is the algebraic counterpart of this
problem in the homogeneous case (seeCox et al., 1998; Chardin, 1995; Szanto, in press).

The problem of deciding whether a given set of monomialsM is a basis ofA or not
is important in elimination theory due to the fact that algorithms for computing resultants,
Bézout identities, reduction modulo an ideal and explicit versions of the Shape Lemma can
be reduced to linear algebra computations in the quotient ring, avoiding the use of Gröbner
bases, if one succeeds in finding such a basisM.

Bézout(1779) was the first to work following this approach, which was extended by
Macaulay(1902), who answered this question in the caseM = {xα1

1 . . . xαn
n , 0 ≤ αi ≤

di − 1} by means of a polynomial expression in the coefficients of the input polynomials
(see alsoMacaulay, 1916). Our results, when applied to Macaulay’s case, recover his
original formulation.

In this direction, some results were obtained byChardin (1994b), provided that all
the fi ’s are generic and homogeneous. If the input system is generic and sparse, a
generalization of the case we are dealing with here, partial results were obtained byEmiris
and Rege(1994) and Pedersen and Sturmfels (1996) for M’s constructed by means of
regular triangulations of polytopes.
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A different approach based on recursive linear algebra is provided inBikkerand Uteshev
(1999) for specificM. In Section 7, we will compare our results withthose obtained in this
article.

The paper is organized as follows. Some preliminary results are stated inSection 2.
In Section 3, we recall the definition and basic properties of multivariate subresultants,
as introduced inChardin(1995). We relate subresultants with our problem inSection 4,
associating with any given setM a polynomial whose non-vanishing is equivalent to
the fact thatM is a basis ofA. In Section 5, we show that, for certain M’s, this
polynomial expression depends only on the coefficients off1d1, . . . , fndn , and moreover,
it can be decomposed into factors. Then, we give inSection 6some rational expressions
for generalized Vandermonde determinants. These results, along with those presented in
Section 5, allow us abetter understanding of the recursive algorithm proposed inBikker
and Uteshev(1999). Finally, we conclude by comparing our results with those obtained in
Bikker and Uteshev(1999) in Section 7.

2. Preliminary results

Let Resd1,...,dn(
.) be the homogeneous resultant operator, as defined inMacaulay(1902),

van der Waerden(1950) andCox et al.(1998). We recall the following well-known result
(seeCox et al., 1998, for a proof):

Proposition 2.1. The system(1) has a nontrivial solution inK
n

if and only if
Resd1,...,dn( f1d1, . . . , fndn) = 0.

Remark 2.2. This proposition, together with our previous remarks about the quotient ring
A, gives a proof for the Choice Conjecture stated inBikker and Uteshev(1999): The
condition Resd1,...,dn( f1d1, . . . , fndn ) �= 0 is necessary and sufficient for the existence of a
setM of d monomials which is a basis ofA (and hence, any polynomial can be reduced
with respect to this set). Of course, the hard problem is to find such anM!

Let K be a field, f1, . . . , fn ∈ K[x1, . . . , xn] and

M := {m1, . . . ,md} ⊂ K[x1, . . . , xn]
be a set ofd monomials. Setρ := d1 + · · · + dn − n, and

δ := δ(M) = max{deg(mi ), i = 1, . . . ,d}.
Let x0 be a new variable. For every polynomialp(x1, . . . , xn) ∈ K[x1, . . . , xn] we define

p0(x0, x1, . . . , xn) := xdeg(p)
0 p

(
x1

x0
, . . . ,

xn

x0

)
,

i.e., p0 is the homogenization ofp with a new variablex0, and for everyt ≥ δ, we set

Mt := {mxt−deg(m)
0 , m ∈ M}.

LetA0 be the quotient ringK[x0, . . . , xn]/( f 0
1 , . . . , f 0

n ). It is a graded ring of the form
A0 = ⊕∞

i=0 A0i .
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SetH(d1,...,dn)(τ ) for the coefficients of the power series

∞∑
τ=0

H(d1,...,dn)(τ )T
τ =

n∏
j =1
(1 − Tdj )

(1 − T)n+1 . (2)

It turns out thatH(d1,...,dn) is the Hilbert function ofK[x0, x1, . . . , xn]/J whenJ is an ideal
generated by a regular sequence ofn homogeneous polynomials of degreesd1, . . . ,dn,
that is, H(d1,...,dn)(τ ) is the dimension as aK-vector space of the piece of degreeτ in
K[x0, x1, . . . , xn]/J; seeMacaulay(1902) andChardin(1995).

Remark 2.3. From the right-hand side of identity (2), it is easy to check that
H(d1,...,dn)(τ ) < d if τ < ρ, andH(d1,...,dn)(τ ) = d if τ ≥ ρ.

If Resd1,...,dn( f1d1, . . . , fndn) �= 0 holds, Proposition 2.1implies that the family
of polynomials f 0

1 , . . . , f 0
n , x0 has no common roots in projective space and so,

Resd1,...,dn,1( f 0
1 , . . . , f 0

n , x0) �= 0. But this implies that f 0
1 , . . . , f 0

n , x0 is a regular
sequence inK[x0, . . . , xn] and, in particular,f 0

1 , . . . , f 0
n is also a regularsequence in that

ring. Therefore, dim(A0τ ) = H(d1,...,dn)(τ ).
The next proposition shows a relationship between a monomial basis of the affine ring

A and bases of certain graded parts of the ringA0. This will allow us to state the condition
for an arbitrary setM to be a basis ofA.

Proposition 2.4. If Resd1,...,dn( f1d1, . . . , fndn ) �= 0, then the following conditions are
equivalent:

(1) M is abasis ofA as aK-vector space.
(2) There exists t0 ≥ max{δ, ρ} suchthatMt0 is a basis ofA0t0 as aK-vector space.
(3) For every t ≥ max{δ, ρ}, Mt is a basis ofA0t as aK-vector space.

Remark 2.5. We will see inCorollary 2.6that a necessary condition forM to be a basis of
A is thatδ ≥ ρ. Therefore, in the statement ofProposition 2.4we can replace max{δ, ρ}
with δ.

Now we will proveProposition 2.4.

Proof. Recall that the assumption Resd1,...,dn( f1d1, . . . , fndn ) �= 0 implies that f 0
1 , . . . , f 0

n
is a regular sequence inK[x0, . . . , xn].
(1) =⇒ (3) Let t ≥ max{δ, ρ} and consider a linear combination of vectors inMt

which lies in the ideal( f 0
1 , . . . , f 0

n ):

d∑
i=1

λi mi x
t−deg(mi )

0 =
n∑

j =1

Aj (x0, . . . , xn) f 0
j . (3)

Settingx0 = 1 we get alinear combination of elements inM which lies in I . So, if M is
linearly independent, we get thatMt is linearly independent. Ast ≥ ρ and f 0

1 , . . . , f 0
n is a

regular sequence, the dimension ofA0t is d, and therefore we conclude thatMt is a basis
of A0t .
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(3) =⇒ (1) Consider a linear combination ofM as follows:

d∑
i=1

λi mi =
n∑

j =1

aj (x1, . . . , xn) f j .

Let t0 := max{δ, ρ, deg(aj f j ), j = 1, . . . ,n}. Homogenizing the linearcombination up
to degreet0, we have an equality like (3) with t0 instead oft . AsMt0 is linearly independent,
it turns out thatλi = 0 for i = 1, . . . ,d. Then,M is a linearly independent set. Taking into
account that dim(A) = d it follows that it is a basis ofA.

(3) =⇒ (2) Obvious.

(2) =⇒ (3) Consider the following exact complex of vector spaces:

0 → kerφt → A0t
φt−→ A0(t+1) →

(
K[x0, . . . , xn]/(x0, f 0

1 , . . . , f 0
n )
)

t+1
→ 0,

where φt (m) = x0.m. As Res1,d1,...,dn(x0, f 0
1 , . . . , f 0

n ) �= 0, it turns out that(
K[x0, . . . , xn]/(x0, f 0

1 , . . . , f 0
n )
)
t+1 = 0 if t ≥ ρ. In addition, for t ≥ ρ, we have that

dim(A0t ) = dim(A0(t+1)). So,φt is an isomorphism if t ≥ max{δ, ρ}, and furthermore,
φt (Mt ) = Mt+1. Then,Mt0 is a basis ofA0t0 for somet0 ≥ max{δ, ρ} if andonly if Mt is
a basis ofA0t for everyt ≥ max{δ, ρ}. �

The following result, which follows immediately from the proof ofProposition 2.4,
gives us a lower bound of the maximal degree one may expect from a monomial basis
of A.

Corollary 2.6. If M is abasis ofA, thenδ(M) ≥ ρ.

Proof. Let t < ρ, and suppose thatM is a basis ofA with δ = t . Proceeding as in the
proof of (1) =⇒ (3) in Proposition 2.4, it follows thatMt is linearly independent inA0t .
But, from Remark 2.3, we have that dim(A0t ) < d if t < ρ, which isa contradiction. �

Example 2.7. Let f1, f2, f3 be generic polynomials of degree two inK[x1, x2, x3]. In this
case,d = 2.2.2 = 8. It is well-known that

M := {1, x1, x2, x3, x1x2, x1x3, x2x3, x1x2x3}
is a basis ofA (see for instanceMacaulay(1902)). Observe thatδ = 3 = ρ in this
case. On the other hand,Corollary 2.6 implies that there are no eight monomials linearly
independent in the set

{1, x1, x2, x3, x
2
1, x

2
2, x

2
3, x1x2, x1x3, x2x3}.

This can be explained as follows. Asf 0
1 , f 0

2 , f 0
3 is a regular sequence, they must be linearly

independent. So, the dimension of theK-vector space they generate is 3, and hence the
dimension ofA02 is 10− 3 = 7.
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3. Subresultants by means of Koszul complexes

In this section we recall the theory of multivariate subresultants for homogeneous
polynomials as formulated inChardin(1995); see alsoDemazure(1984).

First, we are going to introduce the crucial notion involved in the definition of
subresultants.

3.1. The determinant of an exact complex of vector spaces

Let K be a field and letC be an exact complex of finitely generatedK -vector spaces
Fi = K Bi , with basesBi , of theform

C : 0 → Fn
∂n→ Fn−1

∂n−1→ · · · ∂2→ F1
∂1→ F0 → 0.

Then, there exists a decomposition of theK -vector spacesFi which enables us to associate
with the complexC an element∆ ∈ K . This element∆ is called thedeterminantof the
complex (seeGel’fand et al., 1994, Appendix A). In order to obtain the decomposition, we
can proceed as inDemazure(1984), Chardin(1995) andGel’fand et al.(1994):

ASCENDING DECOMPOSITION

• Set I1 := B0 andV1 := K I1.
• Since∂1 is onto, there exists a non-zero maximal minor of the matrix of∂1. Choose

such a non-zero minor, and setI ′
1 for the subset ofB1 corresponding to the elements

indexing the columns of the chosen submatrix andI2 := B1 − I ′
1. Then, if V ′

1 := K I ′
1

andV2 := K I2, we haveF1 = V2 ⊕ V ′
1, and∂1|V ′

1
: V ′

1 → V1 is an isomorphism.
• For i ≥ 2, consider∂∗

i := πi−1 ◦ ∂i : Fi → Vi , whereπi−1 is the projection fromFi−1
to Vi . The map∂∗

i is onto, due to the exactness ofC and the chosen decomposition of
Fi−1. Then, we can choose a non-zero maximal minor of the matrix of∂∗

i and consider
the subsetI ′

i of Bi indexing the columns of the chosen submatrix andIi+1 := Bi − I ′
i .

SettingV ′
i := K I ′

i andVi+1 := K Ii+1 we obtain a decompositionFi = Vi+1 ⊕ V ′
i such

that the restriction∂∗
i |V ′

i
: V ′

i → Vi is an isomorphism.
• In the last step, we obtain a square matrix for∂∗

n , due to the fact that∑n
i=0(−1)i dim(Fi ) = 0.

For every 1≤ i ≤ n, let φi := ∂∗
i |V ′

i
: V ′

i → Vi . Thedeterminantof the complexC
(relative to the basesBi ) is defined to be

∆ :=
n−1∏
i=0

det(φi+1)
(−1)i .

We remark that ∆ is (up to a sign) independent of the choices made to perform the
decomposition.

A second procedure to obtain a decomposition of a complex which also enables us to
compute its determinant, is the following:

DESCENDING DECOMPOSITION

• Set In := Bn andVn := K In .
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• Since∂n is into, there exists a non-zero maximal minor of the matrix of∂n. Choose such
a minor and defineIn−1 ⊂ Bn−1 to be the subset of elements ofBn−1 indexing the
rows not involved in this minor andI ′

n := Bn−1 − In−1. Then we have adecomposition
Fn−1 = V ′

n ⊕ Vn−1, whereV ′
n := K I ′

n andVn−1 := K In−1.

• Note that, fori ≥ 1, the previous construction fori −1 implies that Im(∂n−i+1)∩Vn−i =
0, and therefore Ker(∂n−i ) ∩ Vn−i = 0, thatis, the restriction of∂n−i to Vn−i is into.
Then we can iterate the process and choose a maximal non-zero minor of the matrix of
∂n−i |Vn−i , anddefineI ′

n−i to be the subset ofBn−i−1 indexing the rows of the chosen
submatrix andIn−i−1 to be its complement inBn−i−1. We obtain a decomposition
Fn−i−1 := V ′

n−i ⊕ Vn−i−1, whereV ′
n−i := K I ′

n−i andVn−i−1 := K In−i−1.

• In the last step a square matrix is obtained, due to the exactness of the complex.

As before, for every 1≤ i ≤ n, we defineφi := ∂∗
i |Vi : Vi → V ′

i . It turns out that
(Gel’fand et al., 1994; Chardin, 1995) the determinant of C relative to the basesBi can
also be computed as

∆ :=
n−1∏
i=0

det(φi+1)
(−1)i .

3.2. Subresultants

Multivariate subresultants are defined as determinants of generically exact Koszul
complexes. Lets ≤ n + 1 and letP1, . . . , Ps be generic homogeneous polynomials in
n + 1 variablesx0, . . . , xn of respective degreesd1, . . . ,ds:

Pi (x0, . . . , xn) :=
∑

|α|=di

ci,αxα, i = 1, . . . , s,

where theci,α ’s are new variables.
In this case,K is the field of fractions ofA := Z[ci,α, |α| = di , i = 1, . . . , s]. Set

R := A[x0, x1, . . . , xn].
Let Mt be the set of all monomials of degreet in the variablesx0, . . . , xn, and letS

be a family ofHd1,...,ds(t) monomials inMt . With this data we can construct a complex
C = Cs

t which isobtained by modifying the degreet part of the Koszul complex associated
with P1, . . . , Ps as follows:

0 → (∧sRs)t
∂s→ (∧s−1Rs)t

∂s−1→ · · · ∂2→ (∧1Rs)t
ϕ→ A〈Mt \ S〉 → 0

equipped with the basesBk := ⋃
1≤i1<···<ik≤s

⋃
xα∈Mt−di1

−···−dik
Xαei1 ∧ · · · ∧ eik .

If this complex is generically exact (i.e.,C ⊗ K is exact as a complex of K -vector
spaces), then thesubresultant of S with respect to the polynomials P1, . . . , Ps, which
will be denoted with∆t

S, is defined to be thedeterminant of C ⊗ K with respect to the
monomial bases; otherwise we set∆t

S := 0. Aswe haveHi (Cs
t ) = 0 for i > 0 (Jouanolou,

1980; Chardin, 1995), it turns out that∆t
S is a polynomialin the coefficients of thePi ’s

which satisfies thefollowing property (Chardin, 1995, Theorem 2): Letk be any field, and
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P̃i ∈ k[x0, . . . , xn]di , i = 1, . . . , s. Then

∆t
S(P̃1, . . . , P̃s) �= 0 ⇐⇒ Jt + k〈S〉 = k[x0, . . . , xn]t ,

whereJt is the degreet part of the ideal generated by thẽPi ’s.

4. Monomial bases and subresultants

In this section, we will relate our problem with multivariate subresultants.
We sets = n, and letP1, . . . , Pn be the homogeneous polynomialsf 0

1 , . . . , f 0
n defined

above. The following may be regarded as the main result of this section.

Theorem 4.1. Let M ⊂ K[x1, . . . , xn] be a set ofd monomials, and set t:= δ(M). Let
∆t
Mt

be the subresultant ofMt with respect to f01 , . . . , f 0
n . Then, M is a basis ofA if and

only if

PM,d1,...,dn := Resd1,...,dn( f1d1, . . . , fndn)∆
t
Mt

�= 0. (4)

Proof. If M is a basis ofA, the family f1, . . . , fn has allits zeros inK
n
, and therefore,

Resd1,...,dn( f1d1, . . . , fndn ) �= 0. In addition, fromCorollary 2.6 and Proposition 2.4it
follows thatMt is a basis ofA0t , whichimplies that∆t

Mt
�= 0.

In order to prove the converse, we can applyProposition 2.4, as Resd1,...,dn( f1d1, . . . ,

fndn) �= 0.The condition∆t
Mt

�= 0 implies thatMt is a basis ofA0t , and then weconclude
thatM is a basis ofA. �
Example 4.2. For i = 1,2,3, let fi := ∑

|α|≤2 ci,αxα be generic polynomials of degree

two in K[x1, x2, x3], and letM be as inExample 2.7. The subresultant∆3
M3

can be
computed as the product of the determinants of the following two matrices:

c1,2,0,0 c1,0,2,0 c1,0,0,2
c2,2,0,0 c2,0,2,0 c2,0,0,2
c3,2,0,0 c3,0,2,0 c3,0,0,2




and 


c1,2,0,0 0 0 c1,1,1,0 c1,1,0,1 0 c1,0,0,2 0 c1,0,1,1

0 c1,0,2,0 0 c1,2,0,0 0 c1,0,1,1 0 c1,0,0,2 c1,1,1,0

0 0 c1,0,0,2 0 c1,2,0,0 c1,0,2,0 c1,1,0,1 c1,0,1,1 0

c2,2,0,0 0 0 c2,1,1,0 c2,1,0,1 0 c2,0,0,2 0 c2,0,1,1

0 c2,0,2,0 0 c2,2,0,0 0 c2,0,1,1 0 c2,0,0,2 c2,1,1,0

0 0 c2,0,0,2 0 c2,2,0,0 c2,0,2,0 c2,1,0,1 c2,0,1,1 0

c3,2,0,0 0 0 c3,1,1,0 c3,1,0,1 0 c3,0,0,2 0 c3,0,1,1

0 c3,0,2,0 0 c3,2,0,0 0 c3,0,1,1 0 c3,0,0,2 c3,1,1,0

0 0 c3,0,0,2 0 c3,2,0,0 c3,0,2,0 c3,1,0,1 c3,0,1,1 0




.

For a proof of this fact, seeTheorem 5.2below.
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5. Factorization of subresultants

For several setsM, the polynomialPM,d1,...,dn defined in (4) depends only on the
coefficients of f1d1, . . . , fndn and factorizes as a product of more than two terms. For
instance,Macaulay(1902) showed that one can decide whether

M0 := {xα1
1 · · · xαn

n ,0 ≤ αi ≤ di − 1} (5)

is a basis ofA by applying linear algebra on the coefficients of the highest terms of
f1, . . . , fn (see alsoBikker and Uteshev, 1999). The same has been done byBikker and
Uteshev(1999) with

M1 := {xα1
1 xα2

2 ,0 ≤ α1 < d1,0 ≤ α2 ≤ d1 + d2 − 2α1 − 2}, (6)

and with

{xα1
1 xα2

2 xα3
3 , 0 ≤ α1 < d1, 0 ≤ α2 < min(d1,d2,2(d1 − α1)− 1),

0 ≤ α3 < d1 + d2 + d3 − 2(α1 + α2 + 1)},
for n = 2 andn = 3 respectively. This is not always the case, as the following cautionary
example shows.

Example 5.1. Considern = 3. Setd1 = d2 = d3 = 2 andwrite fi := ∑
|α|≤2 ci,α xα for

i = 1,2,3. Take

M := {x3
1, x1, x2, x3, x1x2, x1x3, x2x3, x1x2x3}.

Then,∆3
M3

is the determinant of the following matrix:




c1,0,0,0 0 0 0 c2,0,0,0 0 0 0 c3,0,0,0 0 0 0

0 0 c1,0,2,0 0 0 0 c2,0,2,0 0 0 0 c3,0,2,0 0

0 0 0 c1,0,0,2 0 0 0 c2,0,0,2 0 0 0 c3,0,0,2

c1,2,0,0 c1,1,0,0 0 0 c2,2,0,0 c2,1,0,0 0 0 c3,2,0,0 c3,1,0,0 0 0

c1,0,2,0 0 c1,0,1,0 0 c2,0,2,0 0 c2,0,1,0 0 c3,0,2,0 0 c3,0,1,0 0

c1,0,0,2 0 0 c1,0,0,1 c2,0,0,2 0 0 c2,0,0,1 c3,0,0,2 0 0 c3,0,0,1

0 c1,1,1,0 c1,2,0,0 0 0 c2,1,1,0 c2,2,0,0 0 0 c3,1,1,0 c3,2,0,0 0

0 c1,1,0,1 0 c1,2,0,0 0 c2,1,0,1 0 c2,2,0,0 0 c3,1,0,1 0 c3,2,0,0

0 c1,0,2,0 c1,1,1,0 0 0 c2,0,2,0 c2,1,1,0 0 0 c3,0,2,0 c3,1,1,0 0

0 c1,0,0,2 0 c1,1,0,1 0 c2,0,0,2 0 c2,1,0,1 0 c3,0,0,2 0 c3,1,0,1

0 0 c1,0,0,2 c1,0,1,1 0 0 c2,0,0,2 c2,0,1,1 0 0 c3,0,0,2 c3,0,1,1

0 0 c1,0,1,1 c1,0,2,0 0 0 c2,0,1,1 c2,0,2,0 0 0 c3,0,1,1 c3,0,2,0




.

With the aid ofMaple we have computed this determinant, which is an irreducible
polynomial depending on all the variablesci,α .

Set

∞∑
τ=0

h(d1,...,dn)(τ )T
τ =

n∏
j =1
(1 − Tdj )

(1 − T)n
. (7)
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It turns out thathd1,...,dn is the Hilbert function of the idealgenerated by a regular sequence
of n homogeneous polynomials inn variables of degreesd1, . . . ,dn respectively.

The following is the main result of this section:

Theorem 5.2. Let PM,d1,...,dn be the polynomial defined in(4). Then, if PM,d1,...,dn is not
identically zero, the following conditions are equivalent:

• PM,d1,...,dn depends only on the coefficients of f1d1, . . . , fndn .

• For every t = 0,1, . . . , ρ, thecardinality ofM ∩ K[x1, . . . , xn]t equals h(d1,...,dn)(t).

If any of the above conditions hold, we have the following factorization:

∆δ
Mδ

=
ρ∏

t=min{di }
Dt
M∩K[x1,...,xn]t , (8)

where Dt
S denotes the subresultant in n variables of S with respect to f1d1, . . . , fndn .

Proof. If PM,d1,...,dn depends only on the coefficients off1d1, . . . , fndn , we can set to
zero all the coefficients off1, . . . , fn not appearing in these leading forms and work
with this family of homogeneous polynomials instead off1, . . . , fn. As PM,d1,...,dn is
not identically zero, we have that∆δ

Mδ
is not identically zero either and this implies

that M is a basis of the homogeneous quotient ringK[x1, . . . , xn]/( f1d1, . . . , fndn ).
As the family f1d1, . . . , fndn is a regular sequence inK[x1, . . . , xn], it turns out that
# (M ∩ K[x1, . . . , xn]t ) = h(d1,...,dn)(t) for anyt = 0, . . . , ρ, and we are done.

In order to prove the other implication, we will work with generic homogeneous
polynomials. For eachi = 1, . . . ,n andα ∈ Nn

0 with |α| ≤ di , introduce a variable
ci,α . Set

fi (x1, . . . , xn) :=
∑

|α|≤di

ci,α xα, i = 1, . . . ,n. (9)

We shall work in the field K := Q(ci,α). In this situation we have that
Resd1,...,dn( f1d1, . . . , fndn ) �= 0 (see forinstanceCox et al. (1998)) and, due to the
universal property of subresultants (Chardin, 1995), if PM,d1,...,dn �= 0 for a given family
of polynomials inanyfield, then it will not be zero for the generic family (9).

As before, set f 0
i for the homogenization of the polynomialfi in K[x0, . . . , xn].

Consider the followingK-linear map:

φρ : S1
ρ−d1

⊕ · · · ⊕ Sn
ρ−dn

→ Sρ

(p1, . . . , pn) �→
n∑

i=1
pi f 0

i ,
(10)

whereSρ := K[x0, x1, . . . , xn]ρ , and for eachi = 1, . . . ,n,

Si
ρ−di

:=
〈

xα0
0 · · · xαn

n ,

n∑
j =0

α j = ρ − di , α1 < d1, . . . , αi−1 < di−1

〉
.
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Let M be the matrix obtained from the matrix ofφρ in the monomial bases by deleting the
columns1 indexed by the elements inM and letM ′ be the matrix obtained in the same way
but using the set

S := {xα0
0 · · · xαn

n , |α| = ρ, αi < di , i = 1, . . . ,n} (11)

instead ofM. It is well-known that det(M ′) �= 0 (Macaulay, 1902; Chardin, 1995).
As the subresultant ofS with respect tof 0

1 , . . . , f 0
n is the determinant ofCS

t , it turns
out that det(M ′)may be regarded as a non-zero maximal minor in the last morphism of the
complex whose determinant is∆ρ

S.
Starting with this maximal minor and using the ascending decomposition of the Koszul

complex, it turns out that there exists an elementE ∈ K, which is actually a polynomial in
theci,α , such that det(M ′) = E ∆ρ

S. As det(M ′) �= 0, thenE �= 0.
This E is a product of complementary minors inCS

t . Starting now with these minors
from theleft and applying the descending decomposition of the Koszul complex, one can
see that, as inChardin(1995), det(M) = E ∆ρ

M
, as the complex whose determinant is∆ρ

M

is the same as the one whose determinant is∆ρ
S except in the last map.

Set M(t) := M ∩ K[x1, . . . , xn]t , t = 0,1, . . . , ρ, and suppose w.l.o.g. thatd1 ≤
di , i = 2, . . . ,n. As #M(t) = hd1,...,dn(t), proceeding as inMacaulay(1902), it follows
that—ordering appropriately its rows and columns—the matrixM has the following block
structure:


Mρ ∗ ∗ ∗
0 Mρ−1 ∗ ∗
0 0

. . . ∗
0 0 · · · Md1


 , (12)

whereMt is the square matrix obtained by deleting the columns indexed by the monomials
in M(t) in the matrix of theK-linear map:

φt : S1∗
t−d1

⊕ · · · ⊕ Sn∗
t−dn

→ S∗
t

(p1, . . . , pn) �→
n∑

i=1
pi fidi .

HereS∗
t := K[x1, . . . , xn]t , and for eachi = 1, . . . ,n,

Si∗
t−di

:=
〈

xα1
1 · · · xαn

n ,

n∑
k=1

αk = t − di , α1 < d1, . . . , αi−1 < di−1

〉
.

Then, we have that det(M) = ∏ρ
t=d1

det(Mt ), which shows that det(M) depends only
on the coefficients offidi , i = 1, . . . ,n. Furthermore, det(Mt ) = Et Dt

M∩K[x1,...,xn]t for

t = 0, . . . , ρ, and the extraneous factorE has also a block structure compatible with the
one given in (12), thatis, E = ∏ρ

t=d1
Et ; seeMacaulay(1902) andChardin(1994a). This

completes the proof of the theorem.�

1 As in Macaulay(1902), the rows ofM are indexed by the monomial basis of the domain.
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Corollary 5.3. If PM,d1,...,dn is not identically zero and depends only on the coefficients of
f1d1, . . . , fndn , thenδ(M) = ρ.

6. Simple roots and generalized Vandermonde determinants

In this section, we willstudy a result byMacaulay(1902) concerning the structure of
a generalized Vandermonde determinant associated with the monomial setM0 and, with
the aid of subresultants, we will extend itto arbitrary sets of monomials with cardinality
d. This will make apparent the relationship between the non-vanishing of the generalized
Vandermonde determinant associated with a set of monomialsM and the fact thatM is a
basis of the quotient algebraA in thecase of a polynomial system with simple roots.

We will work in the generic fieldK = Q(ci,α), and with the family (9). Let
V( f1, . . . , fn) = {ξ1, . . . , ξd} ⊂ K

n
, and setM0 = {m1, . . . ,md} (recall thatM0 was

defined in (5)). Let M0 be thed × d matrix whose rows (resp. columns) are indexed by
the elements ofV( f1, . . . , fn) (resp.M0), such thatthe element indexed by(ξi ,mj ) is the
evaluation of mj at ξi , that is,M0 := (

mj (ξi )
)
1≤i, j ≤n.

In (Macaulay, 1902, Section 10), it is proven that

det(M0)
2 = cJ

(
∆ρ

M0
ρ

)2

Res(d1,...,dn)( f1d1, . . . , fndn)
ρ+1

, (13)

whereJ := ∏d
i=1 J(ξi ) (hereJ := det

(
∂ fi /∂x j

)
1≤i, j ≤n is the Jacobian of the sequence

f1, . . . , fn), and c ∈ Q is a numerical constant depending only onn and the degrees
d1, . . . ,dn.

The constantc in (13) hasan explicit expression in terms ofd1, . . . ,dn:

Lemma 6.1.

c = (−1)En(d1,...,dn),

where

En(d1, . . . ,dn) :=
n∑

j =1

d1 · · · dj −1
(dj − 1)dj

2
dj +1 · · · dn.

Proof. First, observe that a systemf1, . . . , fn having the property thatfidi = xdi
i for

i = 1, . . . ,n, verifies Res(d1,...,dn)( f1d1, . . . , fndn) = 1 and (∆ρ

M0
ρ
)2 = 1, as both

polynomials depend only on the coefficients off1d1, . . . , fndn (seeTheorem 5.2above).
Therefore, the numerical factorc can be obtained from identity (13) by specializing the
coefficients offi in such a way thatfidi = xdi

i , i = 1 . . . ,n. If this is thecase, we get

c = det(M0)
2

J . (14)

The theorem will be proved by induction onn.
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First, we fix some notation. We denote bycn(d1, . . . ,dn) the numerical factor associated
with n and degreesd1, . . . ,dn. If f1, . . . , fn is a system of polynomials inn variables
of degreesd1, . . . ,dn, we denote byMn( f1, . . . , fn) the matrixM0 associated with the
system f1, . . . , fn and the setM0, and we setJn( f1, . . . , fn) := ∏d

i=1 J(ξi ).
For n = 1, setd1 = d for a positive integer and let f1 := xd

1 − 1. We have that
V( f1) = {ξ1, . . . , ξd} is the set ofdth roots of unity. The matrixM0 is the Vandermonde

matrix associatedwith the roots off1, and so, det(M0)
2 = disc( f1) = (−1)d−1+ d(d−1)

2 dd.
In addition,J = (−1)d−1dd. Then we conclude from identity (14) that

c1(d) = (−1)
d(d−1)

2 .

Assume now that the formula holds for systems ofn polynomials inn variables and
considern + 1 polynomials inn + 1 variables.

• For degreesd1, . . . ,dn,1: Set fi := xdi
i − 1 for i = 1, . . . ,n, and fn+1 := xn+1. We

have

V( f1, . . . , fn+1) = {(η1, . . . , ηn,0) : ηdi
i = 1, 1 ≤ i ≤ n},

and so, it is straightforward to check that

Mn+1( f1, . . . , fn, fn+1) = Mn(x
d1
1 − 1, . . . , xdn

n − 1),

Jn+1( f1, . . . , fn, fn+1) = Jn(x
d1
1 − 1, . . . , xdn

n − 1).

Identity (14) implies

cn+1(d1, . . . ,dn,1) = cn(d1, . . . ,dn),

and the formula holds.
• For degreesd1, . . . ,dn,dn+1+1: Set fi := xdi

i −1 for 1 ≤ i ≤ n, and fn+1 := xdn+1+1
n+1 −

xn+1. Then, V( f1, . . . , fn+1) = V1 ∪ V2, whereV1 = V(xd1
1 − 1, . . . , xdn

n − 1) × {0}
andV2 = V(xd1

1 − 1, . . . , xdn
n − 1) × {η ∈ K : ηdn+1 = 1}. Arranging the monomials

in M0 so that those whichdo not depend on the variablexn+1 come first and the roots
of the system so that those inV1 come first, it follows thatMn+1( f1, . . . , fn+1) has the
following block structure:(

Mn(x
d1
1 − 1, . . . , xdn

n − 1) 0

∗ M′
n+1(x

d1
1 − 1, . . . , xdn

n − 1, xdn+1
n+1 − 1)

)

whereM′
n+1(x

d1
1 − 1, . . . , xdn

n − 1, xdn+1
n+1 − 1) is a matrix differing fromMn+1(x

d1
1 −

1, . . . , xdn
n − 1, xdn+1

n+1 − 1) only in a factor by adn+1-th root of unity in each row.
Moreover, each root of unity appears in exactlyd1 · · · dn rows. Taking into account
that the product of all thedn+1th roots of unity equals(−1)dn+1−1, it follows that(

detMn+1( f1, . . . , fn+1)
)2

equals the product

(
detMn(x

d1
1 − 1, . . . , xdn

n − 1)
)2(detMn+1(x

d1
1 − 1, . . . , xdn

n − 1, xdn+1
n+1 − 1)

)2
.
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On the other hand, the Jacobian of the polynomial systemf1, . . . , fn, fn+1 is J =
d1xd1−1

1 · · · dnxdn−1
n ((dn+1+1)xdn+1

n+1 −1) and then, for everyξ ∈ V1, J(ξ) = (−1)J(xd1
1 −

1, . . . , xdn
n −1)(ξ) and, for everyξ ∈ V2, J(ξ) = ξn+1J(xd1

1 −1, . . . , xdn+1
n+1 −1)(ξ). Then,

it follows easily that∏
ξ∈V1

J(ξ) = (−1)d1···dnJn(x
d1
1 − 1, . . . , xdn

n − 1),

∏
ξ∈V2

J(ξ) = (−1)d1···dn(dn+1−1)Jn+1(x
d1
1 − 1, . . . , xdn

n − 1, xdn+1
n+1 − 1)

and so,Jn+1( f1, . . . , fn+1) equals

(−1)d1···dndn+1Jn(x
d1
1 − 1, . . . , xdn

n − 1)Jn+1(x
d1
1 − 1, . . . , xdn

n − 1, xdn+1
n+1 − 1).

From the expressions forMn+1 andJn+1, we deduce:

cn+1(d1, . . . ,dn,dn+1 + 1) = (−1)d1···dndn+1cn(d1, . . . ,dn)cn+1(d1, . . . ,dn,dn+1).

Thus, the inductive assumption implies thatcn+1(d1, . . . ,dn,dn+1 + 1) = ±1. More
precisely, the exponentEn+1(d1, . . . ,dn,dn+1 + 1) giving the sign equals

d1 · · · dndn+1 + En(d1, . . . ,dn)+ En+1(d1, . . . ,dn,dn+1)

=
n+1∑
j =1

d1 · · · dj −1
(dj − 1)dj

2
dj +1 · · · dndn+1. �

Let M be any set of monomials of cardinalityd, and letM := M(M) be the matrix
defined asM0 but with the columns indexed by the elements ofM. The main result of this
section is an expression similar to (13) for M:

Theorem 6.2.

det(M(M))2 = ±J
(∆δ
Mδ
)
2

Res(d1,...,dn)( f1d1, . . . , fndn)
2δ−ρ+1 .

The following result will be needed in the proof ofTheorem 6.2.

Lemma 6.3. For any t ≥ δ = δ(M),

∆t
Mt

= ∆δ
Mδ

Res(d1,...,dn)( f1d1, . . . , fndn)
t−δ.

Proof. It is enough to prove the result fort = δ + 1 and δ ≥ ρ (otherwise, both
subresultants are identically zero and the claim holds).

Consider the morphisms for computing∆δ
Mδ

and∆δ+1
Mδ+1

as in (10):

S1
δ−d1

⊕ · · · ⊕ Sn
δ−dn

φδ→ Sδ
↓ ↓

S1
δ+1−d1

⊕ · · · ⊕ Sn
δ+1−dn

φδ+1

→ Sδ+1,

(15)
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where the vertical maps are multiplication byx0. It is straightforward to check that the
diagram (15) commutes. Fori = δ, δ + 1, let Mi be the matrix ofφi where we have
deleted the columns indexed by thosem ∈ Mi . If we order the rows and columns ofMδ+1

in such a way that the monomials having degree zero inx0 come first, it is easy to see that
this matrix has the following structure:

(
Mδ+1 ∗

0 Mδ

)
,

whereMδ+1 has been defined in the proof ofTheorem 5.2.
As δ + 1 > ρ, there exists a polynomialE1 ∈ Q[ci,α] such that det(Mδ+1) =

Res(d1,...,dn)( f1d1, . . . , fndn)E1 (Macaulay, 1902). Besides, there are also elementsE2 and
E such that det(Mδ) = ∆δ

Mδ
E2 and det(Mδ+1) = ∆δ+1

Mδ+1
E . As in theproof ofTheorem 5.2,

we use the block structure of the extraneous factorE (Macaulay, 1902; Chardin, 1994a),
and it turns out thatE = E1E2. �

Proof of Theorem 6.2. Let δ = δ(M). If ∆δ
Mδ

= 0, it follows that the same holds for
det(M(M)).

If this is not the case, consider the following complex ofK-vector spaces:

0 → S1
δ−d1

⊕ · · · ⊕ Sn
δ−dn

φ→ Sδ
ψ→ K

d → 0, (16)

whereSδ := K[x0, x1, . . . , xn]δ and, as before,

Si
δ−di

:= 〈xα0
0 · · · xαn

n ,
n∑

j =0
α j = δ − di , α1 < d1, . . . , αi−1 < di−1〉K,

φ(p1, . . . , pn) :=
n∑

i=1
pi f 0

i ,

ψ(p(x)) := (p(1, ξ1), . . . , p(1, ξd)).

It is easy to see that the complex (16) is exact. If M′ is another set ofd elements such
that δ(M′) ≤ δ(M) and det(M(M′)) �= 0, we denote withD(M′

δ) (resp. D(Mδ)) the
determinant of the matrix ofφ in the monomial bases where we have deleted the columns
indexed by those monomials lying inM′

δ (resp.Mδ). Then, considering the determinant of
the complex (16), we have the following:

D(Mδ)

det(M(M))
= ± D(M′

δ)

det(M(M′))
.

As in the proof of Theorem 5.2, it turns out thatD(M′
δ) = E ∆δ

M
′
δ

andD(Mδ) = E ∆δ
Mδ

,

with the same extraneous factorE . Therefore

∆δ
Mδ

det(M(M))
= ±

∆δ
M

′
δ

det(M(M′))
.
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Taking asM′ the setM0, it follows that

(
∆δ
Mδ

det(M(M))

)2

=

 ∆δ

M
0
δ

det(M0)




2

=

∆ρ

M0
ρ
Res(d1,...,dn)( f1d1, . . . , fndn)

δ−ρ

det(M0)




2

,

where the last equality holds forLemma 6.3.
Now, the claim is an immediate consequence of identity (13) andLemma 6.1. �

7. An overview of the Bézout construction of the resultant

In this section we will compare several results obtained byBikker and Uteshev(1999)
with ours. This will allow us to clarify the Bézout construction of the resultant.

In Bikker and Uteshev(1999, Section 4), the matrixM0 defined at the beginning of
Section 6is introduced (it is denoted asV ) and the structureof det(M0)

2 is studied.
Following Macaulay(1902), it is stated that

det(M0)
2 = ΥJ ,

whereJ is as defined inSection 6of this paper. Furthermore, it is claimed thatΥ is a
rational function in the coefficients of the leading forms of the polynomialsf1, . . . , fn
whose numerator is a product ofρ polynomials in these coefficients.

In ournotation, identity (13) andLemma 6.1imply that

Υ = ±
(∆ρ

M0
ρ
)2

Res(d1,...,dn)( f1d1, . . . , fndn)
ρ+1 .

Moreover, the fact stated inBikker and Uteshev(1999) about the factorization of the
numerator ofΥ is Theorem 5.2of the present paper applied toM0 (see alsoMacaulay,
1902, Section 10). Finally, let us observe that the irreducible factors of the numerator and
the denominator ofΥ and of the polynomialPM0,d1,...,dn

defined inTheorem 4.1are the
same and, therefore, due to our main result we have thatΥ �= 0 if andonly if M0 is a basis
of A.

Also, the structure of det(M(M1))2 is studied inBikker and Uteshev(1999, Theorem
5.1) in the bivariate case (see the definition ofM1 in (6)). We point out a mistake in
formula(5.30) of Bikker and Uteshev(1999), which is incorrect if the degrees of the input
polynomials are different. This follows straightforwardly due to the fact that det(M(M1))2

has degree zero in the coefficients off1, . . . , fn, and if n = 2, thenJ has degree 2d1d2
in these coefficients and thekth classical subresultant has degreed1 + d2 − 2k, k =
1, . . . ,min(d1,d2). If d1 < d2, it turns out that thekth classical subresultant is the
multivariate subresultant ofM1

ρ−k+1 with respect tof1d1, f2d2 if 1 ≤ k ≤ d1 − 1 (Chardin,

1995). It remains to compute the multivariate subresultant ofM1
t for those degreest such

thatd1 ≤ t < d2. This iseasily seen to be equal toct+1−d1
1,(d1,0)

. Hence, we have the following
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Proposition 7.1.

Υ = c
(R1 . . .Rd1−1)

2c(d2−d1)(d2−d1+1)
1,(d1,0)

Res(d1,d2)( f1d1, f2d2)
ρ+1

,

whereRi is the classical i-subresultant andc is the constant ofLemma6.1.

Concerning the reducibility problem (that is, given a family of polynomialsf1, . . . , fn
with respective degreesd1, . . . ,dn and a set of monomialsM with cardinality d =
d1 . . .dn, decide whether every polynomial is a linear combination ofM when reduced
modulo the ideal( f1, . . . , fn)), in Section 5 of Bikker and Uteshev(1999), a reduction
algorithm with respect toM0 andM1 is presented by solving a succession of linear systems
whose coefficients depend rationally on the leading forms of the input polynomials. One
can easily check that the matricesof these linear systems can be regarded as subresultant
matrices. Indeed, inBikker and Uteshev(1999, Theorem 5.1), reduction moduloM1 is
completely characterized in terms of the classical subresultants ifn = 2.

In Bikker and Uteshev(1999, Theorem 5.2) it is claimed that, for three polynomials
of equal degreed, it is sufficient for reducibility that 2d − 1 determinants are non-
zero. However, as a result ofTheorem 5.2, we getthat 2d − 2 conditions suffice. This
can be verified following the approach byBikker and Uteshev(1999) in detail: it turns
out that the linear systems they consider havedeterminants which are rational functions
involving subresultants, and that the condition arising in the last system in their algorithm
is redundant. Also, inBikker and Uteshev(1999, Theorem 5.3) it is shown that the first
d conditions of the 2d − 1 needed in their reduction algorithm can be rewritten in terms
of the nested minors of the Macaulay matrix of the initial forms of the polynomials. This
follows straightforwardly in our framework, due to the structure of the Macaulay matrix
given in (12) and the fact that, ford ≤ t ≤ 2d − 1, det(Mt ) = Dt

M∩K[x1,...,xn]t , i.e., there
are no extraneous factors (Macaulay, 1902).

Similar remarks can be made about the general approach they present inBikker and
Uteshev(1999, Section 5.3.).

Finally, we will answer negatively the Rank Conjecture posted inBikker and Uteshev
(1999, Section 4). Let f1, . . . , fn be polynomials such thatM0 is a basis ofA. Let
g ∈ K[x1, . . . , xn], and let us denote withB the matrix of the following linear map in
the basisM0:

A → A
p(x) �→ p(x) g(x).

(17)

It is a well-known fact (seeCox et al., 1998; Bikker and Uteshev, 1999) that, if V(g) ∩
V( f1, . . . , fn) = ∅, then the determinant ofB equals the dense resultant of the family
f1, . . . , fn, g up to a constant. Suppose now thatV(g) ∩ V( f1, . . . , fn) = {p1, . . . , ps},
and for eachi = 1, . . . , s, we denote withl i the minimum between the multiplicity ofpi

as a zero ofV( f1, . . . , fn) and the multiplicity ofpi as a zero ofg. The Rank Conjecture
asserts that the rank ofB should be equal tod −∑s

i=1 l i .
This conjecture is not true in general. For instance, we can takef1, . . . , fn

homogeneous polynomials of respective degreesd1, . . . ,dn such that the specialization
of PM0,d1,...,dn

in the coefficients of this family is not identically zero. This implies that
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the only zero of the affine varietyV( f1, . . . , fn) is the zero vector with multiplicityd.
Moreover,M0 is a basis ofA, which is a graded ring of finite dimension withAt = 0
for t > ρ. Let g be any homogeneous polynomial of degreed. According to the Rank
Conjecture, the kernel ofB should have dimension equal to min{d,d}, which is true if
d = 0 ord > d, butnot in general. A straightforward computation shows thatAt ⊂ ker(B)
if t > ρ − d, so

dim(ker(B)) ≥
ρ∑

j =ρ−d+1

h(d1,...,dn)( j ),

and this number may be greater thand. For instance, ifd = 2, di > 3, we have that

h(d1,...,dn)(ρ − 1)+ h(d1,...,dn)(ρ) = n + 1,

which is greater than 2 unlessn = 1.
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