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ABSTRACT 

The classical algorithms of Schur and Levinson are efficient procedures to solve 
sets of Hermitian Toeplitz linear equations or to invert the corresponding coefficient 
matrices. They propagate pairs of variables that may describe incident and scattered 
waves in an associated cascade-of-layered-media model, and thus they can be viewed 
as scattering-domain algorithms. It was recently found that a certain transformation 
of these variables followed by a change from twoterm to three-term recursions results 
in reduction in computational complexity in the abovementioned algorithms roughly 
by a factor of two. The ratio of such pairs of transformed variables can be interpreted 
in the above layered-media model as an impedance or admittance; hence the name 
immittunce-dotnuin variables. This paper provides extensions for previous immittance 
Schur and Levinson algorithms from Hermitian to non-Hermitian matrices. It consid- 
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ers both Toeplitz and 9uasi-Toeplitz matrices (matrices with certain “hidden” 
Toeplitz structure) and compares two- and three-term recursion algorithms in the two 
domains. The comparison reveals that for non-Hen&km matrices the algorithms are 
equally efficient in both domains. This observation adds new comprehension to the 
source and value of algorithms in the immittance domain. The immittance algorithms, 
like the scattering algorithms, exploit the (quasi-)Toeplitz structure to produce fast 
algorithms. However, unlike the scattering algorithms, they can respond also to 
symmetry of the underlying matrix when such extra structure is present, and yield 
algorithms with improved efficiency. 

SUMMARY OF NOTATION 

Vectors are denoted by bold lowercase letters and are always associated 
with polynomials by the following convention: 

a,=[a,,,a,,, ,..., U,,,lt, u,(Z)=[l,z,...,z”]a,= ? am,izi> 

i=O 

where t denotes transposition. ,!,(a,) is a lower triangular Toeplitz matrix 
with first column a,, 

Matrices are denoted by bold uppercase; e.g., R, is a matrix of size 
(m + 1) X (m + l), and is the leading submatrix of R, = [r, j], m Q n. T, is a 
Toeplitz matrix T, = [ ri _ j]. A circumflex * distinguishes Variables special to 
the Toeplitz matrix; e.g., if a,, is the last column of R, ‘, then 9, is the last 
column of T;‘. 

The lower shift and exchange matrices are, respectively, 

and are square matrices of size determined by the context. Downshifted 
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vectors and reversed matrices, vectors, and polynomials are, respectively, 

.lanl = Za,, R,= JRmJ, Pm= Ja,, Z*(z) = [l, 2 )...) Zm]z& 

Complex conjugation is denoted by *; e.g., R *,, a*,, and a*,( z ) mean 
complex conjugation of the entries of the matrix, the vector, and the 
coefficients (only) of the polynomial, respectively. 

Subscripts within parentheses are used to label matrices, vectors, or 
polynomials when the index is not indicative of their (fixed at n) dimension. 
For example, ucm), ucrn)( z), m = 0, 1, . . . , n, are all of length n + 1 and degree 
n, respectively. 

1. INTRODUCTION 

The classical algorithms of Schur and Levinson are efficient procedures to 
solve and factorize a Hermitian Toeplitz matrix and its inverse [25, 27, 19, 
171. They involve twoterm polynomial or vector recursive updates in the 
so-called scattering variables, namely variables that may describe incident 
and scattered waves in an associated cascade-of-layered-media model [22, 24, 
201. However, it is also possible to treat these algorithms in some transformed 
variables. In particular it was recently shown [7, 81 that a certain transforma- 
tion of variables to a so-called immittance-variable form, followed by a 
change from twoterm to three-term recursions, results in reduction in com- 
putational complexity in the abovementioned algorithms. The ratio of the 
pair of transformed variables can be viewed as the impedance or admittance 
of the associated layered-media model; hence the label immittunce domain 
given to all the new algorithms (the term immittance, for impedance/admit- 
tance, is due to Bode [lo]). 

The redundancy in computation in the classical algorithms associated 
with a Toeplitz matrix was first observed in several forms of a new test for 
the zero location of polynomials with respect to the unit circle [l-3] and in a 
modified Levinson algorithm for Toeplitz matrices [ll, 71 that it inspired. 
The Schur-Cohn algorithm for zero location of polynomials (also familiar in 
tabular form as the Jury-Marden test [18]), the conditions for the stability of 
the linear prediction filter [26], the classical Levinson algorithm to solve sets 
of Toeplitz equations [25, 29, 301, testing whether a power series in z is 
bounded [27, 191, and finding the inertia of a Toeplitz matrix [23] are only a 
partial list of apparently diverse problems in mathematics and system theory 
that are intimately related and can be resolved via similar twoterm recursions 
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of asymmetric (no particular structure) polynomials. In contrast, the new 
zero-location and Levinson algorithms in [l, 2, 3, 7, 111 have introduced a 
new formulation that, in polynomial notation, involves a certain three-term 
recursion of symmetric (or antisymmetric) polynomials. It was surprising to 
discover that the new algorithms were able to solve these classical problems 
in, roughly, half the amount of computation. Thus, the new formulation 
detected some inherent redundancy in the above classical algorithms by 
revealing that the symmetric (or antisymmetric) parts of the polynomials 
involved in the problem contain essentially the information needed to solve it. 
Indeed, Delsarte and Genin called their algorithms in [ll, 121 the “split 
Levinson” and “split Schur” algorithms. The adjective “split” arises from the 
ability to work with the odd and even (or symmetric and skew-symmetric) 
parts of the polynomials involved in the usual Levinson algorithm. Bistritz, 
Lev-Ari, and Kailath [7] analyzed the new Levinson algorithm in a framework 
that studied the possible effect of a general transformation of variables and a 
change from twoterm to three-term recursions on the efficiency of the 
algorithm. This detailed study proved that the new immitiunce approach 
applies not only to Toeplitz but also to certain symmetric quasi-Toeplitz 
matrices, where the polynomials in the improved Levinson algorithm are not 
symmetric or skew-symmetric and cannot be viewed as an even-odd split of 
the polynomials in the usual Levinson algorithm. They also found that there 
are three computationally efficient versions of the Levinson algorithm for real 
Toeplitz and quasi-Toeplitz matrices, which differ in the form of the recur- 
sion: the balanced, the manic, and the comonic forms. The zero-location and 
Toeplitz-Levinson algorithms in the balanced recursion format were extended 
also to the complex case and found to retain the same relative efficiency over 
the classical algorithms in terms of the number of real-arithmetic operations 
[14, 4, 211. A continuation of the study in [7] with a similarly systematic 
study of complex Hermitian quasi-Toeplitz matrices was made in [8]. It 
showed that in the complex case there exist five three-term different recur- 
sions that have better efficiency than the scattering recursions, but that only 
one, the balanced recursion, achieves the same improved efficiency that was 
found before for algorithms associated with real Toeplitz and quasi-Toeplitz 
matrices. 

The efficiency of immittance algorithms for real or complex Hermitian 
quasi-Toeplitz matrices in [7, 81 cannot be explained by symmetry of polyno- 
mials, because in the non-Toeplitz case the polynomials in the Levinson 
algorithm have no particular structure in the immittance domain either. In 
fact, the better performance of immittance algorithms is also apparent in 
algorithms related to the Levinson algorithm, such as the Schur and the 
autocorrelation algorithms [ 12, 91, where even in the Toeplitz case the 
variables involved are as structureless in the immittance domain as they are 
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in the scattering domain. This kind of evidence indicates that the advantage 
of the immittance algorithms over the scattering algorithms must stem from 
something more fundamental than splitting the classical algorithms into their 
symmetric components, even if the possibility of working with just the 
symmetric part of polynomials in some of the algorithms associated with 
Toeplitz matrices suffices to explain the improved efficiency. 

This paper deals with immittancedomain algorithms for Toeplitz and 
quasi-Toeplitz (QT) real or complex matrices that are not Hermitian, and 
compares them with the corresponding scattering algorithm studied recently 
in another paper in this journal [6]. The most general form of a non-Hermi- 
tian QT matrix can be written as 

where L(a,) denotes the lower triangular Toeplitz matrix with first column 
an. The matrix R n is defined by four generating vectors 

This class includes and generalizes the class of non-Hermitian Toeplitz 
matrices T,, which can be obtained by making the special choice uok = vok 
and C,, = I& to yield 

Tn = [Ci-jI > Ck = qlk, C_k = do,. 0.3) 

An important subclass of so-called admissible QT matrices is obtained when 
the four generating vectors are related by the constraints 

yoJ.2) = 1+ (yOV(O)( 2 ) 7 (1.4a) 

f&0,( z ) = 1+ Poqo,( 2 ) ) (1.4b) 

where we have associated the generating vectors with polynomials by the 
standard convention (see Summary of Notation). Obviously, the Toeplitz 
matrix is a special case of an admissible QT matrix that corresponds to the 
choice (Ye = &, = 1. 
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The fast algorithms for non-Hermitian QT matrices are associated with 
two discrete transmission lines [6] that reduce to the familiar single “ parcor” 
lattice (e.g. [26]) in the Hermitian case. One transmission line can be thought 
of as taking care of the “left” and the other of the “right” triangular factors 
of R, or its inverse. Suppose we want to solve the following two sets of 
normd equations: 

bf,R, = [0 ,..., 0, D,], Rnan = [O,...,O, D,,]’ (1.5) 

for an admissible QT matrix R, = (a,,,, = b,, = 1). This can be done by the 
following (“scattering”) Levinson algorithm for admissible QT matrices [6]. 
The algorithm consists of a pair of two-term recursions 

(1.6a) 

where 

K,(z) := 

(1.6b) 

The initial values are 

while the reflection coefficients are computed from the inner products 

0, = (l- E,kn)D,-1~ Do=l. (1.6e) 

The algorithm may be described by the pair of transmission lines in Figure 1. 
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Left lattice 

853 

FIG. 1. Scattering-domain transmission lines for the non-Herrnitian Levinson 
algorithm. 

In the Hermitian case .$,,, = k,, &, = a:. Consequently, the two recursions 
.and the two lines become the (Hermitian) replicas of each other, and the 
algorithm reduces to the admissible QT Levinson [22, 241 (or Toeplitz 
Levinson for (in = 1) with the familiar single (“parcor” [26]) transmission 
line. 

The solution of the two sets of normal equations (1.5) for a Toeplitz 
matrix T, also provides the generating v:ctors for a Gohberg-Semen& 
formula for the inversion of T,. Let 1 n and b, be the solutions to (1.5) for a 
Toeplitz matrix, i.e. let R, = T,. Then Gohberg and Semencul showed [16] 
that T,' can be written as 

(1.7) 

where 1 denotes downshifted vectors (see Summary of Notation). The 
solution of the normal equations (1.5) for a general QT matrix is possible by 
an extended QT algorithm proposed in [6]. It is based on the fact that a QT 
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matrix R n is always related to some welldefined “hidden” Toeplitz matrix 
T, by the relation 

R, = @o:,)TJf(ho:,)~ “h,:,:=clCO,-CCO,, ho:n:=uCOj-v(o), (1.8) 

which we shall refer to as congruence, as it extends a similar congruency 
relation between Hermitian QT and Toeplitz matrices, studied in [13, 22, 241. 
The extended QT algorithm in [6] comprises two stages. First, a Schur 
algorithm for the non-Hermitian QT matrix (to be reviewed in the next 
section) creates the set of reflection coefficients {E,, k,}, m = l,... , n, 
which characterize all QT matrices that are related by congruence to a 
common Toeplitz matrix. Next, a recursive convolution algorithm uses to 
advantage the interpretation of multiplications of the form L(h,,,)a, as 
convolution between two vectors, ho: n * a, to produce the solution vectors to 
(1.5) and its submatrices. These congruence relations led us in [6] also to the 
following GS-type inversion formula for an arbitrary QT matrix: 

ii,,l=${L(e,)L’(e,)-L(ld,,)Lt(Id,)), 
n 

in which the generating vectors are given by 

e, = L-‘(h,,.)i,, d, = L-‘(h,,J%,, 

5, = L-‘(Lo: $I, ii, = L?(h,,JP,. 

(1.9a) 

(1.9b) 

In the above g n is the reversed matrix (see Summary of Notation) and P, 
and b, are the solutions of the normal equations (1.5) for the “hidden” 
Toeplitz matrix T, of (1.8). The extended QT algorithm produces recursively 
the generating vectors for (1.9) and solutions to (1.5) to all submatrices R m, 
m=l >*.., n. Admissible QT matrices admit a more direct GS formula whose 
generating vectors are produced by the Levinson algorithm (1.6) [5]. 

This paper carries out a systematic study of algorithms for the solution of 
the normal equations obtained by transformation of the scattering algorithms 
to immittance variables and by passing from two-term to three-term recur- 
sions. We obtain, for example, that the above (1.6) Levinson algorithm for 
admissible QT matrices transforms into a pair of three-term recursions for 
linear combinations of the scattering Levinson variables. For efficient algo- 
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rithms, the immittance variables in the pair of three-term recursions have to 
be linear combinations of the scattering variables of the forms 

where I/,,, and v,,, are some scalars (complex numbers) common, in the 
manner shown, to the two combinations and obey some welldefined addi- 
tional constraints. For example, the Levinson algorithm (1.6) has as one of its 
possible immittance versions the following form: 

(l.lla) 

tkLn,l(4 = (3,~ + &iJg,(~) -%-lb) (l.llb) 

with 

7(fm):= [L~~~,...J&]fm, ?(g,) := [l,ii,, ,..., C&]g,. (l.lle) 

The algorithm is initiated by the values 

zf_,(z) = i(l- z)(l- a,), fob) = to+ %L 6, = 1, (lllf) 

zg-lb> = f(l- z)(l -&A !A4 =iO+Po)t 5” = 1. (l.llg) 

The above algorithm features a pair of so-called balanced recursions. Our 
study reveals that there are five different pairs of efficient recursions. We 
found similarly five efficient recursions also for the Hermitian case [8]. 
However, unlike the case there, where one of the recursions (the balanced 
recursion) was more efficient than the other four, in the non-Hermitian case 
all the five are of equal efficiency. If required, at the end of n recursion steps 
the scattering variables a,(z), b,(z) that form the solutions to the normal 
sets (1.5) as well as the two complementary variables U,(Z) and p,(z) can be 
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recovered at a negligible (order n) extra cost in computation. For example, 
we show that the solutions for (1.5) are given by 

bh) = g 

(1.12a) 

(1.12b) 

where 

%m 
b - 1M4 = ---&qg”+l(z) - b +1>d4. (1.13b) 

The non-Hermitian immittance algorithms are associated with two trans- 
mission lines as illustrated in Figure 2 for the above balanced recursions. The 
other four versions have similar transmission lines that differ only in the 
location of the multipliers. Similar pairs of lattices are associated also with the 
immittance versions of the Schur and the extended QT algorithms, which are 
also studied in this paper. 

We examine in detail the computational complexity of the best possible 
immittance Schur, Levinson, and extended QT algorithms for non-Hermitian 
quasi-Toeplitz matrices. In all cases there are five versions of equally efficient 
algorithms. The comparison of the count of arithmetic is summarized in 
Table 1. The table may be compared with Table 2, reproduced from [8], 
which similarly summarizes algorithms for Hermitian matrices. It is observed 
that in the non-Hermitian case, in contrast with the Hermitian case, the 
algorithms are roughly of the same efficiency in both domains. As we have 
already discussed, this observation has significance of its own in relating the 
“mysterious” factor two (roughly) of computational saving found in all the 
previously reported immittance algorithms to the symmetry in the underlin- 
ing matrices, as all previous reports considered Hermitian problems. 

The outline of the paper is as follows. The next section (Section 2) reviews 
the scattering-domain Schur algorithm to complement the Levinson algorithm 
already shown above. Then it describes the general technique of moving from 
two-term to three-term recursions and demonstrates it by converting the 
above Levinson algorithm for admissible QT matrices to a three-term recur- 
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FIG. 2. Immittance-domain transmission lines for the non-Hermitian Levinson 
algorithm (balanced form). 

sion version. The immittance transformation is introduced in Section 3, which 
carefully studies the set of all possible pairs of recursions of highest efficiency 
and shows five essentially different pairs of recursions of equal efficiency. 
The relations that exist between the coefficients of the five recursions are also 
exposed. In the subsequent Section 4 we first develop the rest of the formulae 
required to complete each of the five pairs of recursions into a Schur and a 
Levinson algorithm. Then, we show how the extended QT factorization 
algorithm can also be transformed into immittance algorithms. Finally, we 
address the problem of recovering conveniently the immittance variables that 
were suppressed during the conversion to three-term recursions and the 
reconstruction of the original scattering variables as necessary. The counts of 
arithmetic operations in the different algorithms is summarized conveniently 
in a table, Table 1, whose comparison with the corresponding Table 2 for 
Hermitian matrices exhibits, on one hand, the immittance compatability with 
the scattering-domain algorithms in the general non-Hermitian case, and on 



I 

C 

Y. BISTRITZ. H. LEV-ARI, AND T. KAILATH 



TOEPLITZ AND QUASI-TOEPLITZ MATRICES 859 

the other hand links its relative advantage on all previous reports, which 
always dealt with Hermitian matrices, to its further ability to use to advan- 
tage the additional structure that exist in Hermitian matrices by virtue of 
their symmetry. 

2. NON-HERMITIAN SCATTERING ALGORITHMS 

2.1. The Schur and Leoinson Algorithms 
The Schur algorithm for a non-Hermitian QT matrix [6] is given by the 

recursions m=O,...,n: 

fi(&) 

[ I q%&) = Kn(4 

(2.la,b) 

with transmission matrices K,(z) and km(z) identical to those already 
introduced in (1.6b), and where the coefficients &,, and k, are computed by 

E,= GvmTL_nl, > k,= 
%I-l,?lI 

u 
(2.2c,d) 

m-l,m-1 

The algorithm is initiated by the polynomials defined by the generating 
vectors (1.2) of R,. All vectors are of length n + 1 with increasing number of 
leading zeros, viz., 

I,,,= [o ,..., &ii,,, ,..., fi,J, a,,,=o,, (2.3a) 

u(m)= [6,...,6,u,,, ,... ,%J? %m=Dmr (2.3b) 

:(*,= [6 >..., 6>0,~~,m+i >... ,qJt, (2.3~) 

v(m)= [6, . . . . O,o,%,+l>... &,“lf. (2.3d) 

A transmission-line realization of this Schur algorithm is depicted by the 
pair of lattices in Figure 3. The algorithm presents the situation in which the 
four vectors (1.2) are applied as inputs to the two lattices in the way 
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Left lattice 

Right lattice 

FIG. 3. Scattering-domain transmission lines for the non-Hermitian Schnr algo- 
rithm. 

illustrated by Figure 3. The Schur algorithm produces the LDU factorization 
of R, [6], viz. R, = finDi ‘VA, where the columns of fin and U, are given by 
the Schur variables tiCrnj and uCmj. More significant to our current interest is 
that the Schur algorithm provides the most direct way to obtain the set of 
reflection coefficients { k,, (, }. If z blocks are interpreted as unit time 
delays, the “reflection coefficient” 5, (or k,) is the ratio of the upper-line to 
the lower-line input signals to section m at “time” m; that is, the Schur 
algorithm offers an “on-line” construction of the two transmission lines. The 
importance of the Schur algorithm as a means to “construct” the pair of 
transmission lines that is common to all fast algorithms for QT matrices with 
a common “ hidden” Toeplitz matrix (1.8) is illuminated by the extended QT 
algorithm [6], which can produce all the inversion and factorization algo- 
rithms, including the cases where the Levinson algorithms are not applicable. 
We shall see that the immittance Schur algorithms provide similarly a means 
to construct the pair of immittance lattices which again admit, via the 
immittance version of the extended QT algorithm, the solution of the 
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fundamental equations (1.5) and the generation of the GS inversion formula 
(1.9), even when the matrix is not Toeplitz or admissible QT. 

We have already described the scattering Ievinson algorithm in the 
introduction section [see (l.S)]; therefore it need not be repeated here. It 
applies for QT matrices that satisfy the admissibility constraints (1.4). These 
cases have an important significance in modeling the propagation of waves in 
layered media by extending the model to allow partial surface reflectance. It 
also presents the “fairest” generalization of the Levinson algorithm that 
leaves its simple form essentially unaffected. The solution of the normal set of 
equations (1.5) for a general QT matrix is possible by the extended QT 
algorithm, which is composed of the Schur algorithm followed by a recursive 
convolution algorithm. We shall give a description of this algorithm in a later 
section (Section 4.3), side by side with its immittance version. 

2.2. Three-Term Recursions 
It is always possible to replace a two-term recursion in two variables 

(polynomials or vectors) by a three-term recursion that involves only one of 
the variables in the pair [7, 81. Suppose {f,(z), g,(z)} is a sequence of 
polynomials satisfying the twoterm recursion 

Following the general technique for converting twoterm recursions into 
three-term recursions, eliminating, say, G,(Z) (see [9]), we obtain 

(2.5a) 

where A,,(z) = det M,(z). The second variable that is eliminated can, when 
desirable, be retrieved from last two primary variables by an auxiliary 
equation 

(2.5b) 
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A useful demonstration of the above technique would be its application to 
the Levinson algorithm for non-Hermitian admissible QT matrices (1.6). The 
demonstration will be constructive in two ways. First, since the algorithm 
(1.6) is considered to be new in [6], the following will also present an 
algorithm not presented before. Second, in our line of exposition, it serves to 
demonstrate that the technique of this section that was found to reduce the 
arithmetic counts in the Hermitian immittance algorithms in [7, 81 does not 
in itself necessarily achieve such an effect, not even in the Hermitian case for 
the scattering variables. 

We choose to replace the two two-term Levinson recursions (1.6a, b) by 
two three-term recursions in the variables a,(z) and b,(z), which are the 
only variables actually needed as solutions for (1.5) or in the LDU decomposi- 
tion of R; ’ [6]. The resulting Levinson algorithm, as a simple exercise of the 
technique depicted by (2.4,5) would verify, is as follows: 

%(4 - %(l- &,km)zu,_l(~), (2.6a) 
m 

(I- Lk,Jzb,-l(z), (2.W 

D, = (1 - E,Jm)R-1, D,=l. @.fw 

The algorithm is initiated by 

a&) = b_,(z) = 0, u&z) = b,(z) = 1, k,=l, 
a0 

2”=$. 
0 

A similar threeterm version for the Schur algorithm, taking U(,)(Z) and 
C,,,(z) as the primary variables is also possible. 

The above also illustrates the usefulness of the technique, in certain cases, 
for singling out the truly primary variables while eliminating variables that 
are redundant, In these cases, the variables v,(z). Cm(z) and (Y,(Z), &(z) 
are not required, for example, in LDU factorization of R, or its inverse, 
respectively. It may also be observed, though, that the three-term versions 
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offer no computational advantage over their two-term counterpart, since in 
both cases four polynomial multiplications are required per recursion step. 
Identical counts characterize also the Hermitian case, where, as mentioned in 
the introduction (see [6] for details) 5 = kz and the second recursion and 
inner product can be dropped in both (1.6) and (2.6) here. Finally, we 
mention that for Hermitian matrices the relation of the polynomials in the 
Levinson algorithm for Toeplitz matrices to polynomials orthogonal on the 
unit circle is well known, and three-term recursions for polynomials orthogo- 
nal on the circle do appear already in some early classical works [15, 281. 

3. IMMITTANCE TRANSFORMATIONS 

Suppose we transform each of the two twoterm recursions into new 
variables according to 

or 

It has been shown in [8, 71 that a most general transformation that yields a 
uniform transmission line structure and computationally efficient recursions 
has to be of the form 

A transformation of this type has the effect of replacing a pair of polynomials 
{ a,(z), a,( x )}, whose ratio is a bounded function, by a pair of polynomials 
whose ratio is a positive real function. Indeed, let 
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Then it can be seen that if S,(z) is analytic in Iz) > 1, and jS,( z)l < 1 there, 
and ITJJ< 1, then Z,(x) is analytic and ReZ,(z) > (1 - jq,l)/(l+ Iq,,J) z 0 
in Ix/> 1. In network theory, bounded functions like S,(z) and positive real 
functions like Z,(z) describe, respectively, ratios of forward to scattered 
waves and the impedance or admittance ratios of pairs of wave variables. For 
this reason we called these transformed variables immittance variables. Thus, 
depending on the physical wave propagation phenomenon that is being 
modeled, the immittance variables may present, for example, voltage and 
current, seismological or acoustical pressure and velocity, etc. 

Setting the new variables into the two two-term recursions, we obtain two 
tw*term recursions in the new variables: 

(3.3a, b) 

with matrices M,(z) := T,K,( z)T;’ I and g,(z) := Fm#?‘,< z)ri;l 1. 
The two tweterm recursions (3.2a,b) can be transformed into a pair of 

three-term recursions 

(l- Lt,bLl~~) , (3.44 
1 

This follows from the procedure (24.5) incorporating in each recursion an 
implied condition shown in [8] (since each of the two tweterm recursions 
here has structure already considered in [a]) that has to be satisfied for the 
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polynomials in the three-term recursions to have polynomial (rather than 
rational function) coefficients. The implied conditions are 

where c and E are arbitrary complex numbers not dependent on m. As a first 
step toward reducing the number of different coefficients in the pair of 
recursions (3.4), it is observed that c = E is desirable. Setting them both equal 
to 1 makes the current non-Hermitian extension consistent with the Hermi- 
tian case [8] and also maintains the “scattering’‘-to-“immittance” interpreta- 
tion of the variable transformation. The choice c = CT = 1 implies the simple 
relations iTm = $J,, J, = u, and reduces the number of different recursion 
coefficients in (3.4) from six to three. We therefore set the following 
fimdanwntal constraints: 

hl- ArAl)~m-1 
(t/J, - um~,)um_l = l, 4n = JImy 

‘Ihe fundamental constraints imply the relations 

where we denote, as in (3.2), 

~,=u,. (3.5) 

(Q = I), (3.6a,b) 

(3.6c,d) 

These relations demonstrate that the fundamental constraints leave little 
further freedom in choosing the scaling factors J/,, urn and $,, Cm of the 
immittance transformation. In fact it is possible to impose exactly one more 
constraint, which we shall choose so as to reduce the number of different 
nontrivial coefficients in the pair of recursions from three to two. 

In the sequel we shall mostly be concerned with immittance algorithms 
based on three-term recursions, which were found to be more efficient in our 
previous studies [7, 81. Nevertheless we want to comment beforehand that 
(3.2) give rise also to twoterm immittance recursions that can also be made 
efficient. Indeed, the fundamental constraints of (3.5) also simplify the 
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matrices M,(z) and a,(z) 
notation as in (2.4b)] become 

where 
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of (3.3). Thus, the entries of M,(z) [with 

Ym(4 = 
J/WI - “t&n 

2\1/ _ (K,Z - k,), 
m 1 

(K,Z + i,), 

+?n + “n&I urn + rCl,L 
Knl:= 

#,,, - u,,,&,, ’ km := u,,, - Jl,k, * 

(3.7a) 

(3.7c) 

(3.7d) 

(3.7e) 

The corresponding entries Z;,(z), &(z), ym,( z), &( 2) of n;i,( 2) go through a 
similar simplification and are obtained by exchanging J/, t) u,,,, k, ++ &,, in 
the right-hand sides of (3.7a,d). Let us also note that the best choice for low 
arithmetic-operation counts in the recursions is the constraint that makes the 
upper row entries in the two transmission matrices manic. This can be the 
basis of the Levinson or Schur algorithms, the Hermitian versions of which 
were discussed in [7,8]. Such algorithms become useful when for some reason 
one wants the complete sequence of immittance pairs of variables. 

We next examine all the possible ways to set the additional constraints. It 
turns out that there are five different choices, which result in five possible 
pairs of recursions. These choices have the effect of reducing the number of 
coefficients in the pair of recursions from three or two. 

(1) Balanced pair. These recursions result from imposing the constraint 

M+1- “,“,lE,,l)“, 
(JI+&&p_l (l-knL)=l (3.8) 
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to obtain the two recursions 

867 

(3.9a) 

(3.9b) 

with 

s, = “m-1 4Jm-1 
%(I - LL) ’ lrn= ~,(l-k,&J~ 

(3.10a,b) 

The constraint (3.8) clearly originates from an attempt to simplify in (3.4a) 
the multiplier of zf,_ i(z). It is then seen via the fundamental constraint (3.5) 
that 

which in turn has an identical simplifying effect also on (3.4b), yielding a 
(3.9a) lookalike recursion with & and [,,, rather than S, and l,,,. Finally, it 
follows from (3.5) that a,,,‘= l, and S,,, = 6,, which completes the proof for 
the validity of (3.9a,b). In the Hermitian case these recursions reduce to what 
has been called the balanced recursion in [7, 81, the name “balanced’ 
pertaining to the fact that the two recursions look alike and are similar in 
ascending and in descending indices. 

(2) Left-manic pair. The constraint here originates from requiring the 
recursion for f,(z) to give manic polynomials (if appropriately initiated by 
manic polynomials). 

It results in the pair 

The constraint is 

Ic/%I - 17&J = I. 

of recursions 

(3.11) 

(3.12a) 

(3.12b) 
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c-1 v,” 
Pm=-- $b: vM ’ 

A,= (3.13a,b) 
m-1 

Indeed, (3.11) is equivalent to 

#if+, - v,M+A+1 
l//E - v:,& = l, 

which leaves z&(z) free and admits manic polynomials. This constraint, in 
combination with the fundamental constraint (3.4), implies 

from which (3.12) and (3.13) follow. It also becomes apparent now that either 
the first or the second recursion, but not both simultaneously, can be made 
manic. 

(3) Right-manic pair. Imposing on (3.4) the constraint 

G%L - kz) = 1, 

one obtains 

where 

(3.14) 

(3.15a) 

(3.15b) 

(3.16a,b) 
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(4) Leftdual pair. A dual pair to the right-manic pair of recursions 
follows from choosing the constraint to be 

$1~k,S,.)=l. 
m-1 

(3.17) 

The resulting recursions are 

%l+lf,+lb) = b + Pm)fm(Z) - dl-l(h 

k+lgm+l(4 = ( P*Z + l)g&) - Zg,-,b> 

(3.18a) 

(3.18b) 

with 

(5) Right-dual pair. The constraint this time is taken to be 

7 \I - K&J = 1, 
Ir/!L 

(3.20) 

(3.19a,b) 

and the resulting recursions are 

with 

hz+1f,+1(4 = bLz + wn(4 - %1(4 

4%+&,+1(4 = ( z + r;,)g,(4 - %A(4 

(3.21a) 

(3.21b) 

3.1. Interrelations among Coefficients 
As might be expected, there exist close connections among the coeffi- 

cients in the five pairs of recursions [because the different constraints on 4, 
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and v,,, act only by weighting and scaling linear combinations of scattering 
variables; cf. (3.1)]. Suppose we pick the left-manic recursion coefficients 
(3.13) as reference parameters and check their relations to the coefficients in 
the remaining pairs of recursions. We first observe that the coefficients in the 
left-manic recursions are also given by 

9m 
pnl=- 

VnL-1’ 

A,=(11,11-E,-1)(17m-1+km). (3.23) 

Examination of the left-dual recursions reveals that their coefficients are 
identical with the left-manic coefficients (hence the name dual), viz., 

The balanced recursion coefficients, in turn, are related to the ~1, and h, by 

(3.25) 

Switching from “left” to “right” recursions, we similarly find that 

l)m-1 
&=p,=- 

9m ’ &+1 =~m=(~1,_1--k,_1)(77,‘l+~m). (3.26) 

Finally, the connections between left and right recursion coefficients are 

(3.27) 

We note that with the above, we have also established the connections 
between the various immittance coefficients and the scattering coefficients 
{k,, E,}. They f o ll ow through (3.23) or (3.26) and the recursive definition 
(3.6b) for the sequence {q,} starting with Q, = 1 [the initiation that corre- 
sponds to our choices in (4.3,5) below]. 

We choose not to incorporate the relations shown above in the various 
pairs of recursions, but retain for each the original individual notation. This 
will add to the clarity of the completion of these recursions into Schur and 
Levinson algorithms that we shall carry out in the sequel. As we shall see, the 
derivation of the inner products in the various Levinson algorithms employs 
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the relations between the recursion coefficients and their corresponding 
constraints, to which identical parameters in different recursions relate differ- 
ently. 

4. IMMITTANCE SCHUR AND LEVINSON ALGORITHMS 

In this section we bring the details of five Schur and Levinson algorithms 
into correspondence with the five forms of efficient recursion pairs that were 
evaluated in the previous section. The Schur recursions propagate 

[see (3.1)], and the Levinson algorithms propagate corresponding linear 
combinations of the scattering Levinson polynomials, that is, 

It is possible to arrange initial conditions that are common to all the five 
versions of the algorithms by making some careful choices of available 
indeterminate scalars such as I$,,, #_i, uO, u-i, k,, and &,. Such a possible 
set of initial conditions for all subsequent algorithms is as follows. Take 

&=I, &=l, x,=1, J&=1, pa=/Jo=I, &)=P,=I. (4.3) 

Initiate the Schur algorithms with 
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Initiate the Levinson algorithms with 

zf-,(z) = f(1 - z)(l - cyo), (4.5a) 

zg-lb> = 31 - 40 -PO), &lb)=~o+Po). (4.5b) 

The above initial conditions are chosen so as to be consistent with [7, 81 and 
to become “nice” for the Toeplitz (Q = &, = 1) case. 

4.1. Zmmittance Schur Algorithm 
We list in the sequel the five possible forms of the Schur recursions. All 

subsequent formulae for the computation of the recursion coefficients emerge 
easily from the observation that the first m coefficients of x(,)(z) and 
2(,,(z) vanish, i.e., 

q,,(z) = [o ,..., x”,,, ,..., &“][l,Z >..., znlt, 
(4.6) 

X(,,(Z) = [o ,..., Cc,,, ,..., x_J[L z >..., dy. 

This fact follows from (2.4) and (4.1). 

(1) Balanced algorithm. The balanced Schur algorithm consists of the 
recursions 

[cf. (X9)] with coefficients determined by 

We describe the Schur algorithm by the transmission line in Figure 4. Similar 
descriptions are possible also for the four subsequent algorithms. The trans- 
mission lines will have the same form, differing only in the position of the 
multipliers at each section. As mentioned for the scattering Schur algorithms 
with the transmission lines of Figure 2 (and as discussed in more detail in 
[6]), interpretation of the z blocks as delays permits a flow-graph interpreta- 
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Left lattice 

x0 Xl x2 X,-l XII 

z z z . . . z 

2x 

s, 40 61 = (1 62 32 &l-1- r - 

I 6 . . . x 

2x-l ZXO zx1 zx,_2 Z&-l 

Right lattice 

FIG. 4. Immittance-domain transmission lines for the non-Hermitian Schur algo- 
rithm (balanced form). 

tion of the algorithm in which 5, (6,) is formed by the ratio of the signals at 
the two inputs to section m of the left (right) lattice at “time” m. 

(2) Left-manic algorithm. The left-manic Schur algorithm is given by 
the recursions (3.12): 

(4.9a) 

with coefficients determined by the formulae 

XM 
A,= m,m ) 

P 

CL,:4 

pm=x, *:‘“-‘. (4.10a,b) 
*,m 
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(3) Right-manic algorithm. This Schur algorithm is given by the recur- 
sions (3.15): 

(4.11a) 

and the coefficient formulae 

r;, = _fiszf- ) 
ii 

P,=L 

Xm-l,m-1 
(4.12a, b) 

x m-l,m-1 
,# . 

m,m 

(4) Leftdual algorithm. The dual-form algorithms, as we shah see re- 
peatedly, always require the following ordering of computation: first compute 
the recursions’ right-hand sides, then the coefficients, then the new (m + 1)th 
variables. Here, in the leftdual Schur algorithm, the procedure is 

q,f,,+l)w := (2 +&)x”p,,(~) - $L,(~)~ q,+l)(z) = %:11;pm+l,(~>~ 

(4.13a) 

w(,+l)(z) := (Pm~ + wf,,w - mf,-l)W qnil)(Z) =421w,,+,,(~) 

(4.13b) 

with formulae for the coefficients 

-D 
Xm-l,m-1 

Pm = -D ’ 
8 m+1= 24?+1,,+19 (4.14a,b) 

x m.m 

where w,,, + 1 i are the coefficients of w(,,,+~) (z ) by the regular association of 
polynomials ‘with their coefficients vectors, that is, w,,,+~ = P?nXm,m+l + 

x m,* --x m-l,m’ 
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(5) Rightduul algorithm. In this Schur algorithm, we again start with 
the computation of the right-hand sides of the recursions (3.21) 

tQ+,(z) := (&p+l)?~,(z) - z$_l,(z), qi+l)<~) =e21qi+l)w> 
(4.15a) 

where the coefficients are computed by 

6 

hn = 
X,-1.W1 

p ’ &+1= 2~~+1,m+l. (4.16a,b) 
m,m 

4.2. Immittance kinson Algorithm 
In order to complete the five pairs of three-term recursions into immit- 

tancedomain Levinson algorithms, we have to provide inner-product formu- 
lae for the computation of the recursion coefficients. We introduce the 
following compact notation: 

for inner products of some vector pm := [p,n, . . . , pm,]’ with vectors of the 
first column and row of R,. Each algorithm involves two inner products of 
this form per step, usually r(f,) and i(g,). The actual way these inner 
products yield the coefficients for the recursions varies from one version to 
the other. It depends on the expressions obtained in Section 3 for the 
coefficients and on the following key identities: 

we formally define r(fO) = ien and +(g,,) = f&,. The identities (4.18) are 
obrained by inserting (4.2) into the identities 
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which were obtained in [6]. We note that since (4.18) follows from (4.2) and 
(4.19), it holds for all the five recursion forms. 

(1) Balanced algorithm. The Levinson algorithm in its balanced form 
consists of the recursions (3.9) with the formulae for the coefficients, found 
by considering (4.18) and (3.10), 

* = +z-l) ~(di-1) 
m +-> ’ !L= f(gz) ’ mal. (4.20a, b) 

(2) Lejkwnic algurithm. The left-manic Levinson algorithm consists of 
the recursion (3.12) with coefficients given by [cf. (4.19) and (3.13)] 

m>l. (4.21a, b) 

(3) Right-manic algorithm. The right-manic version of the Levinson 
algorithm consists of the recursions (3.15) and the following formulae that 
follow from (4.18) and (3.16): 

(4) Leftdual algorithm. As always the case with the dual recursions, in 
this Levinson algorithm the right-hand sides of (3.18a,b) need to be com- 
puted before the second coefficients can be found. The algorithm is: 

h-n+1(4= e1 ---hf+1(4~ 
m+l 

h,t+,W = (w + l)g,Db) - zg,D-1(4 g,+1(4 = & hZz+,C4 
?7+1 

Here we have to proceed somehow differently, because it follows from (4.18) 
and (3.15) that now 

m 2 1. (4.23a, b) 
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The necessary order of computation is: first p,,,, then hi+ r( z) and h&+ I( z), 

then %, + 1, then f, + r(z) and g,, r(z). We note that by (4.18) and (3.17) 

QL) u m-1 

r(fmD> = r&(1- k&J = I, 

namely, r( f,") are the same for all m, and thus equal to r( foD) := (u,/2. This 
is the reason for the slight deviation from the order of computation that 
might be expected. 

(5) Rightdual algorithm. This Levinson algorithm too proceeds differ- 
ently than the first three versions and is similar to the previous case with the 
role of the first and second recursion interchanged. The algorithm is given by 

h;+,b) = (A~ + l)ft(d - zf:-d4 f?+:W = J1 -hf+1(4 
m+l 

h,t+,b) = (2 + h,,k%) - zgi-h)~ d?+,(z) =; h?t+1(4 
m+l 

with 

iL = 
4 f?- 1) 

T(fi) ' 
e:, = ;i(h’), m>l. (4.24a,b) 

0 

This time the modifications are required by the fact that now (4.18) with 
(3.22) imply F(g,) = ‘?(go) = &/2 for all m. 

4.3. Zmmittance Extended QT Algorithm 
A so-called extended QT algorithm in the scattering variables was sug- 

gested in [6] for the inversion of a general non-Hermitian QT algorithm. It is 
based on the observation that one can use the Schur algorithm to first find 
the reflection coefficients {k,, 6,) for any QT matrix R,. Then, since these 
coefficients are common to all R, that are congruent to the same “hidden” 
Toeplitz matrix T, by the relation (1.8), it is possible to solve (1.5) by proper 
interpretation of the similarity relations (1.8) as convolution between the 
solutions of (1.5) in the Toeplitz case and the “congruency” vectors ho: n and 
ho: n. Similar considerations also led us to obtain the GS-type inversion 
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formula (1.9) and show that its generating vectors (1.9b) are recursively 
produced by the following so-called recursive convolution algorithm: 

- i 

$n-,,W 
= Km(z) ec,_lj( 2) 

where the initial conditions are the polynomials associated with the vectors 
Ia: n and Fob: n defined by the “filter inversion” operation, 

Wo:,) = Jwho:tIL L(F():,) = qi,:,), (4.25~) 

and by OUT regular association of vectors with polynomials, 

r@Jz) = [l,G..,Z”lr@“, f-ob:n(z) = [I, z ,..., .zn]i;aCn. (4.25d) 

In further accordance with the Summary of Notation, we note that the four 
variables are polynomials of degrees n for all m, say, 

d(,)(Z)= i d,,iZi, e{,,(z) = f: em,iziy (4.26a) 
i=O i=O 

e;,,(z) = f Em,J, 

i=O 

(4.26b) 

and the coefficients for the formula (1.9) have to be extracted as follows: 

Em= [1,&i ,...I &J, Ed,= [o,J+, ,..., J__J. (4.m 
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The scattering-domain recursions (4.25) have the same formal structure 
with which we dealt before in transforming the Schur and the Levinson 
algorithms. We therefore can proceed in a familiar manner to transform the 
recursions to immittance variables. Let us define the immittance variables 

Then, choosing T;,,,)(Z) and rem, as our primary variables, we can immediately 
write down five different pairs of three-term recursions. For example, the 
balanced pair is 

$+1)(4 = (Lo + L)$!,(4 - $L)b). (4.29b) 

We recall that the convolution algorithm always follows a Schur algorithm 
that has prepared the recursion coefficients for it. Thus a possible immittance 
extended QT algorithm would comprise for example the balanced Schur 
algorithm (4.7,8) followed by (4.29) above initiated with 

which would be the initial conditions for all four other immittance recursive 
algorithms. Since, the extended QT algorithm has two separate stages, it is 
simpler but not necessary for the Schur and recursive convolution to be of the 
same recursion type, because the relations between the coefficients in the 
various recursions can be applied. The choice to illustrate the immittance 
extended QT algorithm as a balanced Schur algorithm followed by the 
balanced recursive convolutions is not incidental. While all recursions exhibit 
the same efficiency in the non-Hermitian case, the balanced recursion is the 
form that becomes more efficient than the others in the Hermitian case. For 
a case where the second in the pair of three-term balanced recursions can be 
dropped and then the two coefficients become related by 5, = 82, see [8]. It 
was shown in [6] that the extended QT algorithm can produce the generating 
vectors for (1.9) or solve (1.5) for a general QT matrix in O(7n2) for 
non-Hermitian and 0(3.5n2) for a Hermitian matrix. The immittance algo 
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rithm in the balanced form will require O(7n’) for non-Hermitian but only 
O(2n2) for a Hermitian matrix approached by Hermitian balanced Schur and 
recursive convolution algorithms.’ 

4.4. Recovery of Scattering Variables 
The immittance Levinson algorithms have replaced the pairs 

{a,(~)9~,(~)] and {b,(z),&(x)) by the pairs {f,(~)~+,(~)) and 
(g,(~)~~m(~)~. S b q u se uently, in the process of passing from two-term to 
three-term recursions, the second variable in each transformed pair has been 
eliminated. In this subsection we deal with the problems of recovering the 
eliminated variables and the reconstruction of the scattering variables when 
necessary. Such need may arise for example when the final goal is the 
solution of the normal sets of equations or the inversion formula of the GS 
type (see [5, 61 for details on generalized GS inversion formulae). 

The routes to recovering the eliminated immittance variables and to 
reconstructing the scattering variables are, in principle, already clear. A 
variable eliminated in passing to three-term recursion can be recovered by 
using an auxiliary equation like (2.5b), for which the entries of M,(z) of 
(2.4b) are always given by expressions like (3.7) [a valid simplification due to 
the fundamental constraints (3.5)], where relations of the scalars in the 
expressions (3.7) to the already available recursion coefficients provide addi- 
tional simplification. Similarly, to reconstruct the scattering variables one has, 
in principle, just to invert (3.1). 

In the sequel we show some simplified ways, with setting common to all 
five recursions, to recover the secondary immittance variables and the 
scattering variables, when desirable. We use here the Levinson polynomial 
notation. However, unless specifically restricted to Levinson algorithms, the 
approach applies also to recovery of the Schur variables (or the convolution 
algorithm variables of Section 4.3). 

Consider replacing two-term recursions for the pair {f,(z), +,(.z)} by 
three-term recursions of { f,(z)}. Then, the general procedure 
implies 

Since the immittance transformations are in all cases assumed to satisfy the 
fundamental constraints, the twcderm recursions for the pair { f,(z), 4+,,(z)} 

(2.5) also 

(4.31) 

‘We use O(an’) to mean a count of an2 + (negligible order-n remainder). 
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are governed by the transition matrix M,(z) of (3.3) with entries a,(z) and 
p,(z) as in (3.7). We obtain 

(4.32a) 

and similarly 

(2 - l)Y,(4 = 2J”gn+l(4 - (2 +a&)’ (4.32b) 

where we define the constants d *, d”, by 

(4.33a, b) 

d, and d”, can be related to the recursion coefficients of each specific 
recursion form through comparison of (4.33a, b) with relations between those 
coefficients and #,,, vnl, k,, c,,,. This way of recovering the auxiliary variable 
is not restricted to the Levinson algorithms, but may be used also for the 
Schur algorithms or the recursive convolution algorithms. A more convenient 
way to find d n and J,, that has a common form for all Levinson algorithms 
arises from setting z = 1 in (4.32), viz., 

f,(l) 
dn = L-clO) ’ 

d” = g,(l) 
n cL+10)~ 

(4.34a, b) 

In cases where one wishes to have more than just one (the last) scalar in the 
sequences { d m} and { d:, }, it may be simpler to compute them iteratively by 
setting z = 1 in the relevant recursion. For example, for the balanced 
recursion, it follows from (3.9a) that the d ,‘s are related by d; ’ = 
(6, + 5,) - d,_l, and so on. 

After the pair of immittance variables have become available, the scatter- 
ing variables can be recovered using the inverses of the relations (3.1). This 
may require in general the evaluation of the scalars #,, and v,, or in fact just 
qn, using the appropriate relations with the relevant recursion coefficient. 

For the reconstruction of the scattering-domain Levinson-algorithm poly- 
nomials, a simpler approach can be obtained as follows. By the definition 
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(3.1) and the fundamental constraints (3.5), we have 

We also observe from the scattering Levinson algorithm that the first and last 
entries of its vectors exhibit the pattern 

a = 
m,m 1, a,,= -k,,,q,, C-X,,= -E,, lymo=ao, (4.36a) 

b = 
m,m 1, b,,,,o= - k,,P,, P,,,,, = -k,,, P,,, = PO. (4.3613) 

They induce on the end entries of the immittance Levinson vectors the 
following pattern: 

f,, = 1c/, - %E?n Y f,,, = - VQm~okm + “nP0, (4.37a) 

G mm = 4, + q&,9 %,o = - 1Cl7nffokn - CPO~ (4.37b) 

g =U mm m - #,k,,,, g,,, = - s,PoE, + GJo, (4.37c) 

Y ,,=v,++,k,7 Y,,o = - %PoE* - #,Po. (437d) 

The above relations can be used to verify the following procedure for the 
reconstruction of the scattering Levinson variables. 

bn(4 = g,(m):yn(m) M4+Y”(4L 

&A4 = g 
n 

(o):y 
” 

(o) kh) - LWL 

(4.38a) 

(4.38b) 

(4.38~) 

(4.38d) 

where p,(m) is taken to denote p,,, the coefficient of z”, in a polynomial 
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p,(z) in the variable Z. It is noted that, since we only used the fundamental 
constraints in the derivation, the above procedure applies for all versions of 
the Levinson algorithms. 

We emphasize that the recovery and reconstruction of polynomials dis- 
cussed in this subsection are usually assumed to be carried out only once after 
n steps of recursions of the immittance algorithm. Therefore, such steps 
contribute a negligible order-n count to the total order-n2 number of arith- 
metic operations of the fast algorithms considered. 

4.5. Toeplitz Matrices 
Toeplitz matrices have some distinctive features in the class of QT 

matrices. They are simpler than all other (nontrivial) matrices in the class, 
and therefore one might expect algorithms of lower complexity. We showed 
in [6] that for Toeplitz matrices the variables in the Levinson algorithm (1.6) 
satisfy the following relations: 

Therefore, it is sufficient to use one twoterm recursion 

(4.39) 

&(z) = 1, 

(4.40) 

where (1.6c,d) still apply, that is, there are still two inner products per 
recursion. This is a slightly misleading “anomalous” situation of a single 
twoterm recursion in the realm of non-Hermitian QT matrices, which are 
always characterized by pairs of recursions, transmission lines, etc. But it is 
not too surprising once it is properly put in perspective, as we discussed in 
[6]. It has the effect of reducing the computation count to O(2n2), compared 
to 0(3n3) had the redundancy (4.39) not been utilized (see Table 2). 

Now, we want to show that the immittance Levinson algorithm has a 
comparable simplification for Toeplitz matrices (which justifies the lower 
count we put in the Toeplitz entry in Table 1). Indeed, it is not difficult to 
prove that the relations (4.39) admit the dropping of one of the recursions in 
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the balanced pair. Thus, choosing to keen, say, the first recursion results in 
the following Levinson algorithm: 

_ _. 

A+C,(z) =(&a +MXM - &?A& 

and the two coefficients can still be computed as follows: 

r,,l= [LU”, >...1 Ug,mlf”m, Fm= [Lu’,, >...> c,,,lFm 

s,=‘“-‘, 

ml 
s,,+ 

m 

The recovery process for a^,(.~) and h,(z) will be 

n 

(~-l)&(Z) = *i.,,(z) - (2 +I)f’(z), 
n+l 

Lb) + iiI(4 

4t(z)= j+)+&Jco) ’ 

;n(z) = J%) - &(4 

f’,(O) - ii(o) . 

(4.41a) 

(4.41b) 

(4.41c) 

(4.42a) 

(4.4213) 

(4.42~) 

4.6. Computation Counts 
The number of arithmetic operations for all immittance algorithms is 

summarized in Table 1. It includes the counts for the non-Hermitian algo- 
rithms developed in this paper side by side with the counts of computation 
for Hermitian matrices, based on [8] and assuming the balanced recursions 
there. The counts for the extended QT algorithm, not mentioned in [8], are 
found, as always by adding up the counts for the Schur algorithm, the 
convolution algorithm, and the “filter inversion” step (4.25c), needed twice 
for non-Hermitian and once for Hermitian matrices. We have included the 
extended QT algorithm counts even for the cases where the Levinson 
algorithm is applicable, although there is no reason to use it in those cases. 
We also reproduce Table 2 from [6] with the counts for the scattering 
algorithms. The counts in Table 1 refer to multiplications only. The number 
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of additions in the immittance algorithms is always the same as for the 
corresponding scattering algorithm. The counts are of real and complex 
multiplications and additions for real and complex recursions, respectively. 
For complex cases, the equivalences (1 complex multiplication) = (4 real 
multiplications) + (2 real additions) and (1 complex addition) = (2 real addi- 
tions) are assumed. 

5. CONCLUDING REMARKS 

This paper has presented a complete set of efficient Schur and Levinson 
algorithms associated with non-Hermitian Toeplitz and quasi-Toeplitz matri- 
ces, covering all the combinations of two and three-term recursions in the 
scattering and the immittance variables. It completes our previous systematic 
studies on the effect of moving between the two type of recursions and 
variables, and it contains several new algorithms for the non-Hermitian 
matrix case. Earlier we found that the choices of transformation of the 
scattering variables to some new variables that are favorable from the point of 
view of efficiency also represent essentially the only choices of alternative 
variables that have no less physical significance than the original variables in 
typical problems modeled by the fundamental sets of equations and the 
transmission lines depicted in the figures. If the sets of equations with QT 
matrix coefficients model wave propagation in layered media, the scattering 
pairs of variables correspond to forward- and backward-moving waves (and 
may be preferred when it is more intuitive to think of “particles” moving to 
the “right” and to the “left”), whereas the immittance variables describe the 
same phenomena in terms of wave variabIe pairs (voltage and current, 
electric and magnetic fields, etc.-a description that may be used when a 
description in terms of the volume velocity and pressure of the “particles” is 
found more appealing). 

Previous studies of immittance algorithms always treated the Hermitian 
case and repeatedly showed that transformation from scattering to immit- 
tance variables followed by moving from two to three-term recursions 
reduces (roughly by half) the amount of computation. In some of the 
problems studied before, such as stability testing and the Levinson algorithm 
for Hermitian Toeplitz matrices, the saving can be explained by the fact that 
in these cases the immittance algorithms propagate symmetric (or antisym- 
metric) polynomials formed by splitting the original polynomials into their 
symmetric and antisymmetric components. However, we were not satisfied 
with this explanation, because it does not point to the source of the surprising 
new gain in the economy of computation. Furthermore, this factor two of 



886 Y. BISTRITZ, H. LEV-ARI, AND T. KAILATH 

computational saving has been observed also in cases like the extension of the 
Levinson algorithms to quasi-Toeplitz matrices where the immittance vari- 
ables no longer possess any internal symmetry (the transformation of the 
Schur or prediction error to immittance variables does not have any particu- 
lar structure even in the strictly Toeplitz case); nevertheless, the immittance 
algorithms are more efficient (again roughly by a factor of two in the number 
of multiplications). 

This paper has associated the “mysterious” factor two of improved 
efficiency with the Hermitian structure of the underlying matrice. The 
constructive proof applied the technique of [7, 81 to show that the best 
achievable choices of recursions by a transformation to new variables and/or 
by moving from two- to three-term recursions of the non-Hermitian versions 
of corresponding scattering algorithms (as suggested recently in [6]) can only 
match, but not exceed, their scattering counterparts. The improved efficiency 
of the immittance algorithms stems from their ability to exploit the symmetry 
of the underlying matrix when there is such symmetry. The computation 
counts in Tables 1 and 2 show the exact relation between the amount of 
structure in the given matrix and the computation required for its inversion 
or factorization. The anticipated trend of lower achievable counts for more 
structure is clearly noticed in the computation of R; ’ and to less extent in 
the factorization of R, itself (the Schur algorithms do not distinguish 
between Toeplitz, admissible QT, and QT matrices). The fact that all 
algorithms are of order n2 (rather than the order-n3 counts expected for the 
inversion of general matrices with n2 arbitrary entries) can be attributed to 
the QT structure and the fact that R, is determined by order-n parameters 
(the entries of the generating vectors). The leading coefficients of n2 in more 
precise counts are seen to vary in accordance with the “refined structure” 
(more computation is required when the minimal number of parameters that 
determine the matrix is higher). 

The contribution of the immittancedomain algorithm is twofold. First, as 
mentioned above, it has offered new variables of physical significance for 
modeling various signal propagation phenomena. Second, it has revealed and 
removed redundancy in the computation of classical algorithms like the Schur 
and the Levinson algorithms and the Schur-Cohn stability test. The immit- 
tance version of each algorithm requires, in the general non-Hermitian matrix 
case, as much computation as its scattering counterpart. However, unlike 
the scattering algorithms, the immittance algorithms can respond also to 
the structure imposed by the symmetry of the matrix and produce in the 
Hermitian cases algorithms of improved efficiency. The immittance approach 
is expected to be effective also in improving other recursive signal-processing 
algorithms that are associated with symmetric matrices but do not use this 
symmetry to advantage. 
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