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Purpose: Effective communication between patients and health services providers is a key aspect for opti-
mizing and maintaining these services. This work describes a system for the automatic evaluation of
users’ perception of the quality of SmsCup, a reminder system for outpatient visits based on short
message service (SMS). The final purpose is the creation of a closed-loop control system for the outpatient
service, where patients’ complaints and comments represent a feedback that can be used for a better
implementation of the service itself.
Methods: SmsCup was adopted since about eight years by an Italian healthcare organization, with very
good results in reducing the no-show (missing visits) phenomenon. During these years, a number of
citizens, even if not required, sent a message back, with comments about the service. The automatic
interpretation of the content of those SMS may be useful for monitoring and improving service perfor-
mances.Yet, due to the complex nature of SMS language, their interpretation represents an ongoing
challenge. The proposed system uses conditional random fields as the information extraction method
for classifying messages into several semantic categories. The categories refer to appreciation of the
service or complaints of various types. Then, the system analyzes the extracted content and provides
feedback to the service providers, making them learning and acting on this basis.
Results: At each step, the content of the messages reveals the actual state of the service as well as the
efficacy of corrective actions previously undertaken. Our evaluations showed that: (i) the SMS classifica-
tion system has achieved good overall performance with an average F1-measure and an overall accuracy
of about 92%; (ii) the notification of the patients’ feedbacks to service providers showed a positive impact
on service functioning.
Conclusions: Our study proposed an interactive patient-centered system for continuous monitoring of the
service quality. It has demonstrated the feasibility of a tool for the analysis and notification of the
patients’ feedback on their service experiences, which would support a more regular access to the service.

� 2014 Elsevier Inc. All rights reserved.
1. Introduction

Among e-health applications [1,2], those based on short mes-
sage service (SMS) are emerging as effective methods for health
promotion. As a matter of fact, SMS messages are widely available
and accessible, allowing for reaching individuals of all socio-
economic status. Moreover, they are asynchronous, that is they
can be accessed at a time that suits an individual.

Mobile phone applications in healthcare setting cover several
clinical areas and focus on improving processes or outcome of
care. In this work we focus on the specific problem of patient’s
non-attendance or no-shows. A no-show is a missed visit, i.e. a visit
that has been scheduled but not respected by a patient, without
any notice from him. This phenomenon is common in every health-
care organization that delivers services on a scheduling basis, and
may have various causes: the most frequent is that patients simply
forget the appointment, or cannot attend it due to a sudden
disease, or a last minute business, and forget to notify the doctors
[3]. No-shows are a serious problem for both healthcare organiza-
tions and patients since they reduce the efficiency and quality of
care delivery. Every such event causes waste of resources and time:
a planned visit, while not executed, still entails a fixed cost that is
not reimbursed by the national healthcare system. Equally, clini-
cians’ time, which could have been used to serve other patients,
is lost and waiting lists extend. On the other hand, from patients’

http://crossmark.crossref.org/dialog/?doi=10.1016/j.jbi.2014.03.003&domain=pdf
http://dx.doi.org/10.1016/j.jbi.2014.03.003
mailto:stefania.rubrichi@unipv.it
http://dx.doi.org/10.1016/j.jbi.2014.03.003
http://www.sciencedirect.com/science/journal/15320464
http://www.elsevier.com/locate/yjbin


42 S. Rubrichi et al. / Journal of Biomedical Informatics 51 (2014) 41–48
perspective, a no-show might result in reduction of care quality be-
cause it can affect the health of patients who may need treatments.

Since forgetfulness is the major cause of no-show, a reminder
system should alleviate the problem. In 2005, such a system, called
SmsCup, has been implemented at the healthcare organization
‘‘Azienda Ospedaliera di Pavia’’ (from here on ‘‘AO-Pavia’’), achiev-
ing very good results (the no-show rate decreased from 8% to 4.2%)
[4,5]. The patient is not required to answer the reminder, but
someone does, for different reasons: to thank for the service, to no-
tify a possible error (e.g., he does not remember having booked any
visit), to ask for further details, etc. After collecting a significant
number of answers, we decided to analyze them, in order to eval-
uate patients’ perception of the service. Moreover, this analysis
should help to individuate possible system weaknesses and conse-
quently spur corrective actions. As a matter of fact, any reminder
that a patient perceives as an error, reveals an organizational bug
or malpractice. The purpose of this study is to exploit patients’
responses to reminders for improving the quality of service. The
patients’ SMSs, in fact, may be used for a double purpose. First,
they might point out incorrect behaviors, of both patients and
health care professionals, that inhibit the effective use of the ser-
vice. For instance, elderly patients often give to the organization
the mobile number of a relative (such as a son, a grandson, etc.),
getting him/her confused when receiving the reminder. Just as,
front-office operators sometime do not ask for the mobile number
at all or, in front of a first refusal, they do not pursue the patient’s
consensus, by explaining them the usefulness of the service. Sec-
ond, analyzing patients’ SMSs from time to time, we can measure
the effects of system improvements made on the basis of the SMSs
themselves (e.g., observing a decreasing number of SMS claiming
for errors, indicates a service improvement).

In this work, we present a system, based on natural language
processing (NLP) techniques for SMS classification, that supports
the healthcare organization in the outpatient service improvement.
2. Background and related work

2.1. Involving patients in service development

A better understanding of patients’ preferences, needs and val-
ues is becoming an important issue in modern healthcare, espe-
cially in view of the increasing attention to patient-centered care
[6]. Some studies have examined the effect of several forms of pa-
tients’ involvement on healthcare service provision (i.e., improved
patient-provider electronic communication, range of consultations,
patient forums, interviews with service users), across a range of
settings [7–10]. They recognized the great potential that such
initiatives can have on services improvement, but asserted that it
is too early to make strong conclusion about the impact on health
outcomes and quality. A more recent literature review [11]
explored the impact of ICT on patients’ satisfaction. Despite the
absence of clear evidence of positive impact, the authors found a
widespread awareness of the need of incorporating patients’
perspective into the care delivery and suggested the inclusion of
patients’ satisfaction as a strategic component of quality in medical
informatics. Thus, after focusing on communication within and
among healthcare organizations [12], over the past decade, ICT
has increasingly considered patient-health providers communica-
tion, with the aim of making care more patient-centered.
2.2. Mobile devices for healthcare

Interventions involving cell phone found in scientific literature
employ both cell phone voice and SMS technologies, and cover a
variety of health areas such as diabetes [11], smoking cessation
[13], HIV/AIDS [14], asthma [15], hypertension [16], physical activ-
ity [17], orthodontics [18], hepatitis vaccinations [19], stress man-
agement [20], physical disability [21], dialysis [22] and general
outpatient clinics [23,24]. A number of studies have assessed the
effectiveness of different systems [4,5,11,13–20]. As a result, they
showed how such interventions have brought positive impact in
term of health outcomes (e.g., compliance with medication taking
and smoking cessation) and care processes (e.g., lower number of
failed appointments and quicker diagnosis and treatment). For
more details, research on the use of cell phones is well described
in some comprehensive reviews by Krishna et al. [25] and by Hasv-
old et al. [26]. These systems, however, mostly rely on predefined
reminders to be sent to patients according to some clinical condi-
tions, but do not consider to receive a feedback from the patient in
the form of an SMS text to analyze. Since this is the focus of our
work indeed, in the next section we illustrate existing NLP meth-
ods for extracting information from SMS.
2.3. Information extraction from SMS text

Information extraction (IE) techniques have become an
invaluable resource for searching about a particular topic in
electronic archives of scientific literature [27,28], and for enriching
the content and the utility of electronic clinical systems [29].
Excellent efforts have been documented in the literature on IE from
textual biomedical documents [27–32], and its subsequent
application in summarization, case finding, decision-support, or
statistical analysis tasks. As well, the automatic analysis of SMS
text through NLP techniques could allow for properly accessing
and processing the SMS text and thus for deducing its syntactic
and semantic structure. However, despite the growing significance
of SMS as a means for the delivery of healthcare information, to
date little has been published on NLP approach specific to SMS in
the domain of medicine. We are aware of only one publication
[33] about a system designed for extracting specific information
from patients’ informal SMS on medication management.

Some works exist about normalization of text message more in
general [34–36]. As a matter of fact, the SMS language is far from
standard: users are creating a novice language, overlooking ortho-
graphic and syntactic rules with a great emphasis on compressions
(e.g., ad hoc abbreviation and acronyms due to space restrictions),
and written representations of the sounds, such as ‘‘r’’ instead of
‘‘are’’. Another common phenomenon in SMS is represented by
emoticons, such as :-(, :-) and ;-). All these aspects contribute to
make NLP analysis of SMS an ongoing challenge.
3. Methods

3.1. Functional architecture

Fig. 1 shows the system we developed on top of SmsCup. This
system allows for preparing, every working day, an SMS package
to be sent to patients. The software retrieves data from the data-
base hosted by the AO-Pavia. Then, SMSjob, a commercial gateway,
sends the SMS package. The system sends this simple message
three days before the scheduled date: ‘‘The Healthcare Company of
Pavia reminds you the visit of dd/mm. If you want to cancel it, call free
800448800. Thank you for the cooperation’’.

As mentioned in the introduction, patients receiving an SMS are
not supposed to answer, but someone (about 0.5–1%) does. Consid-
ering from 120,000 to 150,000 SMSs sent/year, we receive about
600–750 replies/year. It is difficult to provide a more precise figure
because some of the replies are empty or apparently unrelated to
the service (due to patients’ mistakes).



Fig. 1. Schema of the SmsCup system and of the responses analysis tool. AO-Pavia
front-office or call center operators collect visit-booking data and patients’ mobile
phone numbers, and store them in CUP database. SMSjob gateway retrieves booking
data, sends SMS messages and (occasionally) receives replies. CRF extracts
information from patients’ replies, which are analyzed, and then a feedback is
returned to the AO-Pavia responsible administrators (direction). According to the
reported issues, they take opportune corrective actions.
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The core of the system, shown in Fig. 1, is the SMS response
analysis tool, which relies on the conditional random fields (CRF)
algorithm (see next paragraph) for retrieving meaningful content
from SMS. Such approach entails the classification of text or
portion of text into a number of application-dependent semantic
categories that we have defined in the form of hierarchy of con-
cepts. It integrates the semantics via engineered features, which
describe both the semantic and syntactic peculiarities of SMS
content. Afterwards, it discriminates between semantically inter-
esting and uninteresting content through the automatic adaptation
of such features. This extraction framework is then used to
evaluate outpatient service and plan its improvements. Basically,
the SMS statistics are reported back to the healthcare direction.
They took up interventions to accordingly improve the service.

For the purposes of this paper, we performed a baseline
statistics, and another one after one month, in order to inquire
about effects of interventions.

3.2. SMS content extraction

Our approach for IE consists of five major steps: (1) semantic
model for the representation of SMS content, in order to find out
the concepts to be extracted; (2) preprocess of the SMS text; (3)
hand annotation, according to the previously developed conceptual
model; (4) definition of a set of binary features that express some
descriptive characteristics of the data and conversion of the stream
of words into features; (5) process of the data through the CRF.

These steps are described in the following paragraphs.

3.2.1. The semantic representation of SMS
Typically, a system for IE is based upon specific domain knowl-

edge. Therefore, we read the messages, in order to interpret their
meaning and to understand the patients’ motivations to send
them, with the purpose of identifying the underlying semantic
classes that are appropriate to ensure comprehensive coverage of
the concepts described in the SMS that are valuable for our pur-
pose. The derived classification, shown in the Box 1 below, includes
four major semantic categories, or types. Each category has been
further characterized at one or more sub-levels.
Box 1 Concepts hierarchy.

1. Service perception

1.1. Appreciation

1.1.1. Confirmation

1.1.2. Thanks

1.2. Disappoint

1.2.1. Scorn

2. Further detail

2.1. Ward/time

2.2. Type of visit

3. Further request

3.1. Cancellation/Shifting

3.2. Problem with toll number

4. Error notification

4.1. Misunderstanding

4.1.1. City misunderstanding

4.2. Actual error

4.2.1. Surprise

4.2.2. Repeated error

4.2.3. Live elsewhere

4.2.4. Visit already done

4.2.5. Visit already cancelled

4.2.6. Visit already shifted
We provide a brief explanation of each category.

1. Service perception deals with the overall judgment of the ser-
vice. We identified two levels of perception: Appreciation and
Disappoint. Appreciation messages express suitability and satis-
faction with the service. We distinguish between Confirmation,
that classifies messages where patients confirm the appoint-
ment (e.g. ‘‘I confirm the visit of Jan 26th 2011, thank you’’),
and Thanks, for messages that display gratitude and approval
(e.g. ‘‘Very good initiative, thanks for reminding me!’’). Disap-
point messages have negative content, and in particular a Scorn
content, where the patient seems bitterly disappointed with the
service because either he gets the reminder by mistake or he
dislikes the service at all (e.g. ‘‘Do not send any other message
and save public money’’).

2. Further detail considers the completeness of the information
received. We grouped this kind of messages under two types:
Ward/time, where the patient asks for more details about ward
and/or time schedule (e.g. ‘‘I confirm the visit, could I have more
information about ward and time?’’) and Type of visit, where
either the patient just asks for more information (e.g., ‘‘Could
you please remind me what this is about?’’), or he seems sur-
prised, but nevertheless he considers the eventuality of having
forgotten the appointment (e.g., ‘‘I do not remember booking
any visit, what is this about?’’). In both of cases there is an expli-
cit request for visit details. Note that these requests are probably
due to the fact that the reminder was formulated as concisely as
possible, to comply with privacy regulation (in case the message
is read by another person than the patient to whom it was
addressed).

3. Further request, covering demands for further operations such as
cancellation or shifting. Despite the reminder suggests to con-
tact the toll number for canceling/moving the visit, some
patients try to do it via SMS. We distinguish between Cancella-
tion/Shifting (e.g. ‘‘I intend to move the appointment’’) and Prob-
lem with the toll number (e.g. ‘‘I cannot call the toll number,
please cancel the visit’’).
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4. Error notification, where the patient’s SMS reports issues attrib-
utable to error. Messages belonging to this category reveal,
more than the others, critical aspects of the system, which
would require more careful analysis and interventions. We
made a first distinction between misunderstanding and actual
errors. Misunderstanding means that patients perceive the
reminder as erroneous, but it is just a misunderstanding due
to the lack of some details, for example City misunderstanding:
actually, the reminder does not precise the city or structure of
the visit but just says ‘‘Healthcare Agency of Pavia’’. This can
generate a misunderstanding, especially when the visit is in cit-
ies belonging to the AO-Pavia, but other than Pavia. Italian
healthcare agencies, in fact, are local organizations that provide
services in specific areas, including several cities, in structures
closer to where people lives (e.g. ‘‘Dear healthcare agency, the
reservation is for the hospital of Voghera, not the hospital of
Pavia’’). Actual error is instead the semantic category that refers
to SMS that reveal real errors. We identified five types of errors:
Surprise, when the patient definitely asserts that he has never
booked any visit and thus an error has been made (e.g. ‘‘This
is surely a mistake, I never booked any visit’’). This could
happen for several reasons: mobile numbers are not accurately
provided or collected or a fake visit has been booked (this
revealing a severe malpractice); Repeated error, when a patient
points out that it is not the first time he receives a reminder by
mistake (e.g. ‘‘Every week I receive this kind of messages but I
repeat I NEVER BOOKED ANY VISIT’’); Live elsewhere, when a
patient specifies that he lives in cities or regions that do not
belong to the AO-Pavia (e.g. ‘‘. . . But I live in Tuscany’’); Visit
already cancelled/shifted/done, when a patient informs that his
visit has been already cancelled, shifted or done. In these last
three cases an error occurred and it is attributable to healthcare
operators who do not timely update the electronic agenda
when an exception occurs.

The most specific semantic types available in the hierarchy are
assigned to the SMS. Each SMS message can be tagged with one or
more semantic types.

3.2.2. Preprocessing of SMS
As long as the label prediction is on a word-by-word basis, and

decisions are made for one message at a time, the first stage of our
extraction algorithm consists in splitting SMS texts into tokens. All
the messages were passed through a pre-processing engine, which
tokenized them, by automatically detecting tokens (i.e. words)
boundary. We used white spaces to determine token boundaries.

In addition, we considered a normalization step that mainly in-
cludes removing all punctuation and fixing orthographic errors.
Several exceptions, in fact, occurred within the texts: this is be-
cause SMS messages were written by persons from different walks
of life, and SMS language is more error-prone in general. In order to
account for them, we employed an orthographic corrector, which
automatically fixed such mistakes. Incidentally, SMS text usually
contains abbreviations (e.g., for the Italian language: ‹‹ki›› ? ‹‹chi››,
‹‹cmq›› ? ‹‹comunque››, ‹‹xk›› ? ‹‹perché››). We implemented a Java
class to purposely manage them.

3.2.3. Hand annotation of SMSs
We collected two sets of SMS messages: one for training and

testing the classifier, the other one for evaluating SmsCup pro-
gresses. The first set includes responses received from July 2005
to July 2011, the second one, messages gotten from September
2011 till July 2012. Among the about 7000 SMS messages, 3000
have been used for the analysis. The remaining ones were not
usable because either they were empty or clearly uncorrelated to
the service.
The gold standard was generated by manual annotation of the
SMS corpus. Corpus annotation is the practice of adding to a corpus
interpretative linguistic information (part-of-speech –POS- tags,
syntactic structure, co-references, etc.) or information derived
from domain knowledge (i.e. semantic annotation). Because of
the complex and ambiguous nature of language, it is necessary to
undertake manual work in order to obtain an optimally tagged cor-
pus. Two biomedical engineers performed the annotation process
together. They availed themselves from an SmsCup operator to
interpret particularly unclear or ambiguous messages. One funda-
mental problem in corpus annotation is the definition of what con-
stitutes an entity to be tagged. Semantic descriptions must be well
defined and easy to understand by the domain expert who anno-
tates the text: to this aim we exploited the conceptual model of
information conveyed in the SMS messages, previously illustrated,
and we used the following fifteen semantic labels: Thanks, Confir-
mation, Scorn, Ward/Time, TypeVisit, Cancellation/Shifting, CityMisun-
derstanding, Surprise, RepeatedError, LiveElsewhere, AlreadyShifted,
AlreadyDone, AlreadyCancelled, TollNumber, None. The label None
has been given to indicate elements that are not relevant for this
research.

Some examples of hand-annotated SMSs are:

1. hVery good initiativeiThanks, hI confirmiConfirmation the visit of
26th gen 2011 could I have more information about hward
and timeiWardTime?’’

2. Dear healthcare agency, the reservation is for the hhospital of
VogheraiCityMisunderstanding, hnot the hospital of
PaviaiCityMisunderstanding’’

3. hDon’t sendiScorn any other messages and hsave public
moneyiScorn!’’

4. Every week I receive this kind of messages but hI repeat I NEVER
BOOKEDiRepeatedError ANY VISIT’’.

3.2.4. Feature definition and text-to-feature conversion
The feature construction process aims at capturing the salient

characteristics of each token (i.e. a word) in order to help the sys-
tem to predict its semantic label. When defining feature functions,
we construct a set of real-valued features b(x, i), for the observed
word, that express some characteristics of the empirical distribu-
tion of the training data. The feature produces a numerical value.
As an example, we can define a simple feature, that takes into ac-
count if a word is capitalized:

bðx; iÞ¼
1 if the word x in the position i in the sentence is capitalized
0 otherwise

�

Feature definition is a critical stage for the success of feature-
based statistical models such as CRF. We compiled four types of
features to describe the data: (1) lexical features, (2) morphosyn-
tactic features, (3) semantic features, and (4) hybrid features.

Lexical Features cover word-related features such as: the iden-
tity of words, that is the vocabulary obtained from the training
data; the identity of the 3 words before; the identity of the 3 words
after; the lemmas of these words. About the number of words be-
fore and after, it is clear that the more context words analyzed, the
better and more precise the results are. However, widening the
context window quickly leads to an explosion of computational
and statistical complexity. For our experiments, we estimated a
suitable window size of [�3,3].

Morphosyntactic Features include the POS of all the words, and
the negation feature which indicates if a negation is detected
(e.g., not, no) at a limited distance ([�4;4]) of words before and
after the considered one. Here, the window length has been chosen
so that the most part of negative constructs in the Italian language
can be detected. We used TreeTagger [37] to perform POS tagging
of the corpus sentences.
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Semantic Features use external semantic resources, related to a
specific task. The first class of semantic features indicates whether
a specific ‘‘trigger’’ word occurs in the SMS text (e.g., the word
‘‘toll’’ may be useful for identifying problems with the toll free
number). After browsing our corpus we manually collected a list
of trigger words associated to different semantic areas (e.g. change,
cancellation). Every time a text token, or its lemma, occurs in such
a list, the feature is activated, indicating that the token belongs to
the specific semantic area. The second class relies on a particular
semantic resource that is the lists of all Italian cities and regions.
In several messages, mention is made of Italian cities or regions
to report an error (e.g., ‘‘You definitely got the wrong number be-
cause I live in Sicily’’). We found that this type of feature can pro-
vide good clues for identifying such error notifications.

Hybrid Features take into account a combination of semantic
and lexical/morphosyntactic properties of tokens. For instance,
with reference to moving an appointment, we found that adding
tense information to the semantic is useful for distinguishing a
shifting request (e.g., ‘‘I intend to move the appointment to the next
week’’) from a shifting notice (e.g., ‘‘I have already moved the visit’’).
To this end, we created a binary feature, which considers the list of
verbs indicating shifting in conjunction with tense aspects, in par-
ticular present and past tense, respectively.

Within the CRF model, each token is represented by the corre-
sponding label and the set of active features. Then, stream of to-
kens has been automatically converted to features using a Java
class: every time a text word takes on the value of a feature, the
feature will become active for that token.

3.2.5. Data process
As mentioned, for the purpose of this work, we employed the

CRFs algorithm, which belongs to the family of supervised machine
learning approaches [38]. In supervised learning, one chooses a clas-
sifier based on a training set of examples for which the correct la-
bels are available. The aim is to select the classifier that generalizes
well to unseen examples. More formally, we are given a set
S ¼ ðxðiÞ; yðiÞÞNi¼1 of SMS x 2 X together with the corresponding
correct labels y 2 Y from the tag set. A classifier h is a mapping from
the input space X to the output domain Y. It performs well if it
correctly predicts the labels y of some new and unknown SMS x.

CRFs predict the labels of words by using large number of
interdependent features, such as those described in the previous
paragraph. This can be seen as a way to ‘‘capture’’ the hidden
patterns of labels and features, and ‘‘learn’’ what the likely output
might be, given these patterns. Our system uses the MALLET [39]
implementation of CRFs.
Table 1
Performance results of the classifier.

Label Ntrain Ntest

Cancellation/Shifting 191 50
Thanks 1100 267
None 5759 1540
Confirmation 1097 306
Surprise 1147 261
LiveElsewhere 80 48
VisitType 139 38
AlreadyShifted 21 13
AlreadyDone 27 7
CityMisunderstanding 60 27
RepeatedError 48 11
TollNumber 48 11
AlreadyCancelled 55 15
Scorn 106 13
Ward/Time 85 19
Overall(Micro-average) – –
Overall(Macro-average) – –
4. Results

4.1. Classification algorithm performance

We randomly split the first set of SMS messages into two sets:
one for training (n = 1768) and one for testing (n = 443). We mea-
sure the performance of our model on the individual labels using
the standard evaluation metrics for machine learning algorithms,
i.e. Recall, Precision and F1-measure [40]. In dealing with multi-la-
bel classification, we combined the performance results of the dif-
ferent labels, both computing their arithmetic mean, so giving
equal weight to each of the labels (macro-averaged) and comput-
ing a weighted mean, using for each label the number of times it
occurs in the dataset (micro-averaged). Macro-averaged metrics
are often dominated by the performance on rare labels, while mi-
cro-averaged metrics are dominated by the performance on fre-
quent labels. The two ways of measuring performance are hence
complementary, and both are informative.

Our experiments show that the CRF, with carefully designed
features, can classify the SMS content with an overall accuracy of
around 92%. Table 1 reports the recognition scores for the different
labels and the overall ones.

As expected, labels whose training examples are scarce suffer
from relatively low performance (e.g. RepeatedError and Already-
Shifted, that are hardest to extract). On the other hand, some other
labels such as CityMisunderstanding and AlreadyCancelled, although
rare, perform better. Such labels, in fact, can rely on more dedi-
cated and informative features, which is an important factor that
contributes to the good performance.

In order to estimate the variability of the overall performance,
we ran the models on 40 trials. In each trial, the SMSs in the new
training set are randomly sampled from the original dataset.
Fig. 2 shows the micro-averaged Recall, Precision and F1-measure.

Fig. 3 shows the variability of the F1-measure calculated on the
individual labels. As expected the labels Confirmation, Thanks, None
and Surprise present a very low variability.

4.2. Exploiting SMS classification for the reminder service evaluation

We used the classifier to examine the SMS content and thus to
evaluate the SmsCup service. To this aim, we chose to consider just
the responses received between August 2008 and July 2011 for a
total of 1481. Responses from the first three years were employed
as training set, but not in the evaluation, in such a way to let the
system enough time to establish itself and the patients to become
familiar with the service.
Precision (%) Recall (%) F1-measure (%)

93.02 80.00 86.02
97.72 96.25 96.98
91.70 96.95 94.26
95.89 91.50 93.65
87.50 88.51 88.00
93.55 60.42 73.42
86.67 68.42 76.47

100.00 38.46 55.56
71.43 71.43 71.43

100.00 66.67 80.00
100.00 36.36 53.33
100.00 100.00 100.00

85.71 80.00 82.76
100.00 53.85 70.00

88.89 42.11 57.14
92.50 92.38 92.04
92.81 71.39 78.60



Fig. 2. Overall performance, in terms of micro-averaged Precision, Recall and F1-
measure, estimated on 40 trials. Boxplots show median, interquartile range, and
range.
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Initially, messages were processed by the CRF and their content
categorized according to the hierarchy of concepts described
above. Fig. 4 shows the message distribution according to main
content categories and subcategories.

The total percentage exceeds 100% because single messages
may include a combination of conceptual categories. For instance,
when confirming an appointment, patients may ask for more infor-
mation about ward and time (e.g., ‘‘I confirm the visit, could you
remind me the time?’’) or may point out the city where the visit
should take place (e.g., ‘‘I confirm the visit but at the hospital of
Vigevano’’.). In these cases, we counted the messages twice, once
under Appreciation category and the other one under Further Infor-
mation and Error Notification categories, respectively. Also, when
deleting a visit, patients may produce as motivation that the visit
has been already made, cancelled or moved (e.g., ‘‘I wish to cancel
Fig. 3. Performance results on individual labels, in terms of micro-averaged F1-meas
the appointment because the visit has already been made’’). Simi-
larly, we considered such responses as both Further Request and Er-
ror Notification messages. On the contrary, messages including
several content categories that refer to the same macro-category
were considered once. For example, in reporting an error the pa-
tient may add that he lives elsewhere or that it is not the first time
it happens (e.g., Surely there must be a mistake, I live in Tuscany).
In our distribution, messages of this type have been counted once
as Error Notification messages.

Overall, our analysis showed that the service is delivered con-
sistently and patients are satisfied with it. Actually, about the
70% of SMS responses have positive content since they were as-
signed to the Appreciation category of the conceptual hierarchy. A
fairly small percentage of messages contained request for more de-
tailed information (4.32%) such as ward time and type of visit, or
for specific actions (8.71%) such as visit shifting or cancellation.
Only 0.27% expresses definite dislike for the service.

However, despite the majority of responses concerned service
suitability and patients endorsements, nearly one fourth (22%)
were classified as error notifications, ranging from Misunderstanding
to Actual Errors, with a sharp superiority of the Surprise category
(about the 18%) over the other ones. This result reveals that there
are some aspects that appear to damage the service efficiency and
quality, and which should therefore be considered for improve-
ment. In particular, reminders sent by mistake (i.e. sending error)
have been identified as main cause for patient dissatisfaction.
Among error notifications, the content category Surprise is the
most frequent one and, in addition, the category Scorn occurs often
concurrently with Surprise.

The results of our content analysis were reported back to the
SmsCup providers. They focused on the weak areas and undertook
some improvement plans to better meet the needs detected in pa-
tients’ messages. They made health professionals, as well as front-of-
fice personnel, aware of such defaults and invited them to pay careful
attention when booking visits and collecting phone numbers.

One month after, we collected patient responses and analyzed
them for evaluating the effects of interventions implemented as
consequence of the first results. In this phase, we considered just
sending error issue. Specifically, we plotted, year by year, the total
percentage of Surprise and Type Visit messages gotten from August
2008 until June 2012. These two content categories, in fact, are the
ure, estimated on 40 trials. Labels are abbreviations of those reported in Table 1.



Fig. 4. Distribution of messages by main content categories. Bars show a further
labeling according to subcategories. Scorn bar has been zoomed for visualization
purposes.

Fig. 5. Annual rate of Surprise and Type Visit messages gotten from August 2008
until June 2012.
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ones that more reflect sending errors. Fig. 5 shows that, even if not
markedly, these interventions produced an inversion of the
upward trend. Thus, it may be argued that there is a tendency
towards a positive impact, but also that corrective actions must
be continued.

5. Discussion

Despite searching for a rigorous patient-centered evaluation
framework seems to be an important future task in health IT, cur-
rent literature does not provide any major indication about opti-
mal techniques to perform it. A study by Akesson et al. [41]
reviewed existing studies on patients’ experience with health IT
and categorized them according to their main focus as well as
the method of evaluation. Although the study is more focused on
the description of the consumers’ experience, we noticed that the
methods used for assessing such experiences were usually struc-
tured questionnaires and interviews on quality of life. The patient
is thus explicitly asked to assess the service according to several
measures, such as confidence with the service, impact on health
outcomes or quality of life. In this work, on the contrary, we have
proposed an indirect evaluation method, i.e. we explored the
possibility of measuring the patient’s perception of the quality of
a reminder service, through automatic interpretation of the his
SMSs. The patient, by spontaneously sending back the message,
is not aware of providing the developer with feedbacks on the ser-
vice. In this way, the evaluation results should be more actual and
less dependent on confounding factors such as user motivation in-
duced by the interviewers.

Other previous works have reported on content analysis of elec-
tronic messages between patients and health providers [42–44].
Unlike our study, the majority of these works has mostly been lim-
ited to a manual analysis of message content and has concerned
health issues of several clinical settings (e.g. pediatrics, internal
medicine, primary care). They have evaluated the content of pa-
tients’ e-mails, to assess the benefit of web-based communication
services. Although such studies are hardly comparable with our
one, we nevertheless report on them as proof of the increasing
interest in considering patients’ perceptions to enhance and pro-
mote the performance of health services. On the whole, consis-
tently with our study, they suggested that e-health can lead to
safer care by improving communication between patients and
health providers.

A work by Stenner et al. [33] presented an IE system that ex-
tracts medication information form patients’ SMS messages, as
part of a mobile-phone based medication management system.
They describe a similar system that extracts information from pa-
tient-generated SMS texts, following a different approach based on
custom lexicons and existing knowledge sources to extract medical
information. Their method achieves an F1-measure comparable
with our one. Yet, authors have focused on the accuracy of the
extraction system without examining in depth the impact of such
extractions on the medication management system.

On the contrary, our evaluation has demonstrated that analysis
of patients’ feedback helps providers considering strategies to im-
prove the system. Moreover, the same analysis allowed domain ex-
perts (i.e., healthcare administrators) to identify anomalies in the
outpatient management workflow. Such anomalies were related
to visit booking performed by healthcare personnel who either
had no official role to do it, or did it without following the correct
protocol, with the result of non-traceability of the reservation.
After implementation of corrective measures, further message
analysis showed a trend towards improvement (Fig. 5).

Owing to the great success of SmsCup service in reducing the
rate of no-show, in July 2012 it was extended to the whole Lomb-
ardy region and its management centralized at regional level in-
stead of single hospital trusts. Exploiting our results about
reminder interpretation problems (see categories 2.1 and 4.1.1 in
Box 1), the text of the message has been reformulated in such a
way to include the city where the visit will be held as well as the
name of the hospital and time schedule. In light of these changes,
it would be interesting to examine the evolution of these message
categories as a further test of the classifier.

Eventually, we report some limitations of our study. Despite the
very good overall accuracy, if we consider the individual labels, the
results highly depend on the size of training examples as well as
features definition, with some labels that suffer from low perfor-
mances and high variability. This is an important open question
for future work, which should aim to improve results of such la-
bels, so that they too can be considered for system monitoring.

About the definition of labels, a possible improvement could be
the reference to standard ontologies and terminologies [45].

Another limitation is related to the automation of the feedback
reporting. In our work, the SMS classification has been manually re-
ported and discussed with the domain experts. In the future, we
could implement an automatic reporting tool integrated with the
SMS responses analysis tool, in such a way that healthcare admin-
istrators can periodically and autonomously monitor the system.
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6. Conclusions

In short, we have presented an example of electronic engage-
ment of patients in the quality assessment and management of
an e-health service. We developed an NLP framework for simulta-
neous identification of multiple semantic entities, in patients’ SMS
messages generated in response to a reminder system. The ex-
tracted information is then used to identify and fix possible de-
faults that threaten the effective and appropriate functioning of
the service. Our empirical evaluation shows that the classifier
achieves high overall accuracy. The results and the ready adapt-
ability of the approach we have adopted show that our system is
suitable for the classification of SMS content and thus it can be
used from here onto monitor the users’ satisfaction and system
performances in time.
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