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Introduction

In this paper we study the categoryC of finite-dimensional representations of affine L
algebras. The irreducible objects of this category were classified and described ex
in [1,2]. It was known, however, thatC was not semisimple. In such a case a nat
problem is to describe the blocks of the category. The blocks of an abelian catego
themselves abelian subcategories, each ofwhich cannot be written as a proper direct s
of abelian categories and such that their direct sum is equal to the original category. Blo
decompositions of representations of algebras are often given by a character, usuall
central character, namely, a homomorphism from the center of the algebra toC, as, for
instance, in the case of modules from the BGG categoryO for a simple Lie algebra. In ou
case, however, the center of the universal algebra of the affine algebra acts trivially
representations in the categoryC and the absence of a suitable notion of character has
an obstacle to determining the blocks ofC.

In recent years the study of the corresponding categoryCq of modules for quantum
affine algebras has been of some interest [3,4,9,10,12,14,15]. In [6] the authors defi
notion of an elliptic character for objects ofCq when|q| �= 1 and showed that for|q| < 1,
the character could be used to determine the blocks ofCq . The original definition of the
elliptic character used convergence properties of the (non-trivial) action of theR-matrix
on the tensor product of finite-dimensional representations. Of course, in theq = 1 case,
the action of theR-matrix on a tensor product is trivial. However, the combinatorial p
of the proof given in [6] suggests that an elliptic character can be viewed as a fu
χ :E → Zm with finite support, whereE is the elliptic curveC×/q2Z andm ∈ N+ depends
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on the underlying simple Lie algebra. This then motivated our definition whenq = 1 of
a spectral character ofL(g) as a functionC× → Γ with finite support, whereΓ is the
quotient of the weight lattice ofg by the root lattice ofg.

The other ingredient used in [6] to prove that two modules with the same ellip
character belonged to the same block, was a result proved in [1,12] that a suitable
product of irreducible representations was indecomposable but reducible on certain
vectors. In the classical case, however, it was known from the work of [2] that a t
product of irreducible representations was either irreducible or completely redu
However, it was shown in [4] that the tensor product of the irreducible representa
of the quantum affine algebra specialized to indecomposable, but usually red
representations of the classical affine algebra. This led to the definition of the Weyl module
as a family of universal indecomposable modules. The Weyl modules are in gene
well-understood; see [4,7,8] for several conjectures about them. However, in this pap
are still able to identify a large family of quotients of the Weyl modules, which allows
to effectively use them as a substitute for the methods of [6]. Although we work wit
affine Lie algebra, our results and proofs work for the current algebra,g ⊗ C[t], but with
the spectral character being defined as functions fromC to Γ with finite support.

The paper is organized as follows: Section 1 is devoted to preliminaries and Secti
the definition of the spectral character and the statement of the main theorem. In Se
we recall the definition of the Weyl modules and give an explicit realization of certai
indecomposable but reducible quotients of these modules and the parametrization
irreducible objects ofC. The theorem is proved in the remaining two sections. We p
that to every indecomposable object ofC, one can associate a spectral character. To
this we show that if two modulesVj , j = 1,2 have distinct spectral characters, then
corresponding Ext1(V1,V2) = 0. Finally, we prove that any two modules with the sa
spectral character must be in the same block ofC and hence we get a parametrization
the blocks ofC analogous to the one in [6].

1. Preliminaries

Throughout this paperN (respectivelyN+) denotes the set of non-negative (respectiv
positive) integers.

Let g be a complex finite-dimensional simple Lie algebra of rankn with a Cartan
subalgebrah. SetI = {1,2, . . . , n} and let{αi : i ∈ I } ⊂ h∗ (respectively{ωi : i ∈ I } ⊂ h∗)
be the set of simple roots (respectively fundamental weights) ofg with respect toh. Define
a non-degenerate bilinear form〈 , 〉 on h by 〈ωi,αj 〉 = δij and lethi ∈ h be defined by
requiringωi(hj ) = δij , i, j ∈ I . We shall assume that the nodes of the Dynkin diagram
numbered as shown in Table 1 and we letI• ⊂ I be the indices of the shaded nodes in
diagram.

Let R+ be the corresponding set of positive roots and denote byθ the highest root ofg.
As usual,Q (respectivelyP ) denotes the root (respectively weight) lattice ofg and we let
Γ = P/Q. It is known that [11]

Γ ∼= Zn+1, g of typeAn, Γ ∼= Z2, g of typeBn, Cn, E7,
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Γ ∼= Z4, g of typeD2m+1, Γ ∼= Z2 × Z2, g of typeD2m,

Γ ∼= Z3, g of typeE6, Γ ∼= 0, g of typeE8, F4, G2.

The groupΓ is generated by the images of the elements{ωi : i ∈ I•} and hence anyγ ∈ Γ

defines a unique elementλγ = ∑n
i=1 riωi ∈ P+ whereri ∈ Z are the minimal non-negativ

integers such thatλγ is a representative ofγ . In particular,ri = 0 if i /∈ I•.
Let W be the Weyl group ofg and assume thatw0 is the longest element ofW . The

groupW acts onh∗ and preserves the root and weight lattice. LetP+ = ∑
i∈I Nωi be the

set of dominant integral weights and setQ+ = ∑
i∈I Nαi . We shall assume thatP has the

usual partial ordering, givenλ,µ ∈ P we say thatλ � µ if λ − µ ∈ Q+. For α ∈ R+, let
g±α denote the corresponding root spaces, and fix elementsx±

α ∈ g±α , hα ∈ h, such that
they span a subalgebra ofg which is isomorphic tosl2. For i ∈ I , setx±

i = x±
αi

, hαi = hi .
Set n± = ⊕

α∈R+ g±α. Given any Lie algebraa, let L(a) = a ⊗ C[t, t−1] be the loop
algebra associated witha and letU(a) be the universal enveloping algebra ofa. Clearly,
we have

g = n
+ ⊕ h ⊕ n

−, L(g) = L(n+) ⊕ L(h) ⊕ L(n−),

and a corresponding decomposition

U(g) = U(n−)U(h)U(n+), U
(
L(g)

) = U
(
L(n−)

)
U

(
L(h)

)
U

(
L(n+)

)
.

Givena ∈ C×, let eva :L(g) → g be the evaluation homomorphism, eva(x ⊗ tn) = anx.
For λ ∈ P+, let V (λ) be the irreducible finite-dimensionalg-module with highes

weightλ and highest weight vectorvλ. Thus,V (λ) is generated byvλ as ag-module with
defining relations:

n+vλ = 0, hvλ = λ(h)vλ,
(
x−
i

)λ(hi)+1
vλ = 0, ∀h ∈ h, i ∈ I.

Table 1
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Let V be a finite-dimensional representation ofg. Then we can writeV as a direct sum

V =
⊕
µ∈P

Vµ, Vµ = {
v ∈ v: hv = µ(h)v, ∀h ∈ h

}
, (1.1)

and set

wt(V ) = {µ ∈ P : Vµ �= 0}.

The following result is well-known [11].

Proposition 1.1. LetV be a finite-dimensional representation ofg.

(i) For all w ∈ W , µ ∈ P , we havedim(Vµ) = dim(Vwµ).
(ii) The moduleV is isomorphic to a direct sum ofg-modules of typeV (λ), λ ∈ P+.
(iii) LetV (λ)∗ be the representation ofg which is dual toV (λ). Then

V (λ)∗ ∼= V (−w0λ).

The following proposition is crucial for the proof of the main theorem.

Proposition 1.2. Let µ,λ ∈ P+ be such thatλ − µ ∈ Q. Then, there exists a sequence
weightsµl ∈ P+, l = 0, . . . ,m, with

(i) µ0 = µ, µm = λ, and
(ii) Homg(g ⊗ V (µl),V (µl+1)) �= 0, ∀0 � l � m.

Proof. Consider the moduleV (λ)⊗V (µ)∗. Sinceλ−µ ∈ Q, it follows thatλ−w0µ ∈ Q.
In particular, this means that ifV (ν) is an irreducible summand ofV (λ) ⊗ V (µ)∗, then
ν ∈ Q+ ∩ P+. It follows that V (ν)0 �= 0. This implies by a result of Kostant [5,13
that there existsm � 0 such that Homg(Sm(g),V (ν)) �= 0. It follows that Homg(Sm(g) ⊗
V (µ),V (λ)) �= 0.

We now proceed by induction onm. If m = 1, we are done for thenµ0 = µ.
Otherwise there must existµm−1 ∈ P+ with Homg(V (µm−1),g

⊗(m−1) ⊗V ) �= 0 such that
Homg(g⊗V (µm−1),U) �= 0. Since the category of finite-dimensional representationsg

is semisimple, we see also that Homg(g⊗(m−1) ⊗ V,V (µm−1)) �= 0. But now we are don
by the inductive hypothesis.�
Remark. In Appendix A we construct the sequenceµ1, . . . ,µm in the special case whe
µ = λγ with the properties stated above. In particular, this gives a different and pe
more elementary proof of this proposition.
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2. Spectral characters and the block decomposition of C

Let Ξ be the set of all functionsχ : C× → Γ with finite support. Clearly, addition o
functions defines a group structure onΞ . Givenλ ∈ P+, a ∈ C×, let χλ,a ∈ Ξ be defined
by

χλ,a(z) = δa(z)λ,

whereλ is the image ofλ in Γ and δa(z) is the characteristic function ofa ∈ C×. We
denote byP the space ofn-tuples of polynomials with constant term one. Coordinatew
multiplication defines the structure of monoid onP . Given λ ∈ P+, a ∈ C×, define
πλ,a = (π1, . . . , πn) ∈ P , by

πi = (1− au)λ(hi), 1 � i � n.

Any π = (π1, . . . , πn) ∈ P can be written uniquely as a product,

π =
r∏

j=1

πλj ,aj , (2.1)

where

(i) {a−1
j : 1 � j � r} is the set of distinct roots of

∏n
i=1 πi ,

(ii) λj = ∑n
k=1 mkjωk ∈ P+, andmkj is the multiplicity with whicha−1

j occurs as a roo
of πk.

Defineπ∗ ∈P by

π∗ =
r∏

j=1

π−w0λj ,aj ,

where we recall thatw0 is the longest element of the Weyl group ofg. Givenπ ∈ P , define
χπ ∈ Ξ by

χπ =
r∑

j=1

χλj ,aj ,

whereλi, ai are as in (2.1). Obviously,

χππ ′ = χπ + χπ ′ ,

for all π ,π ′ ∈P .
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To state our main result, we need to recall the parametrization of irreducible finite
dimensional modules of affine Lie algebras [1,4], and also the definition of blocks in a
abelian category.

Proposition 2.1. There exists a bijective correspondence between the isomorphism c
of irreducible finite-dimensional representations of affine Lie algebras and elementsP .

We denote byV (π) an element of the isomorphism class corresponding toπ .

Definition 2.1. We say that a moduleV ∈ C has spectral characterχ ∈ Ξ if χ = χπ for
every irreducible componentV (π) of V . Let Cχ be the abelian subcategory consisting
all modulesV ∈ C with spectral characterχ .

Let C = Cfin(L(g)) be the category of finite-dimensional representations ofL(g). This
category is not semisimple, i.e., there exist indecomposable reducibleL(g)-modules inC.
However,C is an abelian tensor category and every object inC has a Jordan–Holder seri
of finite length. This means thatC has a block decomposition which is obtained as follo

Definition 2.2. Say that two indecomposable objectsU,V ∈ C are linked if there do no
exist abelian subcategoriesCk , k = 1,2 such thatC = C1 ⊕ C2 with U ∈ C1, V ∈ C2. If
U and V are decomposable, then we say that theyare linked if every indecomposab
summand ofU is linked to every indecomposable summand ofV .

This defines an equivalence relation onC and a block ofC is an equivalence class for th
relation, clearlyC is a direct sum of blocks. The following lemma is trivially establishe

Lemma 2.2. Two indecomposable modulesV1 and V2 are linked iff they contain
submodulesUk ⊂ Vk, k = 1,2 such thatU1 is linked toU2.

The main result of the paper is the following.

Theorem 1. We have

C =
⊕
χ∈Ξ

Cχ .

Moreover, eachCχ is a block. Equivalently, the blocks ofC are in bijective correspondenc
with Ξ .

The theorem is obviously a consequence of the next two propositions.

Proposition 2.3. Any two irreducible modules inCχ , χ ∈ Ξ , are linked.

Proposition 2.4. Every indecomposableL(g)-module has a spectral character.
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We prove these propositions in Sections 4 and5, respectively. We shall need seve
results on a certain family of indecomposable but generally reducible modules forL(g),
the so-called Weyl modules, this is done in the next section.

We conclude this section with an equivalent definition of linked modules and with som
general results on Jordan–Holder series.

Definition 2.3. Let U,V ∈ C be indecomposableL(g)-modules. We say thatU is strongly
linked to V if there existsL(g)-modulesU1, . . . ,U�, with U1 = U , U� = V and either
HomL(g)(Uk,Uk+1) �= 0 or HomL(g)(Uk+1,Uk) �= 0 for all 1� k � �. We extend this to
all of C by saying that two modulesU andV are strongly linked iff every indecomposab
component ofU is strongly linked to every indecomposable component ofV .

It is clear that the notion of strongly linked defines an equivalence relation onC which
induces a decomposition ofC into a direct sum of abelian categories. If two modulesU

andV are strongly linked, then they must be linked. For otherwise, suppose thatU andV

belong to different blocks. It suffices to consider the case HomL(g)(U,V ) �= 0. This means
thatU andV have an irreducible constituent sayM in common. Then, since each block
an abelian subcategory,M must belong to both blocks which is a contradiction. Convers
suppose thatU andV are linked but not strongly linked.Then, there is obviously a splitting
of C into abelian subcategories coming from the strong linking, such thatU andV belong
to different subcategories. We have proved the following lemma.

Lemma 2.5. Two modulesU andV are linked iff they are strongly linked.

Lemma 2.6. Suppose thatU ∈ Cχ1 andV ∈ Cχ2 are strongly linked. Thenχ1 = χ2.

Proof. It suffices to check this when HomL(g)(U,V ) �= 0. But this means thatU andV

have an irreducible constituent sayM in common and henceχ1 = χ2. �
We shall make use of the following simple proposition repeatedly without furth

mention.

Proposition 2.7.

(i) Any sequence0 ⊂ V1 · · · ⊂ Vk ⊂ V of L(g)-modules inC can be refined to a Jordan
Holder series ofV .

(ii) Suppose that0 ⊂ U1 ⊂ · · · ⊂ Ur = U and 0 ⊂ V1 · · · ⊂ Vs ⊂ V are Jordan–Holder
series for modulesU , V in C. Then the irreducible constituents ofU ⊗ V occur as
constituents ofUk ⊗ V� for some1 � k � r and1 � � � s.

(iii) Suppose thatUk ∈ C, 1 � k � 3 and thatU1 andU2 are strongly linked. ThenU1⊗U3

is strongly linked toU2 ⊗ U3.
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3. Weyl modules

In this section we recall from [4] the definition and some results on Weyl modules. W
also study further properties of these modules.

LetV ∈ C. RegardingV as a finite-dimensional module forg, we can writeV as a direct
sum as in Section 1, (1.1),V = ⊕

µ∈P Vµ. Let wt(V ) be the set of weights ofV . Notice
thatL(h)Vµ ⊂ Vµ. SinceL(h) is an abelian Lie algebra, we get a further decompositio

Vµ =
⊕

d∈L(h)∗
V d

µ ,

where

V d
µ = {

v ∈ Vµ:
(
h ⊗ tk − d

(
h ⊗ tk

))r
v = 0, ∀r � r(h, k) � 0

}
,

are the generalized eigenspaces for the action ofL(h) onVµ. Clearly, ifU,V ∈ C, then any
L(g) homomorphism fromU to V mapsUd

µ to V d
µ . SinceVµ is finite-dimensional, we se

that if V d
µ �= 0, then there exists 0�= v ∈ V d

µ such that

(
h ⊗ tk

)
v = d

(
h ⊗ tk

)
v, h ∈ h, k ∈ Z.

We say thatd is of typeπ ∈ P , if

d
(
h ⊗ tk

) =
(

r∑
j=1

λj (h)ak
j

)
,

whereλj ∈ P+ andaj ∈ C× are as in (2.1) and we denote the corresponding genera
eigenspace byV π

µ .

Definition 3.1. Given ann-tuple of polynomials with constant term 1, we denote byW(π )

theL(g)-module generated by an elementwπ and the following relations:

L(n+)wπ = 0,
(
h ⊗ tk

)
wπ =

(
r∑

j=1

λj (h)ak
j

)
wπ ,

(
x−
i ⊗ t�

)∑r
j=1 λj (hi)+1

wπ = 0, (3.1)

for all i ∈ I , k, � ∈ Z, α ∈ R+, h ∈ h and where we assume thatπ is written as in (2.1). Se
λπ = ∑r

j=1 λj .

The following properties ofW(π ) are standard and easily established.

Lemma 3.1. With the notation as above, we have
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(i) W(π) = U(L(n−))wπ and sowt(W(π)) ⊂ λπ − Q+.
(ii) dim W(π)λπ = 1, and soW(π)πλπ

= Wλπ .
(iii) Let V be any finite-dimensionalL(g)-module generated by an elementv ∈ V

satisfying

L(n+)v = 0,
(
h ⊗ tk

)
v =

(
r∑

j=1

λj (h)ak
j

)
v.

ThenV is a quotient ofW(π ).
(iv) W(π) is an indecomposableL(g)-module with a unique irreducible quotient.

Let β1, . . . , βN be an enumeration of the elements ofR+. Given r ∈ Z, setx−
βj ,r

=
xβj ⊗ tr . The following result was proved in [4].

Theorem 2. Let π be ann-tuple of polynomials with constant term one and assume thπ

has a factorization as in (2.1).

(i) TheL(g)-moduleW(π) is spanned by monomials of the form

x−
βj1,r1

x−
βj2,r2

· · ·x−
βj�

,r�
wπ ,

where � ∈ N+, j1 � j2 � · · · � j�, and 0� rk < λπ (hβjk
) for all 1 � k � �. In

particular, dimW(π) < ∞.
(ii) As L(g)-modules,

W(π ) ∼= W(πλ1,a1) ⊗ · · · ⊗ W(πλr ,ar ).

We can now elaborate on the parametrization of the irreducible finite-dimens
modules stated in Section 2 of this paper.

Proposition 3.2. The irreducible finite-dimensionalL(g)-moduleV (π) is the irreducible
quotient ofW(π ) and we have

V (π) ∼= V (πλ1,a1) ⊗ · · · ⊗ V (πλr ,ar ).

Further, the moduleV (πλ,a) is theL(g)-module obtained by pulling back theg-module
V (λ), by the evaluation homomorphismeva :L(g) → g. Finally, asL(g)-modules we hav

V (π)∗ ∼= V (π∗).

The structure ofW(π) is not well-understood in general, although it is known thatW(π )

is in general not isomorphic toV (π), a necessary and sufficient condition forW(π) to be
isomorphic toV (π) can be found in [4]. In what follows, we establish further propertie
the Weyl modules which we need in this paper, and also identify natural indecompo
reducible quotients ofW(π).
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Proposition 3.3. Letλ = ∑n
i=1 riωi ∈ P+, a ∈ C×.

(i) For all α ∈ R+ we have

(
x−
α ⊗ (t − a)λ(hα)

)
wπλ,a = 0.

In particular, W(πλ,a) is spanned by elements of the form

(
x−
βj1

⊗ (t − a)r1
)(

x−
βj2

⊗ (t − a)r2
) · · · (x−

βj�
⊗ (t − a)r�

)
wπλ,a,

where� ∈ N+, j1 � j2 � · · · � j�, and0 � rk < λπ (hβjk
) for all 1� k � �.

(ii) For all h ∈ h, k ∈ Z, µ ∈ P , andw ∈ W(πλ,a)µ, we have,

(
h ⊗ (

tk − ak
))r

w = 0, ∀r � 0.

(iii) There exists a bijective correspondence between irreducibleg-submodules ofW(πλ,a)

and the irreducibleL(g)-constituents ofW(πλ,a).

Proof. The relation(x−
α ⊗ (t − a)λ(hα))wπλ,a = 0 was proved in [4, Section 6]. Th

immediately implies the second assertion of (i). To prove (ii) one just uses commu
relations once we know from (i) that

w = (
x−
βj1

⊗ (t − a)r1
)(

x−
βj2

⊗ (t − a)r2
) · · ·(x−

βj�
⊗ (t − a)r�

)
wπλ,a.

To prove (iii) first notice that, from (ii), it follows that the irreducible constituents
W(πλ,a) are all of the formV (πµ,a) for someµ ∈ P+. Then, sinceV (πµ,a) ∼=g V (µ), it
follows that allg-constituents ofW(πµ,a) must also beL(g)-constituents with the sam
multiplicity. �

We now prove the following proposition.

Proposition 3.4. Let λ,µ ∈ P+. Assume that there exists a non-zero homomorph
p :g ⊗ V (λ) → V (µ) of g-modules. The following formulas define an action ofL(g)-
module onV (λ) ⊕ V (µ):

xtr (v,w) = (
arxv, arxw + rar−1p(x ⊗ v)

)
,

wherex ∈ g, r ∈ Z, v ∈ V (λ), andw ∈ V (µ). Denoting this module byV (λ,µ,a), we see
that

0 → V (πµ,a) → V (λ,µ,a) → V (πλ,a) → 0

is a non-split short exact sequence ofL(g)-modules. Finally, ifλ > µ, there exists a
canonical surjective homomorphism ofL(g)-modulesW(πλ,a) → V (λ,µ,a).
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Proof. To check that the formulas give aL(g)-module structure is a straightforwa
verification. SinceL(g)V (µ) ⊂ V (µ), it follows that V (πµ,a) is a L(g)-submodule of
V (λ,µ,a). Sincep : g ⊗V (λ) → V (µ) is non-zero, it follows that the moduleV (λ,µ,a)

is indecomposable and we have the desired short exact sequence ofL(g)-modules. Note
that if λ > µ, we have

L(n+)(vλ,0) = 0, h ⊗ tk(vλ,0) = (
akvλ,0

)
.

Also, sinceV (λ) = U(g)vλ, we see that(V (λ),0) ⊂ U(L(g))vλ, and hence it follows
that V (λ,µ,a) = U(L(g))vλ. But now Lemma 3.1(iii) implies thatV (λ,µ,a) must be
a quotient ofW(πλ,a). �
Remark. One can view the modulesV (λ,µ,a) as generalizations of the modulesV (πλ,a)

as follows. Thus, whileV (πλ,a) is a module forL(g) on which x ⊗ (f − f (a)) acts
trivially for all f ∈ C[t, t−1] andx ∈ g, the modulesV (λ,µ,a) are modules on which
x ⊗ (f − (t − a)f ′(a) − f (a)) acts trivially for all f ∈ C[t, t−1], wheref ′ is the first
derivative off with respect tot .

4. Proof of Proposition 2.3

We begin with the following lemma.

Lemma 4.1.

(i) Assume thatλ,µ ∈ P+ and that there exists a non-zero homomorphismp :g ⊗
V (λ) → V (µ) of g-modules. Then the modulesV (πλ,a) and V (πµ,a) are strongly
linked.

(ii) Let γ ∈ Γ be such thatλ = λγ modQ. Then,V (πλ,a) and V (πλγ ,a) are strongly
linked.

Proof. The first part of the lemma is immediate from Proposition 3.4. The second p
now immediate from (i) and Proposition 1.2.�
Proposition 4.2. Let V (πk) ∈ Cχk for someχk ∈ Ξ , k = 1,2. ThenV (π1) ⊗ V (π2) ∈
Cχ1+χ2.

Proof. By Proposition 3.2, we can writeV (π1) = ⊗k
j=1 V (πλj ,aj ) with aj �= al for

all 1 � l �= j � k andλ1, . . . , λk ∈ P+. Similarly, write V (π2) = ⊗�
j=1 V (πµj ,bj ). We

proceed by induction on the cardinality ofS, where

S = {a1, . . . , ak} ∩ {b1, . . . , b�}.
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If S is empty, thenV ⊗U is irreducible and the result is clear. Suppose then thatS �= ∅ and
assume without loss of generality thata1 = b1. Write

V (πλ1,a1) ⊗ V (πµ1,a1) =
⊕
ν∈P+

mνV (πν,a1),

wheremν is the multiplicity with whichV (ν) occurs inside the tensor product of theg-
modulesV (λ1) ⊗ V (µ1). Sinceλ + µ − ν ∈ Q+, it follows from the definition of spectra
characters thatχπν,a1

= χπλ1,a1
+ χπµ1,a1

. The inductive step follows by noting that,

V (π1) ⊗ V (π2) =
(⊕

ν

mνV (πν,a1)

) k⊗
s=2

V (πλs,as )

�⊗
j=2

V (πµj ,bj ). �

Corollary 4.3.

(i) For all χk ∈ Ξ , k = 1,2, we have

Cχ1 ⊗ Cχ2 ⊂ Cχ1+χ2.

(ii) LetV ∈ Cχ , thenV ∗ ∈ C−χ .

Proof. Let Vk ∈ Cχk , k = 1,2. Since every irreducible constituent ofVk is in Cχk , part (i)
is immediate from the proposition. For part (ii), suppose thatV ∗ ∈ Cχ ′ for someχ ′ ∈ Ξ .
SinceV ⊗ V ∗ contains the trivial representation ofL(g), it follows thatV ⊗ V ∗ ∈ C0 and
the lemma is proved. �
Proof of Proposition 2.3. Suppose thatV (π�), � = 1,2, are irreducibleL(g) modules
with the same spectral characterχ . By Proposition 4.2, there existλ1,�, . . . , λs,� ∈ P+,
� = 1,2 anda1, . . . , as ∈ C× such thatλj,1 − λj,2 ∈ Q and

π� =
s∏

j=1

πλj,�,aj
.

If s = 1, then the proposition follows from Lemma 4.1. Ifχ = ∑s
j=1 χλj ,aj , then it follows

from Proposition 2.7 and Lemma 4.1 thatV (π�) is strongly linked to
⊗s

j=1 V (πλj,�,aj
).

The result follows. �

5. Proof of Proposition 2.4

We begin with the following lemma.

Lemma 5.1. We haveW(π ) ∈ Cχπ .
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Proof. In view of Corollary 4.3, it suffices to prove the lemma whenπ = πλ,a . It follows
from Proposition 3.3 that every irreducible component ofW(π ) is of the formV (πµ,a) for
someµ ∈ λ − Q+. The result is now immediate.�
Lemma 5.2.

(i) LetU ∈ Cχ . Letπ0 ∈ P be such thatχ �= χπ0. ThenExt1L(g)(U,V (π0)) = 0.

(ii) Assume thatVj ∈ Cχj , j = 1,2 and thatχ1 �= χ2. ThenExt1L(g)(V1,V2) = 0.

Proof. Since Ext1 is (bi)additive, to prove (i) it suffices to consider the case whenU is
indecomposable. Consider an extension,

0 → V (π0) → V → U → 0.

We prove by induction on the length ofU that the extension is trivial. Suppose first th
U = V (π) for someπ ∈P and thatχπ �= χπ0. Then, either

(i) λπ < λπ0, or
(ii) λπ0 − λπ /∈ (Q+ − {0}).

Since dualizing the exact sequence above takes us from (i) to (ii), we can assume w
loss of generality that we are in case (ii). This implies immediately that

L(n+)Vλπ = 0,

since wt(V (π0)) ⊂ λπ0 − Q+. On the other hand, sinceVλπ maps ontoV (π)λπ , we
see that dimV π

λπ
�= 0. Thus there exists an element 0�= v ∈ Vλπ which is a common

eigenvector for the action ofL(h) with eigenvalueπ . SinceV has length two, it follows
that eitherV = U(L(g))v or that U(L(g))v = V (π0). But the submoduleU(L(g))v of
V is a quotient ofW(π ) and hence has spectral characterχπ . Sinceχπ �= χπ0, we get
V (π0) ∩ U(L(g))v = 0. Hence

V ∼= V (π0) ⊕ U
(
L(g)

)
v.

This proves that induction begins.
Now assume thatU is indecomposable but reducible and that we know the result fo

modules of length strictly less than that ofU . Let U1 be a proper non-trivial submodule
U and consider the short exact sequence,

0 → U1 → U → U2 → 0.

Since Ext1L(g)(Uj ,V (π0)) = 0 for j = 1,2, by the induction hypothesis, the result follo
by using the exact sequence

Ext1L(g)

(
U2,V (π0)

) → Ext1L(g)

(
U,V (π0)

) → Ext1L(g)

(
U1,V (π0)

)
.

Part (ii) is now immediate by using a similar induction on the length ofV2. �
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The proof of Proposition 2.4 is now completed as follows. LetV be an indecomposab
L(g)-module. We prove that there existsχ ∈ Ξ such thatV ∈ Cχ by an induction on the
length of V . If V is irreducible, follows from the definition of spectral characters
V ∈ Cχπ for someπ ∈ P . If V is reducible, letV (π0) be an irreducible subrepresentati
of V and letU be the corresponding quotient. In other words, we have an extension

0 → V (π0) → V → U → 0.

Write U = ⊕r
j=1 Uj where eachUj is indecomposable. By the inductive hypothe

there existχj ∈ Ξ such thatUj ∈ Cχj , 1� j � r. Suppose that there existsj0 such that
χj0 �= χπ0. Lemma 5.2 implies that

Ext1L(g)

(
U,V (π0)

) ∼=
r⊕

j=1

Ext1L(g)

(
Uj ,V (π0)

) ∼=
⊕
j �=j0

Ext1L(g)

(
Uj ,V (π0)

)
.

In other words, the exact sequence 0→ V (π0) → V → U → 0 is equivalent to one of th
form

0 → V (π0) → Uj0 ⊕ V ′ → Uj0

⊕
j �=j0

Uj → 0,

where

0→ V (π0) → V ′ →
⊕
j �=j0

Uj → 0

is an element of
⊕

j �=j0
Ext1L(g)(Uj ,V (π0)). But this contradicts the fact thatV is

indecomposable. Henceχj = χπ0 for all 1 � j � r andV ∈ Cχπ0
.
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Appendix A

We give an alternate elementary proof ofProposition 1.2. This has the advantage
computing the sequenceµ� of weights explicitly, which is useful in determining precise
the irreducible representations in each block. Further, it also makes precise the algorith
for determining the blocks in the quantum case studied in [6]. We proceed in two step
namely,
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(i) Let µ ∈ P+. There exists a sequence of weightsµl ∈ P+, l = 0, . . . ,m, with µ0 = µ,
µm = ∑

i∈I• siωi , si ∈ N+, satisfying

Homg

(
g ⊗ V (µl),V (µl+1)

) �= 0, ∀1 � l � m.

(ii) Assume thatµ = ∑
i∈I• siωi ∈ P+. Then, there exists a sequence of weightsµl ∈ P+,

l = 0, . . . ,m, with µ0 = λγ , µm = µ satisfying

Homg

(
g ⊗ V (µl),V (µl+1)

) �= 0, ∀0 � l � m.

We also need the following result proved in [16].

Proposition A.1. Suppose thatλ,µ ∈ P+. Fix a non-zero elementvw0µ ∈ V (µ)w0µ. Then
V (λ) ⊗ V (µ) is generated as ag-module by the elementvλ ⊗ vw0µ and the following
defining relations:

(
x+
i

)−w0(µ)(hi)+1
(vλ ⊗ vw0µ) = 0,

(
x−
i

)λ(hi)+1
(vλ ⊗ vw0µ) = 0, ∀i ∈ I.

Assume thatg is of typeAn or Cn. Write µ = ∑n
i=1 riωi . To prove the first step, w

proceed by induction onk0 = max{1 � k � n: rk > 0}, and show that such a sequen
exists and further thatµm = (∑n

i=1 iri
)
ω1. Clearly, induction starts whenk0 = 1. Assume

now that we know the result for allk < k0. To complete the inductive step, we proceed
a further induction onrk0. Definingµ1 = µ+∑k0−1

i=1 αi , it is easily seen thatµ1 ∈ P+ and,
using Proposition A.1, we have

Homg

(
g ⊗ V (µ),V (µ1)

) �= 0.

Since

µ1 = (r1 + 1)ω1 +
k0−2∑
i=2

rkωk + (rk0−1 + 1)ωk0−1 + (rk0 − 1)ωk0,

the proof of step (1) is now immediate by the inductive hypothesis. To prove the s
step, it is enough to show that there exists a sequence of the desired form ifµ = kω1 and
µ0 = rω1 are such that(k − r)ω1 ∈ Q+. In the case ofCn it suffices to consider the cas
k − r = 2. Noting that 2ω1 = θ , we see that by Proposition A.1,

Homg

(
g ⊗ V (rω1),V

(
(r + 2)ω1

)) �= 0,

and the result follows. ForAn, we have to consider the case whenk − r = n + 1. Consider
µ1 = µ0 + θ so that

Homg

(
g ⊗ V (rω1),V

(
(r + 1)ω1 + ωn

)) �= 0.
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By the first step we know that there exists a sequenceµ1, . . . ,µm with µ1 = (r +1)ω1+ωn

andµm = (r + n + 1)ω1 with

Homg

(
g ⊗ V (µk),V (µk+1)

) �= 0

and the proof is now complete forAn.
Suppose thatg is of type Bn and µ = ∑n

i=1 riωi . If ri = 0 for i �= n, the first step
is obvious. Otherwise, we haverk �= 0 for somek < n. We prove by induction on
k0 = min{1 � k < n: rk0 �= 0} that we can find the sequenceµ1, . . . ,µm with µm =
(rm + 2

∑n
i=1 ri )ωn. When k0 = n − 1, considerµ1 = µ + αn. Then, Proposition A.1

implies that

Homg

(
g ⊗ V (rn−1ωn−1 + rnωn),V

(
(rn−1 − 1)ωn−1 + (rn + 2)ωn

)) �= 0,

and now an obvious induction onrn−1 gives the result. Assume now thatk0 < n − 1 and
that we know the result for allk > k0. We proceed by a further induction onrk0. Set
µ1 = µ+ (αk0+1 +2(αk0+2 +· · ·+αn)). We now proceed as in the case ofAn to complete
the first step. For the second step it suffices to prove the existence of the sequenc
µ = kωn andµ0 = rωn andk − r = 2. To do this observe that if we takeµ1 = µ + θ , then

Homg

(
g ⊗ V (µ),V (µ1)

) �= 0,

and the proof of the first step shows that we can connectµ1 andµ by a sequence of th
appropriate form.

Suppose next thatg is of type Dn with n even and thatµ = ∑n
i=1 riωi . If ri = 0,

i �= n,n − 1 there is nothing to prove. Otherwise, we haverk �= 0 for somek < n − 1. We
prove by induction onk0 = min{1 � k < n − 1: rk0 �= 0} that we can find two sequenc
µ1, . . . ,µm, one where

µm =
(

rn−1 +
(n−4)/2∑

j=0

r2j+1 + 2
(n−2)/2∑

j=1

r2j

)
ωn−1 +

(
rn +

(n−4)/2∑
j=0

r2j+1

)
ωn

and another where,

µm =
(

rn−1 +
(n−4)/2∑

j=0

r2j+1

)
ωn−1 +

(
rn +

(n−4)/2∑
j=0

r2j+1 + 2
(n−2)/2∑

j=1

r2j

)
ωn.

Whenk0 = n−2 takeµ1 = µ+αn−1 (respectivelyµ1 = µ+αn) and proceed by inductio
onrn−2. To complete the inductive step fork0 < n−2, we takeµ1 = µ+αk0+1+2(αk0+2+
· · · + αn−2) + αn−1 + αn, we omit further details. For the second step, we must p
that kωi and(k − 2)ωi are connected by an appropriate sequence of elements ofP+ for
i = n,n − 1. As before, we takeµ1 = (k − 2)ωi + θ and use the first step to get the res

Now consider the case ofDn with n odd and letµ = ∑n
i=1 riωi . If ri = 0, i �= n there

is nothing to prove. In the general case we proceed in two further steps:
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(a) There exists a sequence of weightsµl ∈ P+, l = 0, . . . ,m, with µ0 = µ, µm =∑
ioddsiωi , si ∈ N+, satisfying

Homg

(
g ⊗ V (µl),V (µl+1)

) �= 0, ∀1 � l � m.

(b) Assume thatµ is supported only on the odd nodes. Then, there exists a seque
weightsµl ∈ P+, l = 0, . . . ,m, with µ0 = µ, µm = ∑

i∈I• siωi , si ∈ N+, satisfying

Homg

(
g ⊗ V (µl),V (µl+1)

) �= 0, ∀1 � l � m.

To prove step (a), we assume thatrk > 0 for somek even and proceed by induction o
k0 = min{k even:rk > 0}. First, assume thatk0 = n− 1 and proceed by a further inductio
on rn−1 as usual. Setting

µ1 = µ + (α1 + · · · + αn−2 + αn)

=
(n−3)/2∑

j=1

r2j+1ω2j+1 + (r1 + 1)ω1 + (rn + 1)ωn + (rn−1 − 1)ωn−1,

and using the induction onrn−1 −1 completes this case. Next, suppose thatk0 = n−3 and
take

µ1 = µ + (αn−2 + αn−1 + αn)

=
(n−3)/2∑

j=0

r2j+1ω2j+1 + (rn−1 + 1)ωn−1 + (rn + 1)ωn + (rn−3 − 1)ωn−3

and the result follows by induction onrn−3. Now assume thatk0 < n−3 and that we know
the result for allk > k0. Takingµ1 = µ + (αk0+1 + 2(

∑n−2
i=k0+2 αi) + αn−1 + αn−2). Then

µ1 =
(n−1)/2∑

j=0

r2j+1ω2j+1 +
(n−1)/2∑

j=(k0+4)/2

r2jω2j + (rk0+2 + 1)ωk0+2 + (rk0 − 1)ωk0

completes the inductive step. Observe that whenk0 = 2, we have

µm =
(n−3)/2∑

j=1

r2j+1ω2j+1 +
(

r1 +
(n−1)/2∑

j=1

r2j

)
ω1 +

(
rn + rn−1 + 2

(n−3)/2∑
j=1

r2j

)
ωn.

Now we prove step (b), i.e.,rj = 0 for all 1 � j � n with j even. We proceed b
induction onk0 = min{k: rk > 0} and onrk0. If k0 = n, there is nothing to prove. Ifk0 =
n − 2, then takingµ1 = µ + αn = (rn + 2)ωn + (rn−2 − 1)ωn−2 completes the induction
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Now assume thatk0 < n − 2. Takingµ1 = µ + (αk0+1 + 2(
∑n−2

i=k0+2 αi) + αn−1 + αn−2),
we see that

µ1 =
(n−1)/2∑

j=(k0+3)/2

r2j+1ω2j+1 + (rk0+2 + 1)ωk0+2 + (rk0 − 1)ωk0.

This completes the proof of the first step, notice that following this procedure gives

µm =
(

rn + 3rn−1 + 2
(n−3)/2∑

j=0

r2j+1 + 4
(n−3)/2∑

j=1

r2j

)
ωn.

The second step is completed by the usual method and we omit all details.

g = E6. Consider the following sequence of weights:

λ1 = (r1 + r6)ω1 + r2ω2 + r3ω3 + r4ω4 + (r5 + r6)ω5,

λ2 = (r1 + r3 + r6)ω1 + (r2 + r3)ω2 + r4ω4 + (r5 + r6)ω5,

λ3 = (r1 + r3 + r6)ω1 + (r2 + r3)ω2 + (2r4 + r5 + r6)ω5,

λ4 = (r1 + r3 + r6)ω1 + (r2 + r3 + 2r4 + r5 + r6)ω2,

λ5 = (r1 + 2r2 + 3r3 + 4r4 + 2r5 + 3r6)ω1.

Settingµ = λ0, it suffices to show thatλk andλk+1 are connected by a sequence of weig
as in (i) above. But this is clear from Proposition A.1, by noting that

λ1 − λ0 = r6(α1 + α2 + α3 + α4 + α5),

λ2 − λ1 = r3(α1 + α2),

λ3 − λ2 = r4α5,

λ4 − λ5 = (2r4 + r5 + r6)(α1 + 2α2 + 2α3 + α4 + α6),

λ5 − λ6 = (r2 + r3 + 2r4 + r5 + r6)α1.

To prove the second step, we can assume thatµ0 = rω1,µ = kω1, andk − r = 3. Take

µ1 = µ0 + θ = µ + ω6.

Then by Proposition A.1, we have Homg(g ⊗ V (µ),V (µ1)) �= 0. On the other hand, w
see from step (i) that there exists an appropriate sequence connectingµ1 and(r + 3)ω1.
The result is proved forE6.
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g = E7. Consider the following sequence of weights:

λ1 = (r1 + r7)ω1 + r2ω2 + r3ω3 + r4ω4 + r5ω5 + (r6 + r7)ω6,

λ2 = (r1 + r4 + r7)ω1 + r2ω2 + (r3 + r4)ω3 + r5ω5 + (r6 + r7)ω6,

λ3 = (r1 + r4 + r7)ω1 + r2ω2 + (r3 + r4)ω3 + (r6 + r7 + 2r5)ω6,

λ4 = (r1 + r4 + r7)ω1 + (r2 + r6 + r7 + 2r5)ω2 + (r3 + r4)ω3,

λ5 = (r1 + r3 + 2r4 + r7)ω1 + (r2 + r3 + r4 + 2r5 + r6 + r7)ω2,

λ6 = (r1 + 2r2 + 3r3 + 4r4 + 4r5 + 2r6 + 3r7)ω1.

Settingµ = λ0, we see again thatλk andλk+1 are connected by an appropriate seque
For the second step, we can assume thatµ0 = rω1, µ = kω1 with k − r = 2. Taking
µ1 = µ0 + θ = µ + ω6, we find from step (i) thatµ1 and(k + 2)ω1 are connected an
we are done.

g = E8. Consider the following sequence of weights:

λ1 = (r1 + r8)ω1 + r2ω2 + r3ω3 + r4ω4 + r5ω5 + r6ω6 + (r7 + r8)ω7,

λ2 = (r1 + r5 + r8)ω1 + r2ω2 + r3ω3 + (r4 + r5)ω4 + r6ω6 + (r7 + r8)ω7,

λ3 = (r1 + r5 + r8)ω1 + r2ω2 + r3ω3 + (r4 + r5)ω4 + (r7 + r8 + 2r6)ω7,

λ4 = (r1 + r4 + r7)ω1 + (r2 + 2r6 + r7 + r8)ω2 + r3ω3 + (r4 + r5)ω4,

λ5 = (r1 + 2r4 + r5 + r7)ω1 + (r2 + 2r6 + r7 + r8)ω2 + (r3 + r4 + r5)ω3,

λ6 = (r1 + r3 + 3r4 + 2r5 + r7)ω1 + (r2 + r3 + r4 + r5 + 2r6 + r7 + r8)ω2,

λ7 = (r1 + 2r2 + 3r3 + 5r4 + 4r5 + 4r6 + 3r7 + 2r8)ω1.

Settingµ = λ0, we see again thatλk andλk+1 are connected by an appropriate seque
For the second step, we can assume thatµ0 = rω1, µ = kω1 with k − r = 1. Taking
µ1 = µ0 + θ = µ0 + ω1 = µ and we are done.

g = F4. Consider the following sequence of weights:

λ1 = (r1 + 2r2)ω1 + r3ω3 + r4ω4,

λ2 = (r1 + 2r2)ω1 + (r4 + 2r3)ω4,

λ3 = (r1 + 2r2 + 4r3 + 2r4)ω1.

Settingµ = λ0, we see again thatλk andλk+1 are connected by an appropriate seque
For the second step we can assume thatµ = rω1, with r �= 0. Then we define
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µ1 = µ + (α1 + 3α2 + 2α3 + α4),

µ2 = µ1 + α1,

µ3 = µ2 − (2α1 + 2α2 + α3),

µ4 = µ3 − θ

and the result is proved by induction onr, noting thatµ4 = (r − 1)ω1.

g = G2. Here we defineλ1 = µ + r2(3α1 + α2) to see thatµ and (r1 + 3r2)ω1 are
connected as in step (i). To prove step (ii), we use the fact thatrω1+(2α1+α2) = (r +1)ω2
to get the result.

References

[1] V. Chari, Integrable representations of affine Lie algebras, Invent. Math. 85 (2) (1986) 317–335.
[2] V. Chari, A. Pressley, New unitary representations of loop groups, Math. Ann. 275 (1) (1986) 87–104.
[3] V. Chari, A. Pressley, Quantum affine algebras, Comm. Math. Phys. 142 (2) (1991) 261–283.
[4] V. Chari, A. Pressley, Weyl modules for classical and quantum affine algebras, Represent. Theory 5 (20

191–223.
[5] J. Dixmier, Algebres envelopantes, Cahiers Sci. 37 (1974).
[6] P. Etingof, A. Moura, Elliptic centralcharacters and blocks of finite-dimensional representations of quantu

affine algebras, Represent. Theory 7 (2003) 346–373.
[7] B. Feigin, S. Loktev, On generalized Kostka polynomials and quantum Verlinde rule, D. Fuchs 60

anniversary volume, preprint, math.QA/9812093, in press.
[8] B. Feigin, S. Loktev, Multi-dimensional Weyl modules and symmetric functions, preprint, math.Q

0212001.
[9] E. Frenkel, E. Mukhin, Combinatorics ofq-characters of finite-dimensional representations of quantu

affine algebras, Comm. Math. Phys. 216 (1) (2001) 23–57.
[10] E. Frenkel, N. Reshetikhin, Theq-characters of representations of quantum affine algebras and deformatio

of W-algebras, in: Recent Developments in Quantum Affine Algebras and Related Topics, Raleig
1998, in: Contemp. Math., vol. 248, Amer. Math. Soc., Providence, RI, 1999, pp. 163–205.

[11] J.E. Humphreys, Introduction to Lie Algebras and Representation Theory, in: Grad.Texts in Math., Springer-
Verlag, Berlin, 1970.

[12] M. Kashiwara, On level-zero representation ofquantized affine algebras, Duke Math. J. 112 (1) (20
117–195.

[13] B. Kostant, Lie group representationson polynomial rings, Amer. J. Math. 85 (1963) 327–404.
[14] H. Nakajima,t-analogue of theq-characters of finite dimensional representations of quantum affine algebra

in: Physics and Combinatorics, Nagoya,2000, World Scientific, River Edge, NJ, 2001, pp. 196–219.
[15] H. Nakajima, Extremal weight modules of quantum affine algebras, preprint, math.QA/0204183.
[16] K.R. Parthasarathy, R. Ranga Rao, V.S. Varadarajan, Representations of complex semi-simple Lie gr

and Lie algebras, Ann. of Math. 85 (1967) 38–429.


