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Abstract

Planning in nondeterministic domains yields both conceptual and practical difficulties. From the conceptual point of view, different notions of planning problems can be devised: for instance, a plan might either guarantee goal achievement, or just have some chances of success. From the practical point of view, the problem is to devise algorithms that can effectively deal with large state spaces. In this paper, we tackle planning in nondeterministic domains by addressing conceptual and practical problems. We formally characterize different planning problems, where solutions have a chance of success (“weak planning”), are guaranteed to achieve the goal (“strong planning”), or achieve the goal with iterative trial-and-error strategies (“strong cyclic planning”). In strong cyclic planning, all the executions associated with the solution plan always have a possibility of terminating and, when they do, they are guaranteed to achieve the goal. We present planning algorithms for these problem classes, and prove that they are correct and complete. We implement the algorithms in the MBP planner by using symbolic model checking techniques. We show that our approach is practical with an extensive experimental evaluation: MBP compares positively with state-of-the-art planners, both in terms of expressiveness and in terms of performance.
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1. Introduction

In this paper we address the problem of planning for reachability goals in nondeterministic domains. Nondeterministic domains model a particular form of uncertainty: actions are modeled with different outcomes that cannot be predicted at planning time, i.e., it is impossible for the planner to know a priori which of the different possible outcomes will actually take place. Reachability goals intuitively express conditions on the final state of the execution of a plan: we want a plan that, when executed, reaches a state that satisfies some condition, i.e., the final state is a goal state. The notion of solution for a “reachability goal” in classical planning, where domains are deterministic, is clear, since the execution of a plan corresponds to a unique sequence of states: the final state must be a goal state. In the case of nondeterminism, the execution of a given plan may result, in general, in more than one sequence of states. Therefore, the solution to a “reachability goal” should be characterized with respect to the many possible executions of a plan. More precisely, we distinguish three possibilities:

1. **Weak solutions** are plans that may achieve the goal, but are not guaranteed to do so: at least one of the many possible sequences of states corresponding to plan execution reaches the goal (i.e., the final state is a goal state).
2. **Strong solutions** are plans that are guaranteed to achieve the goal in spite of nondeterminism: all the sequences of states corresponding to its execution reach the goal.
3. **Strong cyclic solutions** are plans that are guaranteed to achieve the goal under a “fairness” assumption. Their execution can result in an infinite sequence of states, i.e., execution can loop forever. However, this happens only if some action is executed infinitely often in a given state and some of its outcomes (the ones leading to the goal) never occur. We say that these executions are “unfair”.

Weak and strong solutions correspond to the two extreme requirements for satisfying reachability goals. Intuitively, weak solutions correspond to “optimistic plans”, i.e., to plans that actually reach the goal just if the action outcomes result in one of the sequences that lead to the goal. Strong solutions correspond to “safe plans”, i.e., to plans that reach the goal independently of all the uncertainty in possible action outcomes, e.g., failures. However, there might be cases in which weak solutions are not acceptable, and strong solutions do not exist. Strong cyclic solutions are a viable alternative. They correspond to the intuitive notion of “acceptable” iterative trial-and-error strategies. Consider, for instance, the following simple example in the “Block World” domain with one block on the table. The action “pick-up the block” is modeled with two possible outcomes: it may succeed, or it may fail by leaving the block on the table (i.e., in the same state). The reachability goal is to have the “block at hand”. There is no strong solution to this planning problem. An example of weak solution is the plan composed of a single action, “pick up the block”: if we are lucky, the action succeeds and the goal is reached. An example of strong cyclic solution is the plan “pick up the block until succeed”, which repeats the execution of the action. The execution loops forever just in the case the action continuously fails.
However, this is a case of an unfair execution. This solution is much stronger than a weak solution: if at least one of the executions of the action succeeds, then we reach the goal.

Planning for weak, strong, and strong cyclic solutions yields both conceptual and practical difficulties. From the conceptual point of view, we need a formal characterization of the planning problems and well-founded algorithms that generate conditional and iterative plans. From the practical point of view, the problem is to devise algorithms that can effectively deal with large state spaces. Planning algorithms need efficient ways to analyze all possible action outcomes. Furthermore, in the case of strong cyclic planning, there is the additional difficulty that infinite execution paths must be analyzed. The results of the work presented in this paper provide both a well-founded and a practical framework that tackles problems that could not be dealt with before:

- We formally characterize the notions of weak, strong, and strong cyclic solution.
- We present planning algorithms for finding weak, strong, and strong cyclic solutions. The algorithms generate iterative and conditional plans that repeatedly sense the world, select an appropriate action, execute it, and iterate until the goal is reached. We prove that the algorithms are correct and complete, i.e., they find a solution if it exists and, if no solution exists, they terminate with failure.
- We show that the algorithms can be formulated by using symbolic model checking techniques [49]. In particular, sets of states are represented as propositional formulae, and search through the state space is performed as a set of logical transformations over propositional formulae. We implement the algorithms in the Model Based Planner (MBP), a planner built on top of the state-of-the-art symbolic model checker NuSMV [18]. MBP is based on Binary Decision Diagrams (BDDs) [15], that allow for a compact representation and effective manipulation of propositional formulae.
- We provide an extensive experimental evaluation of our approach. We show that MBP compares positively with the existing planners that can deal with nondeterministic domains, both in terms of expressiveness and in terms of performance. Most of the other planners cannot deal with all the planning problems the MBP algorithms have been designed for, e.g., strong cyclic planning.

The paper is structured as follows. In Section 2, we define nondeterministic planning domains, conditional and iterative plans, and the different notions of planning problems and solutions. In Section 3 we provide algorithms for strong and weak planning, which share a common structure and are similar in spirit: the resulting plans, if any, achieve the goal in a finite number of steps. In Section 4 we present the algorithm for strong cyclic planning, which generates iterative trial-and-error strategies. In Section 5 we show how the algorithms are implemented by means of symbolic model checking techniques. In Section 6 we describe MBP, our BDD-based planner. In Section 7 we evaluate our approach. We compare MBP with state-of-the-art planners that deal with nondeterministic domains. In Section 8 we present related work, and in Section 9 we draw some conclusions and present the lines of future research.
2. Domains, plans, and planning problems

The aim of this section is to provide a precise notion of planning problems in nondeterministic domains. We first define nondeterministic planning domains (Section 2.1), then the plan structure that we choose to represent conditional and iterative behaviours, and the notion of execution of a plan in a planning domain (Section 2.2). Finally, we define the notion of planning problem with different forms of solutions: weak, strong, and strong cyclic solutions (Section 2.3).

2.1. Nondeterministic domains

A (nondeterministic) planning domain can be expressed in terms of propositions, which may assume different values in different states, of actions, and of a transition relation describing how (the execution of) an action leads from one state to possibly many different states.

Definition 2.1 (Planning domain). A planning domain $D$ is a 4-tuple $\langle P, S, A, R \rangle$ where

- $P$ is the finite set of propositions,
- $S \subseteq 2^P$ is the set of states,
- $A$ is the finite set of actions, and
- $R \subseteq S \times A \times S$ is the transition relation.

Intuitively, a state is a collection of the propositions holding in it. The transition relation describes the effects of action execution. An action $a$ is executable in a state $s$ if there exists at least one state $s'$ such that $R(s, a, s')$. An action $a$ is deterministic (nondeterministic) in a state $s$ if there exists exactly one (more than one) state $s'$ such that $R(s, a, s')$. We denote with $\text{ACT}(s)$ the set of actions that are executable in state $s$:

$$\text{ACT}(s) \doteq \{a : \exists s'. R(s, a, s')\}.$$ 

We denote with $\text{EXEC}(s, a)$ the execution of $a$ in $s$ which corresponds to the set of the states that can be reached from $s$ performing action $a \in \text{ACT}(s)$:

$$\text{EXEC}(s, a) \doteq \{s' : R(s, a, s')\}.$$ 

Example 2.2. As an example, we use a simplified version of the nondeterministic “Omelette” domain [47], depicted in Fig. 1. The intended goal is to have two eggs into a bowl, so that an omelette can be prepared. Eggs can be unpredictably good or bad. A rotten egg in the bowl has the effect of spoiling the bowl. It is possible to determine whether the egg is good or bad only after the egg is broken into the bowl. However, breaking an egg may fail to open it and to drop its content into the bowl. In this case it is still impossible to determine whether an egg is good or bad. If we force the egg to open, we assure that its content is in the bowl. After this we can determine whether the egg is good or bad. A bowl can always be cleaned by discarding its content. We assume to have an infinite number of eggs that can be grabbed and broken into the bowl. The bowl can contain up to 2 eggs.
In this domain, the propositions in $\mathcal{P}$ are $\{\text{#eggs}=0, \text{#eggs}=1, \text{#eggs}=2, \text{bad}, \text{good}, \text{unbroken}\}$. Proposition $\text{#eggs}=i$ indicates the number $i$ of eggs that have been broken into a bowl, including the egg that we might have failed to break. Proposition $\text{bad}$ holds in a state where at least one of the eggs in the bowl is bad, while $\text{good}$ is true in states where all eggs in the bowl are good. Proposition $\text{unbroken}$ holds when we have failed to break an egg.

Possible states are sets of propositions. Each state may contain exactly one of the $\text{#eggs}=i$, and exactly one between $\text{good}$ and $\text{bad}$. In the following, we associate each state with a numerical label. For instance, state 1 contains the propositions $\text{good}$ and $\text{#eggs}=0$; state 5 contains the propositions $\text{#eggs}=2$, $\text{bad}$ and $\text{unbroken}$; state 8 contains the propositions $\text{#eggs}=2$, $\text{good}$ and $\text{unbroken}$.

The set of actions $A$ is $\{\text{break, open, discard}\}$. The transition relation $\mathcal{R}$ represents the precondition of each action, and the effects of an action in a given state. For instance, we have that $\mathcal{R}(1, \text{break}, 2), \mathcal{R}(1, \text{break}, 3)$, and $\mathcal{R}(1, \text{break}, 4)$. This means that the action $\text{break}$ can be executed in the state where $\text{#eggs}=0$ holds, leads to a state where $\text{#eggs}=1$ holds, and where nondeterministically either the egg is unbroken and good holds, or unbroken does not hold and the bowl can be unpredictably good or bad.

Planning domains, as given in Definition 2.1, are independent of the language we use to describe them. In fact, all the planning algorithms described in this paper are independent of the domain language, since they work at the level of the (semantic) model of domains described in Definition 2.1. Existing languages for describing nondeterministic domains, and the problem of mapping the description of a domain given in one of these languages into the corresponding semantic model, are discussed in Section 6.
2.2. Plans as state-action tables

We need to express conditional and iterative plans that, when executed, sense the world at run-time and, depending on the state of the world, can execute different actions. These plans can be described by associating a set of actions to a state that can be executed in such state. We call them state-action tables. They resemble universal plans [60] and policies [4,12].

**Definition 2.3 (State-action table).** A state-action table \( \pi \) for a planning domain \( D = (P, S, A, R) \) is a set of pairs \( (s, a) \), where \( s \in S \) and \( a \in \text{ACT}(s) \). A state-action table \( \pi \) is deterministic if for any state \( s \) there is at most one action \( a \) such that \( (s, a) \in \pi \), otherwise it is nondeterministic.

We call \( (s, a) \) a state-action pair. According to Definition 2.3, action \( a \) of state-action pair \( (s, a) \) must be executable in \( s \). Hereafter, we write \( \text{STATESOF}(\pi) \) for the set of states of the state-action table \( \pi \):

\[
\text{STATESOF}(\pi) = \{ s : (s, a) \in \pi \}.
\]

The execution of a state-action table can result in conditional and iterative behaviours. Intuitively, a state-action table execution can be explained in terms of a reactive execution loop that senses the state of the world and chooses one of the corresponding actions, if any, for the execution.

\[
s := \text{SENSECURRENTSTATE}();
\]

\[
\textbf{while } s \in \text{STATESOF}(\pi) \textbf{ do}
\]

\[
a := \text{GETACTION}(s, \pi);
\]

\[
\text{EXECUTE}(a);
\]

\[
s := \text{SENSECURRENTSTATE}();
\]

\[
\textbf{done}
\]

\text{SENSECURRENTSTATE} returns a description of the status of the world. For a reactive system, this amounts to reading the sensors. \text{GETACTION} selects one action among the possible actions associated with the current state. Then, the selected action is executed by \text{EXECUTE}. The loop is repeated until a terminal state is reached, i.e., a state that is not associated with any action in the state-action table.

**Example 2.4.** Possible state-action tables for the omelette planning domain are the following. (We will use these state-action tables in the following examples.)

\[
\pi_a = \{(1, \text{break}), (3, \text{break})\},
\]

\[
\pi_b = \{(1, \text{break}), (2, \text{break}), (3, \text{break}), (4, \text{open}), (5, \text{open}), (8, \text{open})\},
\]

\[
\pi_c = \{(1, \text{break}), (2, \text{discard}), (3, \text{break}), (4, \text{open}), (6, \text{discard}), (8, \text{open})\}.
\]
The execution of a state-action table in a planning domain can be described in terms of the transitions that the state-action table induces.

**Definition 2.5 (Execution structure).** Let $\pi$ be a state-action table of a planning domain $D = \langle P, S, A, R \rangle$. The execution structure induced by $\pi$ from the set of initial states $I \subseteq S$ is a tuple $K = \langle Q, T \rangle$, where $Q \subseteq S$ and $T \subseteq S \times S$ are the minimal sets satisfying the following rules:

1. If $s \in I$, then $s \in Q$, and
2. If $s \in Q$ and there exists a state-action pair $\langle s, a \rangle \in \pi$ such that $R(s, a, s')$, then $s' \in Q$ and $T(s, s')$.

A state $s \in Q$ is a terminal state of $K$ if there is no $s' \in Q$ such that $T(s, s')$.

An execution structure is a directed graph, where the nodes are all the states which can be reached by executing actions in the state-action table, and the arcs represent possible action executions. Intuitively, an induced execution structure contains all the states (transitions) that can be reached (fired) when executing the state-action table $\pi$ from the initial set of states $I$. An induced execution structure is not required to be total, i.e., it may contain states with no outcoming arcs. Intuitively, terminal states represent states where the execution stops.

**Example 2.6.** The execution structures induced by the state-action tables $\pi_a$, $\pi_b$ and $\pi_c$ in Example 2.4 on the omelette domain from state 1 can be depicted as the graphs in Figs. 2, 3, and 4 respectively.

![Fig. 2. The execution structure induced by state-action table $\pi_a$.](image-url)
An execution structure is a finite presentation of all the possible executions of a given plan in a given planning domain. An execution path of an execution structure is a sequence of states in the execution structure, and can be either a finite path ending in a terminal state, or an infinite path.
Definition 2.7 (Execution path). Let \( K = \langle Q, T \rangle \) be the execution structure induced by a state-action table \( \pi \) from \( I \). An execution path of \( K \) from \( s_0 \in I \) is a possibly infinite sequence \( s_0, s_1, s_2, \ldots \) of states in \( Q \) such that, for all states \( s_i \) in the sequence:

- either \( s_i \) is the last state of the sequence, in which case \( s_i \) is a terminal state of \( K \);
- or \( T(s_i, s_{i+1}) \).

We say that a state \( s' \) is reachable from a state \( s \) if there is a path from \( s \) to \( s' \). \( K \) is an acyclic execution structure if all its execution paths are finite.

Example 2.8. Some of the infinitely many execution paths for the execution structure induced by the state-action table \( \pi_c \) in Example 2.4 from state 1 are the following.

- 1, 3, 7
- 1, 4, 3, 8, 7
- 1, 2, 1, 3, 7
- 1, 2, 1, 2, 1, 3, 7
- 1, 2, 1, 2, \ldots
- 1, 3, 6, 1, 3, 7
- 1, 3, 6, 1, 3, 6 \ldots

All these sequences of states are paths of the execution structure represented in Fig. 4. All the finite paths end in state 7, that is the only terminal state of the execution structure.

2.3. Planning problems and solutions

A planning problem is defined by a planning domain \( D \), a set of initial states \( I \), and a set of goal states \( G \).

Definition 2.9 (Planning problem). Let \( D = \langle P, S, A, R \rangle \) be a planning domain. A planning problem for \( D \) is a triple \( \langle D, I, G \rangle \), where \( I \subseteq S \) and \( G \subseteq S \).

The above definition takes into account two forms of nondeterminism. First, we have a set of initial states, and not a single initial state. This allows for expressing partially specified initial conditions. Second, the execution of an action from a state results in a set of states, and not necessarily in a single state (see \( R \) in Definition 2.1). This allows for expressing nondeterministic action executions.

Intuitively, solutions to a planning problem satisfy a reachability requirement: a solution is a state-action table whose aim is, starting at any state in the set of initial states \( I \), to reach states in a set of final desired states \( G \). In order to make this requirement precise, we need to specify “how” the set of final desired states should be reached, i.e., the “strength” of this requirement.

We formalize the notion of weak, strong and strong cyclic solutions as follows.
Definition 2.10 (Deterministic solutions). Let $\mathcal{D} = \langle \mathcal{P}, \mathcal{S}, \mathcal{A}, \mathcal{R} \rangle$ be a planning domain. Let $P = \langle \mathcal{D}, \mathcal{I}, \mathcal{G} \rangle$ be a planning problem. Let $\pi$ be a deterministic state-action table for $\mathcal{D}$. Let $K = \langle Q, T \rangle$ be the execution structure induced by $\pi$ from $\mathcal{I}$.

(1) $\pi$ is a weak solution to $P$ if for any state in $\mathcal{I}$ some terminal state of $K$ is reachable that is also in $\mathcal{G}$.

(2) $\pi$ is a strong solution to $P$ if $K$ is acyclic and all terminal states of $K$ are in $\mathcal{G}$.

(3) $\pi$ is a strong cyclic solution to $P$ if from any state in $Q$ some terminal state of $K$ is reachable and all the terminal states of $K$ are in $\mathcal{G}$.

According to the definitions given in Section 2.1, the execution of a state-action table terminates only when there is no action associated to the terminal state in the state-action table. Therefore, in Definition 2.10 we do not consider to be successful those execution paths that contain goal states but that terminate in a state that is not in $\mathcal{G}$.

Weak solutions are plans that may achieve the goal, but are not guaranteed to do so. This amounts to saying that at least one of the many possible execution paths of the state-action table should result in a terminal state that is a goal state. Strong solutions are plans that are guaranteed to achieve the goal in spite of nondeterminism, i.e., all the execution paths should result in a terminal state that is a goal state. Strong cyclic solutions formalize the intuitive notion of “acceptable” iterative trial-and-error strategies: all their partial execution paths can be extended to a finite execution path whose terminal state is a goal state. Strong cyclic solutions can produce executions that loop forever. However, this can only happen under an infinite sequence of “failures” in the execution of some action. That is, all the infinite execution paths are “unfair”, since they eventually enter loops where some actions are executed infinitely often in given states, but some of its outcomes (the ones leading to the goal) never occur.

Weak, strong, and strong-cyclic solutions can also be characterized in terms of probabilities. Assume that each outcome $s' \in \text{EXEC}(s, a)$ of action $a$ from state $s$ has a non-zero probability. Then weak plans reach the goal with probability strictly greater than 0. Strong plans reach the goal with probability 1 in at most $n$ steps.\footnote{The number $n$ of steps required to reach the goal depends on the actual plan. However, $n$ cannot exceed the number of states in the domain, since the execution paths of strong plans cannot pass twice through the same state.} Also strong cyclic plans reach the goal with probability 1, but there is no bound on the number of steps; in this case, infinite execution paths are allowed, but they have probability 0 to occur.

In the general case of nondeterministic state-action tables, we say that $\pi$ is a strong (weak, strong cyclic) solution to a planning problem if all the determinizations of $\pi$ are, according to Definition 2.10. Formally, a determinization of $\pi$ is any deterministic state-action table $\pi_d \subseteq \pi$ such that $\text{STATESOF}(\pi_d) = \text{STATESOF}(\pi)$. In this way, we model the fact that the executor can choose any action arbitrarily when building the deterministic state-action table, i.e., there are no compatibility constraints among the actions in different states. This guarantees that the plan is correct also in the general case where the executor selects at run-time one action among the possible actions associated to the current state by the state-action table.
Definition 2.11 (Nondeterministic solutions). Let \( D = \langle P, S, A, R \rangle \) be a planning domain. Let \( P = \langle D, I, G \rangle \) be a planning problem. Let \( \pi \) be a (nondeterministic) state-action table for \( D \). \( \pi \) is a weak (resp. strong, strong cyclic) solution to \( P \) if all the determinizations \( \pi_d \) of \( \pi \) are weak (resp. strong, strong cyclic) solutions to \( P \) according to Definition 2.10.

As a final remark, notice that the strong solutions to a planning problem are a subset of the strong cyclic solutions, which are in turn a subset of the weak solutions. Indeed, any state-action table \( \pi \) that is a strong solution to a planning problem \( P \) is also a strong cyclic solution to \( P \): if the execution structure \( K \) induced by \( \pi \) is acyclic, then all the execution paths are finite. Hence, from any state in \( K \), a terminal state is reached following any path. Moreover, any state-action table \( \pi \) that is a strong cyclic solution to a planning problem \( P \) is also a weak solution to \( P \). Indeed, according to the definition of strong cyclic solution, a terminal goal state is reachable from any state of the execution structure, so this is true in particular for all the initial states.

Example 2.12. In Example 2.4, state-action table \( \pi_a \) is a weak solution to the planning problem where the initial state is state 1 and the goal state is 7. It is a plan that may achieve the goal of having two good eggs in the bowl.

State-action table \( \pi_b \) is a strong solution to the planning problem where the initial state is state 1 and the goal states are 6 and 7. It is a safe plan that guarantees that two eggs (either bad or good) are broken in the bowl.

State-action table \( \pi_b \) is also a weak solution to the planning problem where the initial state is state 1 and the goal state is 7, even if it is not a strong solution for this planning problem.

State-action table \( \pi_c \) is a strong cyclic solution to the planning problem where the initial state is 1 and the goal state is 7. It is an iterative trial-and-error strategy that, every time a bad egg is broken into the bowl, cleans the bowl by discarding the egg(s). It iteratively tries to get to the point where two good eggs are in the bowl, so that an omelette can be prepared.

The latter planning problem admits no strong solutions: in principle, it is always possible to encounter an infinite sequence of rotten eggs which will prevent us from making our omelette. This is, however, a case of extreme bad luck. A strong cyclic solution guarantees that, for any case of “finite” bad luck, the goal is reached with a finite execution.

3. Algorithms for weak and strong planning

In this section we describe the algorithms for weak and strong planning. The two algorithms operate on the planning problem: the sets of the initial states \( I \) and of the goal states \( G \) are explicitly given as input parameters, while the domain \( D = \langle P, S, A, R \rangle \) is assumed to be globally available to the invoked subroutines. Both algorithms either return a solution state-action table, or a distinguished value for state-action tables, called \( \text{Fail} \), used to represent search failure. In particular, we assume that \( \text{Fail} \) is different from the empty state-action table, that we will denote with \( \emptyset \).
The algorithms, presented in Fig. 5, are based on a breadth-first search proceeding backwards from the goal, towards the initial states. For both algorithms, at each iteration step, the set of states for which a solution has been already found is used as a target for the expansion preimage routine at line 5, that returns a new “slice” to be added to the state-action table under construction. The algorithms are actually identical, except for the fact that the extension primitive is the function \textsc{WeakPreimage} in the case of weak planning, and \textsc{StrongPreimage} in the case of strong planning. Functions \textsc{WeakPreimage} and \textsc{StrongPreimage} are defined as follows:

\textsc{WeakPreimage}(S) = \{ (s, a) : \text{EXEC}(s, a) \cap S \neq \emptyset \}.

\textsc{StrongPreimage}(S) = \{ (s, a) : \emptyset \neq \text{EXEC}(s, a) \subseteq S \}.

Intuitively, \textsc{WeakPreimage}(S) returns the set of state-action pairs \((s, a)\) such that the execution of \(a\) in \(s\) may lead inside \(S\). \textsc{StrongPreimage}(S) returns the set of state-
action pairs \( (s, a) \) such that the execution of \( a \) in \( s \) is guaranteed to lead to states inside \( S \), regardless of nondeterminism.

In the weak (strong) planning algorithm, function \textsc{WeakPreImage} (function \textsc{StrongPreImage}, resp.) is called using as target the goal states \( G \) and the states that are already in the state-action table \( SA \): these are the states for which a solution is already known. In both cases, the returned preimage \textit{PreImage} is then passed to function \textsc{PruneStates}, defined as follows:

\[
\textsc{PruneStates}(\pi, S) \doteq \{ (s, a) \in \pi : s \notin S \}.
\]

This function removes from the preimage table all the pairs \( (s, a) \) such that a solution is already known for \( s \). This pruning is important to guarantee that only the shortest solution from any state appears in the state-action table. The termination test requires that the initial states are included in the set of accumulated states (i.e., \( G \cup \text{StatesOf}(SA) \)), or that a fix-point has been reached and no more states can be added to state-action table \( SA \). In the first case, the returned state-action table is a solution to the planning problem. In the second case, no solution exists.

\textbf{Example 3.1.} Let us consider the omelette domain and the planning problem of reaching state \( 7 \) from state \( 1 \).

The weak planning algorithm succeeds to build a weak solution for the planning problem. Indeed, the value of variable \( SA \) in the algorithm after \( i \) iterations of the while loop coincides with state-action table \( \pi_i \), where:

\[
\begin{align*}
\pi_0 & = \emptyset, \\
\pi_1 & = \{(3, \text{break}), (8, \text{open})\}, \\
\pi_2 & = \{(3, \text{break}), (8, \text{open}), (1, \text{break}), (4, \text{open})\}.
\end{align*}
\]

After the second iteration of the while loop, the algorithm terminates, as the state-action table contains the initial state \( 1 \).

The strong planning algorithm, instead, fails to build a strong solution for the planning problem. The algorithm starts with variable \( SA \) set to \( \emptyset \) and, since \( \textsc{StrongPreImage}(\{7\}) = \emptyset \), no new state-action pair is added to variable \( SA \) in the first iteration of the while loop: the fix-point is immediately reached. The computed state-action table \( \emptyset \) does not include the initial state \( 1 \), therefore the strong planning algorithm returns with a failure. This result is correct, as there is no strong solution for this planning problem. In general, it is possible to show that, if the fix-point is reached, the computed state-action table includes all states that admit a strong solution: in this case, the only state that admits a (trivial) strong solution is the goal state \( 7 \).

Now we show that the weak and strong planning algorithms proposed above are correct, namely that they always terminate and that they return a solution if (and only if) such a solution exists. Also, we show that the state-action table returned by the algorithms are “optimal” w.r.t. a suitable measure of the distance of a state from the goal.
3.1. Formal properties of the weak planning algorithm

In this section we prove the correctness of the weak planning algorithm.

We have seen that the algorithm incrementally builds the state-action table backwards, proceeding from the goal towards the initial states. In this way, at any iteration of the while loop in the algorithm, states at a growing distance from the goal are added to the state-action table. To formalize this intuition, we define the weak distance of a state $s$ from goal $G$ as that smallest number of transitions that are necessary in the domain to reach from $s$ a state in $G$.

We start by giving the definition of trace: a trace in the planning domain is a sequence of states that are connected by the transition relation.

**Definition 3.2 (Trace).** A trace from state $s$ to state $s'$ is a sequence of states $s_0, s_1, \ldots, s_i$ with $s_0 = s$, $s_i = s'$ such that for all $j = 0, \ldots, i - 1$ there is some action $a_j$ such that $R(s_j, a_j, s_{j+1})$. Let $S'$ be a set of states; then a trace from $s$ to $S'$ is a trace from $s$ to any state $s' \in S'$. We say that trace $s = s_0, s_1, \ldots, s_i = s'$ has length $i$. We say that trace $s = s_0, s_1, \ldots, s_i = s'$ is compatible with state-action table $\pi$ if for all $j = 0, \ldots, i - 1$ there is some $\langle s_j, a_j \rangle \in \pi$ such that $R(s_j, a_j, s_{j+1})$.

**Definition 3.3 (Weak distance).** The weak distance $W\text{D}ist(s, G)$ of a state $s$ from goal $G$ is the smallest integer $i$ such that there is a trace of length $i$ from $s$ to $G$. If no trace from $s$ to $G$ exists, then we define $W\text{D}ist(s, G) = \infty$.

We remark that, according to this definition, if $s \in G$, then $W\text{D}ist(s, G) = 0$, as there is a 0-length trace from $s$ to $G$.

We now formalize the idea that states at a growing distance from goal $G$ are added to state-action table $SA$ at each iteration of the algorithm (Proposition 3.6 below). We start with some notations and auxiliary lemmas.

Let $\pi_i$ be the value of variable $SA$ after $i$ iterations of the while loop at lines 4–9 of the WEAKPLAN algorithm; also, let $S_0 = G$ and $S_i = \text{STATESOF}($SA$_\pi \setminus \pi_{i-1})$ be the set of states added to $SA$ during the $i$th iteration.

**Lemma 3.4.** \text{STATESOF}($\pi_i$) = $\bigcup_{j=1}^{i} S_j$ and $G \cup \text{STATESOF}($\pi$_i$) = $\bigcup_{j=0}^{i} S_j$.

**Proof.** This is a direct consequence of the definitions of $\pi_i$ and $S_i$. \hfill $\square$

**Lemma 3.5.** The sets of states $S_i$ are disjoint, i.e., $S_i \cap S_j = \emptyset$ if $i \neq j$.

**Proof.** The call of function PRUNE STATES at line 6 of the algorithm guarantees this property. \hfill $\square$

**Proposition 3.6.** Let $s$ be a state in the planning domain. Then $s \in S_i$ iff $W\text{D}ist(s, G) = i$.

**Proof.** By induction on $i$. 

In this section we prove the correctness of the weak planning algorithm.
Case $i = 0$. By definition of $S_0$, $s \in S_0$ iff $s \in \mathcal{G}$. Also, by definition of weak distance, $WDist(s, \mathcal{G}) = 0$ iff $s \in \mathcal{G}$. So $s \in S_0$ iff $WDist(s, \mathcal{G}) = 0$.

Case $i > 0$. By the inductive hypothesis, for all $j < i$ we have $s' \in S_j$ iff $WDist(s', \mathcal{G}) = j$. So, by Lemma 3.4, $s' \in \mathcal{G} \cup \text{STATESOF}(\pi_{i-1})$ iff $s \in \bigcup_{j=0}^{i-1} S_j$ iff $WDist(s, \mathcal{G}) < i$.

Assume $s \in S_i$. Then, by definition of $S_i$ and of $\pi_i$, it holds that

\[ s \in \text{STATESOF}(\text{WEAKPREIMAGE}(\mathcal{G} \cup \text{STATESOF}(\pi_{i-1}))) \]

and

\[ s \notin \mathcal{G} \cup \text{STATESOF}(\pi_{i-1}). \]

By definition of WEAKPREIMAGE, there is some action $a$ and some $s' \in \text{EXEC}(s, a)$ such that $s' \in \mathcal{G} \cup \text{STATESOF}(\pi_{i-1})$. Therefore, $WDist(s, \mathcal{G}) \leq WDist(s', \mathcal{G}) + 1 \leq i$, as $WDist(s', \mathcal{G}) \leq i - 1$ for all $s' \in \mathcal{G} \cup \text{STATESOF}(\pi_{i-1})$. So, we have proved that $WDist(s, \mathcal{G}) \leq i$. To conclude $WDist(s, \mathcal{G}) = i$ we observe that $WDist(s, \mathcal{G}) \leq i - 1$ is impossible, as $s \notin \mathcal{G} \cup \text{STATESOF}(\pi_{i-1})$.

Assume now $WDist(s, \mathcal{G}) = i$. Then, by definition of weak distance, there is some $a$ and some $s' \in \text{EXEC}(s, a)$ such that $WDist(s', \mathcal{G}) = i - 1$. Then $(s, a) \in \text{WEAKPREIMAGE}(S_{i-1})$ and, since $S_{i-1} \subseteq \mathcal{G} \cup \text{STATESOF}(\pi_{i-1})$ by Lemma 3.4, we obtain

\[ (s, a) \in \text{WEAKPREIMAGE}(\mathcal{G} \cup \text{STATESOF}(\pi_{i-1})). \]

Moreover, $s \notin \mathcal{G} \cup \text{STATESOF}(\pi_{i-1})$: otherwise $s \in S_j$ for some $j < i$ and hence $WDist(s, \mathcal{G}) < i$ by the inductive hypothesis, and this contradicts the hypothesis the $WDist(s, \mathcal{G}) = i$. So,

\[ (s, a) \in \pi_i = \text{PRUNESTATES}(\text{WEAKPREIMAGE}(\mathcal{G} \cup \text{STATESOF}(\pi_{i-1})), \mathcal{G} \cup \text{STATESOF}(\pi_{i-1})). \]

We conclude that $s \in S_i$ by definition of $S_i$. \qed

The following proposition captures the main property of the state-action table built by the weak planning algorithm. Namely, assume that state $s$ is at distance $i$ from the goal and that action $a$ is a valid action to be performed in state $s$ according to the state-action table built by the algorithm. Then, some of the outcomes of executing $a$ in $s$ should succeed and lead to a state at distance $i-1$ from the goal, while there may be other executions that fail and lead to a state at a bigger distance from the goal, or to a state from which the goal is unreachable. According to the definition of weak distance, no outcome can lead to a state at a distance less than $i-1$ from the goal.

**Proposition 3.7.** Let $i > 0$. If $s \in S_i$ and $(s, a) \in \pi_i$, then:

- \[ \text{EXEC}(s, a) \cap S_j = \emptyset \text{ if } j < i - 1, \text{ and} \]
- \[ \text{EXEC}(s, a) \cap S_{i-1} \neq \emptyset. \]

**Proof.** By definition of $S_i$ and of $\pi_i$, we know that

\[ (s, a) \in \text{WEAKPREIMAGE}(\mathcal{G} \cup \text{STATESOF}(\pi_{i-1})). \]
and that
\[ s \notin \mathcal{G} \cup \text{STATESOF}(\pi_{i-1}). \]

For the first item, assume \( \text{EXEC}(s,a) \cap S_j \neq \emptyset \) for some \( j < i \). Then \( (s, a) \in \text{WEAKPREIMAGE}(S_j) \) by definition of weak preimage, and since \( S_j \subseteq \mathcal{G} \cup \text{STATESOF}(\pi_j) \) then \( (s, a) \in \text{WEAKPREIMAGE}(\mathcal{G} \cup \text{STATESOF}(\pi_j)) \). Moreover, \( s \notin \mathcal{G} \cup \text{STATESOF}(\pi_{i-1}) \) and \( j < i \) imply \( s \not\in \mathcal{G} \cup \text{STATESOF}(\pi_j) \). Summing up, we have proved that
\[ (s, a) \in \text{PRUNE STATES}(\text{WEAKPREIMAGE}(\mathcal{G} \cup \text{STATESOF}(\pi_j))), \]
\[ \mathcal{G} \cup \text{STATESOF}(\pi_j), \]
that is \( (s, a) \in \pi_{j+1} \). This implies \( s \in S_{j+1} \) and, since \( s \in S_i \) by hypothesis, Lemma 3.5 forces \( i = j + 1 \). This concludes the proof of the first item.

For the second item, assume by contradiction \( \text{EXEC}(s,a) \cap S_{i-1} = \emptyset \). We have just proved that \( \text{EXEC}(s,a) \cap S_j = \emptyset \) for \( j < i - 1 \), so, by Lemma 3.4 we conclude \( \text{EXEC}(s,a) \cap (\mathcal{G} \cup \text{STATESOF}(\pi_{i-1})) = \emptyset \). Therefore, \( (s, a) \notin \text{WEAKPREIMAGE}(\mathcal{G} \cup \text{STATESOF}(\pi_{i-1})) \) and hence \( (s, a) \notin \pi_i \), which is absurd. By contradiction, we conclude that \( \text{EXEC}(s,a) \cap S_{i-1} \neq \emptyset \). \( \square \)

Propositions 3.6 and 3.7 are the basic ingredients for proving the correctness of function WEAKPLAN. The correctness depends on the fact that all the states from which the goal may be reached have a finite weak distance from the goal, and hence are eventually added to the state-action table built by the algorithm (Proposition 3.6); and on the fact that any action that appears in the state-action table has some outcome that lead to a shorter distance to the state-action table built by the algorithm (Proposition 3.7), so that a path to the goal can be obtained by following the outcomes of the actions.

**Theorem 3.8 (Correctness).** Let \( \pi \doteq \text{WEAKPLAN}(\mathcal{I}, \mathcal{G}) \neq \text{Fail} \). Then \( \pi \) is a weak solution of the planning problem \( P = (\mathcal{D}, \mathcal{I}, \mathcal{G}) \).

If \( \text{WEAKPLAN}(\mathcal{I}, \mathcal{G}) = \text{Fail} \), instead, then there is no weak solution for planning problem \( P \).

**Proof.** Assume \( \pi \neq \text{Fail} \) and let \( \pi_d \) be any deterministic plan in \( \pi \). We show that \( \pi_d \) is a weak solution for planning problem \( P \).

Since \( \pi \neq \text{Fail} \), there must be some \( i \geq 0 \) such that \( \pi = \pi_i \) and \( \mathcal{I} \subseteq \mathcal{G} \cup \text{STATESOF}(\pi_i) \). Let \( s \in \mathcal{I} \): we have to show that there exists some path in the execution structure from \( s \) to \( \mathcal{G} \). We know, by Lemma 3.4, that \( s \in \mathcal{G} \cup \text{STATESOF}(\pi_i) \) implies \( s \in S_j \) for some \( j \leq i \). If \( s \in S_0 = \mathcal{G} \) then there is the trivial path. Otherwise, \( s \in \text{STATESOF}(\pi_i) \) and, by definition of determinization, there is some \( (s, a) \in \pi_d \) such that \( (s, a) \in \pi_i \). Since \( s \in S_j \), we also have \( (s, a) \in \pi_j \). By Proposition 3.7 we know that there is some \( s' \in \text{EXEC}(s,a) \) such that \( s' \in S_{j-1} \); hence, \( (s, s') \) is a transition of the execution structure. By induction on \( j \), it is easy to conclude that there is an execution path of length \( j \) from \( s \) to \( \mathcal{G} \).

Assume now \( \pi = \text{Fail} \). Then there is some \( i \) such that \( \pi_i = \pi_j \) for any \( j > i \), and there exists some \( s \in \mathcal{I} \) such that \( s \notin \text{STATESOF}(\pi_j) \cup \mathcal{G} \). Now, assume by contradiction that there is a deterministic state-action table \( \pi_d \) and a finite execution path from \( s \) to \( \mathcal{G} \) in the
Algorithm \textsc{WeakPlan} always terminates: indeed, at any iteration of the while loop, either the cardinality of set $SA$ strictly grows, or the loop ends due to condition “$\text{OldSA} \neq \text{SA}$” in the guard of the while loop. Also, the cardinality of $SA$ cannot grow unboundedly, as there are only finitely many valid state-action pairs.

**Theorem 3.9** (Termination). Function \textsc{WeakPlan} always terminates.

**Proof.** The only possible cause of non-termination is the while loop at lines 4–9. We can see (line 8) that during an iteration of the loop the cardinality of set $SA$ cannot reduce. Moreover, if the value of variable $SA$ does not change during an iteration, then the loop terminates (condition $\text{OldSA} \neq \text{SA}$ in the guard of the loop). Since set $SA \subseteq S \times A$ and $S \times A$ is finite, it is not possible for the cardinality of set $SA$ to strictly grow indefinitely, so the loop will eventually terminate.

It is easy to observe that also $\text{STATESOf}(SA)$ grows strictly at all iterations of the loop except the last one: due to the usage of \textsc{PruneStates}, if $\text{STATESOf}(\pi_{t+1}) = \text{STATESOf}(\pi_t)$, then $\pi_{t+1} = \pi_t$. So, the loop is executed at most $|S| + 1$ times.

The backward construction performed by the algorithm guarantees the optimality of the computed solution with respect to the weak distance of the initial states from the goal.

**Theorem 3.10** (Optimality). Let $\pi = \textsc{WeakPlan}(I, G) \neq \text{Fail}$. Then plan $\pi$ is optimal with respect to the weak distance: namely, for each $s \in I$, in the execution structure for $\pi$ there exists an execution path from $s$ to $G$ of length $\text{WDist}(s, G)$.

**Proof.** In the proof of the correctness theorem we have already proved that if $s \in I$ and $s \in S_j$ then there is a path of length $j$ in the execution structure for $\pi$. By Proposition 3.6, $j = \text{WDist}(s, G)$.

We remark that, by definition of weak distance, there can be no execution path shorter than $\text{WDist}(s, G)$ in the execution structure corresponding to a weak solution. This guarantees the optimality of plan $\pi$.

### 3.2. Formal properties of the strong planning algorithm

The formal results for the strong planning algorithm can be easily obtained by adapting those for the weak planning algorithm presented in Section 3.1. Here we only discuss the most relevant differences.

The strong planning algorithm differs from the weak one only for the preimages computed in the while loop: the former computes strong preimages, while the latter
computes weak preimages. The consequence is that, during the iterations of the strong planning algorithm, states are added to state-action tables $SA$ according to a different distance from the goal states. The strong distance of a state from a goal takes into account that a strong solution must guarantee to reach the goal in spite of the possible nondeterministic outcomes of the executed actions. To define the strong distance, we first introduce the notion of a complete set $T$ of traces from state $s$ to $G$. It is a set of traces that covers all the possible nondeterministic outcomes of actions: if a particular outcome is considered in any trace of $T$, then all the other nondeterministic outcomes must be considered in some other traces of $T$.

**Definition 3.11 (Complete set of traces).** A complete set of traces from $s$ to $G$ is a set $T$ of traces from $s$ to states in $G$ such that, whenever $s = s_0, s_1, \ldots, s_i$ is in the set $T$ and $j = 0, \ldots, i − 1$, then there is some action $a$ such that $R(s_j, a, s_{j+1})$ and, whenever $R(s_j, a, s'_{j+1})$, then there is some trace in $T$ that extends $s = s_0, s_1, \ldots, s_j, s'_{j+1}$.

The strong distance of a state $s$ from $G$ corresponds to the length of the shortest complete set of traces from $s$ to $G$, where the length of a complete set of traces is the length of its longest trace.

**Definition 3.12 (Strong distance).** The strong distance $SDist(s, G)$ of a state $s$ from a goal $G$ is the smallest integer $i$ such that there is some complete set of traces $T$ from $s$ to $G$ and $i$ is the length of the longest trace in $T$. If no complete set of traces from $s$ to $G$ exists, then we define $SDist(s, G) = \infty$.

Let $\pi_i$ be the value of variable $SA$ after $i$ iterations of the while loop and let $S_i$ be the set of states for which a solution is found at the $i$th iteration. Similarly to what happens in the weak case, $S_i$ are exactly the states at strong distance $i$ from $G$.

**Proposition 3.13.** Let $s$ be a state in the planning domain. Then $s \in S_i$ iff $SDist(s, G) = i$.

Proposition 3.7 has also to be adapted to take into account the fact that STRONGPREIMAGE replaces WEAKPREIMAGE in the algorithm.

**Proposition 3.14.** Let $i > 0$. If $s \in S_i$ and $(s, a) \in \pi_i$, then:

- $\text{EXEC}(s, a) \subseteq \bigcup_{j < i} S_j$, and
- $\text{EXEC}(s, a) \cap S_{i-1} \neq \emptyset$.

The main results on the strong planning algorithm follow.

**Theorem 3.15 (Correctness).** Let $\pi \doteq \text{STRONGPLAN}(I, G) \neq \text{Fail}$. Then $\pi$ is a strong solution of the planning problem $P = (D, I, G)$.

If $\text{STRONGPLAN}(I, G) = \text{Fail}$, instead, then there is no strong solution for planning problem $P$. 
Theorem 3.16 (Termination). Function STRONGPLAN always terminates.

Theorem 3.17 (Optimality). Let $\pi \neq$ STRONGPLAN($\mathcal{I}$, $\mathcal{G}$) $\neq$ Fail. Then plan $\pi$ is optimal with respect to the strong distance: namely, for each $s \in \mathcal{I}$, in the execution structure for $\pi$ all the execution paths from $s$ to $\mathcal{G}$ have a length smaller of equal to $SDist(s, \mathcal{G})$.

4. Algorithm for strong cyclic planning

In this section we tackle the problem of strong cyclic planning. The main difference with the algorithms presented in previous section is that here the resulting plans allow for infinite behaviours: loops must no longer be eliminated, but rather controlled, i.e., only certain, “good” loops must be kept. As discussed in Section 2.3, infinite executions are accepted only if they correspond to “unlucky” patterns of nondeterministic outcomes, and if a goal state can be reached from each state of the execution under different patterns of nondeterministic outcomes.

The strong cyclic planning algorithm is presented in Fig. 6. The algorithm starts to analyze the universal state-action table with respect to the problem being solved, and eliminates all those state-action pairs which are discovered to be source of potential “bad” loops, or to lead to states which have been discovered not to allow for a solution. With respect to the algorithms presented in previous section, here the set of states associated with the state-action table being constructed is reduced rather than being extended: this approach amounts to computing a greatest fix-point.

The starting state-action table in function STRONGCYCLICPLAN is the universal state-action table $UnivSA$. It contains all state-action pairs that satisfy the applicability conditions:

$$UnivSA = \{(s, a): a \in Act(s)\}.$$  

The “elimination” phase, where unsafe state-action pairs are discarded, corresponds to the while loop of function STRONGCYCLICPLAN. It is based on the repeated application of the functions PRUNEOUTGOING and PRUNEUNCONNECTED. The role of PRUNEOUTGOING is to remove all those state-action pairs which may lead out of $G \cup STATESOF(SA)$, which is the current set of potential solutions. Because of the elimination of these actions, from certain states it may become impossible to reach the set of goal states. The role of PRUNEUNCONNECTED is to identify and remove such states. Due to this removal, the need may arise to eliminate further outgoing transitions, and so on. The elimination loop is quit when convergence is reached. The resulting state-action table is guaranteed to generate executions which either terminate in the goal or loop forever on states from which it is possible to reach the goal. Function STRONGCYCLICPLAN then checks whether the computed state-action table $SA$ defines a plan for all the initial states, i.e., $\mathcal{I} \subseteq \mathcal{G} \cup STATESOF(SA)$. If this is not the case a failure is returned.

As the following example shows, the state-action table obtained after the elimination loop is not necessarily a valid solution for the planning problem.
Fig. 6. The algorithm for strong cyclic planning.

Example 4.1. Consider the omelette domain, and the planning problem of reaching state 7 from state 1. Action discard in state 3 is “safe”: if executed, it leads in state 1, where the goal is still reachable. However, this action does not contribute to reach the goal. On the contrary, it leads back to the initial state and, to reach the goal from 1, it is necessary to move again to state 3. Moreover, if action discard is performed whenever the execution is in state 3, then the goal is never reached.
The state-action table obtained after the elimination loop may contain state-action pairs like $(3, \text{discard})$ that, while preserving the reachability of the goal, still do not perform any progress toward it. In the strong cyclic planning algorithm, function \textsc{RemoveNonProgress} on line 9 takes care of removing all those actions from a state whose outcomes do not lead to any progress toward the goal. This function is very similar to the weak planning algorithm: it iteratively extends the state-action table by considering states at an increasing distance from the goal. In this case, however, the weak preimage computed at any iteration step is restricted to the state-action pairs that appear in the input state-action table, and hence that are “safe” according to the elimination phase.

Functions \textsc{PruneOutgoing}, \textsc{PruneUnconnected}, and \textsc{RemoveNonProgress} are presented in Fig. 6. They are based on the primitives \textsc{WeakPreImage} and \textsc{PruneStates} already defined in Section 3, and on the primitive \textsc{ComputeOutgoing}, that takes as input a state-action table $\mathcal{SA}$ and a set of states $S$, and returns those state-action pairs which are not guaranteed to result in states in $S$:

\[
\textsc{ComputeOutgoing}(\mathcal{SA}, S) \doteq \{(s, a) \in \mathcal{SA}: \text{EXEC}(s, a) \not\in S\}.
\]

**Example 4.2.** Let us consider the omelette domain and the planning problem of reaching goal state 7 from the initial state 1. The “elimination” phase of the algorithm does not remove any state-action pair from $\text{UnivSA}$. Indeed, the goal state is reachable from any state of the domain, and, as a consequence, there are no outgoing actions. Function \textsc{RemoveNonProgress}, hence, takes as input the universal state-action table, and refines it taking only those actions that may lead to a progress toward the goal. The sequence $\pi_i$ of state-action tables built by function \textsc{RemoveNonProgress} is the following:

$\pi_0 = \emptyset$,

$\pi_1 = \{(3, \text{break}), (8, \text{open})\}$,

$\pi_2 = \{(3, \text{break}), (8, \text{open}), (1, \text{break}), (4, \text{open})\}$,

$\pi_3 = \{(3, \text{break}), (8, \text{open}), (1, \text{break}), (4, \text{open}),
(2, \text{discard}), (5, \text{discard}), (6, \text{discard})\}$,

$\pi_4 = \pi_3$.

Since in this particular case the state-action table passed to \textsc{RemoveNonProgress} is $\text{UnivSA}$, the initial iterations of the function are identical to the ones of algorithm \textsc{WeakPlan} described in Example 3.1. Here, however, the computation stops only after four iterations, when a fix-point is reached. The final state-action table is a strict subset of $\text{UnivSA}$. For instance, action $\text{discard}$ is not allowed in states 3, 4, 7, and 8. Indeed, in these states we have made some progress toward the goal, and there is no reason to go back to the initial state.

4.1. Formal properties of the algorithm

Now we prove the correctness of the strong cyclic planning algorithm.

We start by defining when a state-action table $\pi$ is \textbf{SC-valid} (or \textbf{strong-cyclical} valid) for a set of states $G$. Intuitively, if a state-action table $\mathcal{SA}$ is SC-valid for $G$, then it is a
strong cyclic solution of the planning problem of reaching $G$ from any of the states in $SA$. Informally, a SC-valid state-action table should guarantee that the execution stops once the goal is reached: there is no reason to continue the execution in a goal state. Also, the execution of a SC-valid plan should never lead to states where the plan is undefined (with the exception of the goal states). Finally, we require that any action in the plan may lead to some progress in reaching the goal.

Definition 4.3 (SC-valid state-action table). State-action table $\pi$ is SC-valid for $G$ if:

- $\text{STATESOF}(\pi) \cap G = \emptyset$;
- if $\langle s, a \rangle \in \pi$ and $s' \in \text{EXEC}(s, a)$ then $s' \in \text{STATESOF}(\pi) \cup G$;
- given any determinization $\pi_d$ of $\pi$ and any state $s \in \text{STATESOF}(\pi)$ there is some trace from $s$ to $G$ that is compatible with $\pi_d$.

We remark that, in the last item, it is important to require that a trace from $s$ to $G$ exists for any determinization of $\pi$. Indeed, in this way we require that there are no state-action pairs that do not contribute to reach the goal.

A SC-valid state-action table is almost what is needed to have a strong cyclic solution for a planning problem. The only other property that we need to enforce on the state-action table is that the plan is defined for all the initial states.

Proposition 4.4. Let $\pi$ be a SC-valid plan for $G$ and let $I \subseteq G \cup \text{STATESOF}(\pi)$. Then $\pi$ is a strong cyclic solution for the planning problem $P = \langle D, I, G \rangle$.

Proof. Let $\pi_d$ be any deterministic plan in $\pi$ and let $K = \langle Q, T \rangle$ be the execution structure corresponding to $\pi_d$. We have to show that (1) all the terminal states of $K$ are in $G$ and that (2) all the states in $K$ have a path to a state in $G$.

To prove (1) we show, by induction on the definition of $K$, that $s \in Q$ implies $s \in G$ or $s \notin G$: then, if $s \in Q$ and $s \notin G$, we must have $s \in \text{STATESOF}(\pi_d)$, so $s$ is not terminal in $K$. For the base step, if $s \in I$, then $s \in \text{STATESOF}(\pi_d) \cup G$, as $I \subseteq G \cup \text{STATESOF}(\pi)$ by hypothesis. For the inductive step, if $s' \in \text{EXEC}(s, a)$ with $s \in Q$ and $\langle s, a \rangle \in \pi_d \subseteq \pi$, then $s' \in G \cup \text{STATESOF}(\pi)$ by definition of SC-valid state-action table. Since $\text{STATESOF}(\pi_d) = \text{STATESOF}(\pi)$, this implies $s' \in G \cup \text{STATESOF}(\pi)$.

To prove (2) we exploit the fact that from any state $s \in \text{STATESOF}(\pi_d)$ there is a trace from $s$ to $G$ that is compatible with $\pi_d$. Indeed, it is easy to check that this trace corresponds to an execution path in $K$. Since $Q = G \cup \text{STATESOF}(\pi_d)$, and since a trivial execution exists in $K$ from $s \in G$ to $G$, we conclude that an execution in $K$ exists for any $s \in Q$ to $G$. $\square$

The main result that guarantees the correctness of algorithm STRONGCYCLICPLAN is the fact that the state-action table computed by the while loop at lines 4–7 is a SC-valid state-action tables. This result is formalized in Proposition 4.8, and its proof relies on the following auxiliary lemmas.
Lemma 4.5. Let $\pi$ be the value of variable $SA$ after the while loop at lines 4–7 in function $\text{STRICT CYCLIC PLAN}(I, G)$.

1. If $\langle s, a \rangle \in \pi$ and $s' \in \text{EXEC}(s, a)$, then $s' \in G \cup \text{STATES OF}(\pi)$.
2. If $s \in \text{STATES OF}(\pi)$ then there is a trace from $s$ to $G$ that is compatible with $\pi$.

Proof. It is easy to see that $\pi = \text{PRUNE OUTGOING}(\pi, G)$ and that $\pi = \text{PRUNE UNCONNECTED}(\pi, G)$: indeed, both functions return a subset of the state-action table that they receive as a parameter, and the while loop at lines 4–7 ends only when a fix-point is reached.

In order to prove the first property, assume by contradiction that $\langle s, a \rangle \in \pi$ and $s' \in \text{EXEC}(s, a)$, but $s' \notin G \cup \text{STATES OF}(\pi)$. By definition of $\text{COMPUTE OUTGOING}$, we have $\langle s, a \rangle \in \text{COMPUTE OUTGOING}(\pi)$ and hence $\langle s, a \rangle \notin \text{PRUNE OUTGOING}(\pi) = \pi$, which is absurd.

For the second item, it is sufficient to observe that $G \cup \text{STATES OF}(\text{PRUNE UNCONNECTED}(\pi, G))$ is exactly the set of states from which there is a trace compatible with $\pi$ that leads to a state in $G$: this property is guaranteed by the call to function $\text{WEAK PRE IMAGE}$ in any iteration of the repeat-until loop at lines 3–6 of function $\text{PRUNE UNCONNECTED}$. $\square$

Lemma 4.6. Let $\pi$ be a generic state-action table and let $\pi' = \text{REMOVE NON PROGRESS}(\pi, G)$.

Then:

1. $\pi' \subseteq \pi$;
2. $\text{STATES OF}(\pi') \cap G = \emptyset$;
3. given any determinization $\pi'_d$ of $\pi'$ and any state $s \in \text{STATES OF}(\pi')$ there is some trace from $s$ to $G$ that is compatible with $\pi'_d$.

Proof. By inspection of the code of function $\text{REMOVE NON PROGRESS}$, it is possible to check that only pairs $\langle s, a \rangle \in \pi$ are added to the state-action table $\text{NewSA}$. Hence, $\pi' \subseteq \pi$ must hold.

Now we prove the other two properties.

Let $\pi_i$ be the value of variable $\text{NewSA}$ after $i$ iterations of the repeat-until loop at lines 3–7 of function $\text{REMOVE NON PROGRESS}$. Also, let $S_i$ be the set of states that are added to $\text{NewSA}$ during the $i$th iteration (and $S_0 = G$).

By following arguments similar to the ones used in the proofs for the weak planning algorithm, it is possible to prove, by induction on $i$, that:

(a) $s \in S_i$ iff the shortest trace from $s$ to $G$ that is compatible with $\pi$ has length $i$: this is analogous to Proposition 3.6.
(b) If $i \neq j$, then $S_i \cap S_j = \emptyset$: this is analogous to Lemma 3.5.
(c) If \( s \in S_i \) and \( \langle s, a \rangle \in \pi_i \) then there is some \( s' \in \text{EXEC}(s, a) \) such that \( s' \in S_{i-1} \) and there is no \( s' \in \text{EXEC}(s, a) \) such that \( s' \in S_j \) for \( j < i - 1 \); this is analogous to Proposition 3.7.

The fact that \( \text{STATESOF}(\pi') \cap G = \emptyset \) is a consequence of property (b), since \( G = S_0 \) and \( \text{STATESOF}(\pi') = \bigcup_{i>0} S_i \).

Let \( \pi'_d \) be any determinization of \( \pi' \) and let \( s \in \text{STATESOF}(\pi') \). By induction on \( i \) it is possible to show that if \( s \in S_i \) then there is some trace from \( s \) to \( G \) that is compatible with \( \pi'_d \). This is a consequence of properties (c): indeed, the trace from \( s \) to \( G \) visits, in turn, states in \( S_j \) for \( j = i, i-1, \ldots, 1, 0 \).

Since \( \text{STATESOF}(\pi'_d) = \text{STATESOF}(\pi') = \bigcup_{i>0} S_i \), we conclude that for any \( s \in \text{STATESOF}(\pi') \) there is some trace from \( s \) to \( G \) that is compatible with \( \pi'_d \). \( \square \)

**Lemma 4.7.** Let \( \pi \) be the value of variable \( \text{SA} \) after the while loop at lines 4–7 in function \( \text{STRONGCYCLICPLAN}(I, G) \). Moreover, let

\[
\pi' = \text{REMOVENONPROGRESS}(\pi, G).
\]

Then \( \text{STATESOF}(\pi') = \text{STATESOF}(\pi) \setminus G \).

**Proof.** By Lemma 4.5(2), if \( s \in \text{STATESOF}(\pi) \) then there is a trace from \( s \) to \( G \) that is compatible with \( \pi \). Let \( i \) be the length of the shortest trace from \( s \) to \( G \) that is compatible with \( \pi \). By using the notations introduced in the proof of Lemma 4.6, and by exploiting property (a) in that proof, we deduce that \( s \in S_i \). Now, if \( i = 0 \) then \( s \in S_0 = G \); otherwise \( s \in \bigcup_{i>0} S_i = \text{STATESOF}(\pi') \). Therefore \( \text{STATESOF}(\pi) \subseteq \text{STATESOF}(\pi') \cup G \), and hence \( \text{STATESOF}(\pi) \setminus G \subseteq \text{STATESOF}(\pi') \).

The converse inclusion, namely \( \text{STATESOF}(\pi') \subseteq \text{STATESOF}(\pi) \setminus G \), is a consequence of \( \pi' \subseteq \pi \) and of \( \text{STATESOF}(\pi') \cap G = \emptyset \). \( \square \)

**Proposition 4.8.** Let \( \pi \) be the value of variable \( \text{SA} \) after the while loop at lines 4–7 in function \( \text{STRONGCYCLICPLAN}(I, G) \). Moreover, let

\[
\pi' = \text{REMOVENONPROGRESS}(\pi, G).
\]

Then \( \pi' \) is a SC-valid state-action table for \( G \).

**Proof.** By Lemma 4.6(2), \( \text{STATESOF}(\pi') \cap G = \emptyset \).

Let \( \langle s, a \rangle \in \pi' \) and \( s' \in \text{EXEC}(s, a) \). We prove that \( s' \in G \cup \text{STATESOF}(\pi') \). By Lemma 4.6(1), \( \langle s, a \rangle \in \pi \). Then, by Lemma 4.5(1) \( s' \in G \cup \text{STATESOF}(\pi) \). Hence \( s' \in G \cup \text{STATESOF}(\pi') \) by Lemma 4.7.

Finally, by Lemma 4.6(3), for any determinization \( \pi'_d \) of \( \pi' \) and for any state \( s \in \text{STATESOF}(\pi') \) there is a trace from \( s \) to \( G \) compatible with \( \pi'_d \).

This concludes the proof that \( \pi' \) is a SC-valid state-action table for \( G \). \( \square \)

By combining Propositions 4.4 and 4.8 it is easy to prove that, if function \( \text{STRONGCYCLICPLAN} \) returns a state-action table \( \pi \neq \text{Fail} \), then \( \pi \) is a strong cyclic solution. The converse proof, namely that a state-action table is returned whenever a strong
cyclic solution exists, relies on the fact that function \textsc{StrongCyclicPlan} starts the elimination loop on the universal state-action table: starting from \textit{UnivSA}, it is impossible to prune away states for which the goal is reachable in a strong cyclic way. This fact is proved in the following lemma.

\textbf{Lemma 4.9.} Let $\pi$ be a state-action table that is SC-valid for $G$ and let $\pi_p$ be the value of variable $SA$ in function \textsc{StrongCyclicPlan}(I, $G$) at the end of the while loop at lines 4–7. Then $\pi \subseteq \pi_p$.

\textbf{Proof.} We show, by induction on $i$, that $\pi \subseteq \pi_i$, where $\pi_i$ is the value of variable $SA$ in function \textsc{StrongCyclicPlan}(I, $G$) after $i$ iterations of the while loop.

\textit{Case $i = 0$.} By hypothesis, $\pi \subseteq \pi_0$.

\textit{Case $i = i' + 1$.} We observe that, since $\pi$ is a SC-valid state-action table for $G$, then it satisfies properties $\pi = \textsc{PruneOutgoing}(\pi, G)$ and $\pi = \textsc{PruneUnconnected}(\pi, G)$: indeed, by definition SC-valid state-action tables cannot contain outgoing actions, nor states from which the goal is unreachable.

Now we prove that $\pi \subseteq \textsc{PruneOutgoing}(\pi_i', G)$. By the inductive hypothesis, $\pi \subseteq \pi_{i'}$. By inspection it is easy to check that function \textsc{PruneOutgoing} is monotonic in its first parameter. Therefore, $\pi = \textsc{PruneOutgoing}(\pi, G) \subseteq \textsc{PruneOutgoing}(\pi_i', G)$.

Similarly, by the monotonicity of function \textsc{PruneUnconnected} we deduce

$$\pi \subseteq \textsc{PruneUnconnected}(\textsc{PruneOutgoing}(\pi_i', G), G)$$

from $\pi \subseteq \textsc{PruneOutgoing}(\pi_i', G)$. Since, by definition,

$$\pi_i = \pi_{i' + 1} = \textsc{PruneUnconnected}(\textsc{PruneOutgoing}(\pi_i', G), G),$$

this concludes the proof of the inductive step. \qed

\textbf{Theorem 4.10 (Correctness).} Let $\pi = \textsc{StrongCyclicPlan}(I, G) \neq \text{Fail.}$ Then $\pi$ is a strong cyclic solution of the planning problem $P = \langle D, I, G \rangle$.

If \textsc{StrongCyclicPlan}(I, G) = \text{Fail, instead, then there is no strong cyclic solution for planning problem $P$.}

\textbf{Proof.} Assume $\pi \neq \text{Fail}$; we show that $\pi$ is a strong cyclic solution for $P$. First of all, $I \subseteq G \cup \text{StatesOf}(\pi)$, otherwise function \textsc{StrongCyclicPlan} returns \text{Fail}. Also, by Proposition 4.8, state-action table $\pi$ is SC-valid for $G$. Then, by Proposition 4.4, $\pi$ is a strong cyclic solution. This concludes the proof that any deterministic plan in $\pi \neq \text{Fail}$ is a strong cyclic solution for planning problem $P$.

Now we show that, if $\pi = \text{Fail}$ then there is no plan that is a strong cyclic solution for the planning problem. By contradiction, assume $\pi$ is a solution. We can assume, without loss of generality, that all the states in $\text{StatesOf}(\pi)$ are reachable from $I$, and that no states in $G$ appear in $\pi$. Indeed, if we restrict any solution $\pi$ to these states we still have a valid solution. It is easy to check that $\pi$ is a SC-valid state-action table for $G$. So, by Lemma 4.9, $\pi \subseteq \pi_p$ and hence $\text{StatesOf}(\pi) \subseteq \text{StatesOf}(\pi_p)$, where $\pi_p$ is the value of variable $SA$ in function \textsc{StrongCyclicPlan}(I, $G$) at the end of the while loop at lines 4–7. Also $I \subseteq G \cup \text{StatesOf}(\pi)$, otherwise $\pi$ would not be a solution for
P. Summing up, \( \mathcal{I} \subseteq \mathcal{G} \cup \text{STATES OF}(\pi) \subseteq \mathcal{G} \cup \text{STATES OF}(\pi_p) \). Therefore, condition on line 8 is satisfied and function \text{STRONG CYCLIC PLAN} \((\mathcal{I}, \mathcal{G})\) does not return \text{Fail}, which contradicts our hypothesis. 

The strong cyclic planning algorithm terminates.

**Theorem 4.11** (Termination). Function \text{STRONG CYCLIC PLAN} always terminates.

**Proof.** The fact that the while loop at lines 4–7 of function \text{STRONG CYCLIC PLAN} always terminates derives from the following observations:

- function \text{PRUNE OUTGOING} always terminates: it does not contain loops;
- function \text{PRUNE UNCONNECTED} always terminates: the proof is similar to the one of Theorem 3.9;
- at any iteration, either the value of variable \( \text{SA} \) strictly decreases, or the loop terminates: indeed, functions \text{PRUNE OUTGOING} and \text{PRUNE UNCONNECTED} return a subset of the state-action table that receive as parameter.

In order to prove that function \text{STRONG CYCLIC PLAN AUX} terminates, it remains to show that function \text{REMOVE NONPROGRESS} always terminates. The proof of this property is similar to the proof of Theorem 3.9.

---

5. Planning via symbolic model checking

In this section we discuss the Planning via Symbolic Model Checking approach. We first present the ideas underlying Symbolic Model Checking (SMC), and point out what our approach inherits from SMC and in which directions it extends SMC (Section 5.1). Then, we show how planning domains and primitives can be represented in terms of logical, symbolic transformations (Sections 5.2 and 5.3). Finally, we discuss Binary Decision Diagrams (BDDs), the machinery for an efficient implementation of the symbolic approach (Section 5.4).

5.1. Symboling model checking: Overview and discussion

Model checking is a formal verification technique, where a reactive system (e.g., a communication protocol, a hardware design) is modeled as a Finite State Machine (FSM). Requirements over the behaviours of the system are modeled as formulae in a temporal logic, for instance Computation Tree Logic (CTL) [33]. The model checking problem \( \mathcal{M} \models \phi \) is to detect if all the behaviours of the FSM \( \mathcal{M} \) satisfy the constraints specified by the temporal formula \( \phi \). Model checking algorithms are based on the exhaustive exploration of the FSM [26]. When the specification is not satisfied, they are able to construct a counterexample, i.e., to produce a description of the system behaviour that does not satisfy the specification.
Our approach is related to model checking by the fact that a planning domain is represented as a FSM, and we inherit from model checking the standard techniques for the representation and traversal of FSMs. The main difference is that planning tackles the more complex problem of finding a plan such that a certain behaviour is achieved when the plan is executed in the domain. There are cases in which a planning problem can be reduced to a model checking problem. This is the case, for instance, of classical planning, i.e., planning for reachability goals in deterministic domains, where finding a plan corresponds to the model checking problem of finding one path from the initial state to the goal; the plan to the goal is the sequence of actions that produce the path. In the general case of nondeterministic domains, however, a planning problem cannot be reduced to model checking. Consider for instance the case of a strong planning problem: it requires to find a suitable restriction of the behaviours of the domain, i.e., the plan, such that, on all the compatible paths, a goal state is reached.

There are further relationships between model checking and planning. The execution structure induced from the connection of a plan \( \pi \) to the domain \( \mathcal{D} \) can be presented as a simple synchronous composition of FSMs, \( M_D \times M_\pi \). \( M_D \) describes the domain, while \( M_\pi \) represents the plan. Moreover, weak, strong and strong cyclic goals can be expressed in temporal logic. For instance, strong solutions can be expressed by the CTL formula \( AF(\mathcal{G}) \), read “for all paths, there is a future instant where \( \mathcal{G} \) holds”.

Thus, plan validation can be carried out with a straightforward application of standard model checking techniques, by checking if the formula corresponding to the goal holds on the execution structure. For instance, \( M_D \times M_\pi \models AF(\mathcal{G}) \) is the model checking problem corresponding to the validation that plan \( \pi \) is a strong solution for goal \( \mathcal{G} \).

Symbolic model checking [49] is a particular form of model checking, where propositional formulae are used for the compact representation of FSMs, and transformations over propositional formulae provide a basis for efficient exploration. The symbolic encoding is efficiently implemented by means of \( \text{BDDs} \) [15]. This allows for the analysis of extremely large systems [16]. As a result, symbolic model checking is routinely applied in industrial hardware design, and is taking up in other application domains (see [27] for a survey). In our approach, we inherit the symbolic mechanisms and the \( \text{BDD} \)-based implementation techniques for representing and exploring planning domains. We extend these techniques with a symbolic representation of state-action tables, and with algorithms that are able to synthesize the plan during the exploration of the state space of the FSM.

### 5.2. Symbolic representation of planning domains

A planning domain \( \langle P, S, A, R \rangle \) can be symbolically represented by the standard machinery developed for symbolic model checking. A vector of (distinct) propositional variables \( x \), called state variables, is devoted to the representation of the states of the domain. Each of these variables has a direct association with a proposition of the domain in \( P \) used in the description of the domain. Therefore, in the rest of this section we will not distinguish a proposition and the corresponding propositional variable. For instance, for

---

2 See [53] for a more thorough discussion of the relations with temporally extended goals.
the omelette domain, \( x \) is \{\#eggs=0, \#eggs=1, \#eggs=2, bad, good, unbroken\}. A state is the set of propositions of \( P \) that are intended to hold in it. For each state \( s \), there is a corresponding assignment to the state variables in \( x \), i.e., the assignment where each variable in \( s \) is assigned to True, and all the other variables are assigned to False. We represent \( s \) with a propositional formula \( \xi(s) \), having such an assignment as its unique satisfying assignment. For instance, the formulae representing state 2 and 8 in the omelette example are:

\[
\xi(2) \equiv \neg \#eggs=0 \land \#eggs=1 \land \neg \#eggs=2 \land \neg \text{good} \land \text{bad} \\
\land \neg \text{unbroken},
\]

\[
\xi(8) \equiv \neg \#eggs=0 \land \neg \#eggs=1 \land \#eggs=2 \land \text{good} \land \neg \text{bad} \\
\land \text{unbroken}.
\]

This representation naturally extends to any set of states \( Q \subseteq S \) as follows:

\[
\xi(Q) \equiv \bigvee_{s \in Q} \xi(s).
\]

In this way, we associate a set of states with the generalized disjunction of the formulae representing each of the states. The satisfying assignments of \( \xi(Q) \) are exactly the assignments representing any state in \( Q \). We can use such a formula to represent the set \( S \) of all the states of the domain. In the case of the omelette example, the formula \( \xi(S) \) would be (equivalent to) the following formula:

\[
\left( (\#eggs=0 \land \neg \#eggs=1 \land \neg \#eggs=2) \lor \right) \\
\left( \neg \#eggs=0 \land \#eggs=1 \land \neg \#eggs=2 \right) \lor \\
\left( \neg \#eggs=0 \land \neg \#eggs=1 \land \#eggs=2 \right) \\
\left( \text{good} \land \neg \text{bad} \right) \lor \\
\left( \neg \text{good} \land \text{bad} \right) \\
\left( \#eggs=0 \rightarrow \neg \text{bad} \land \neg \text{unbroken} \right) \lor \\
\left( \#eggs=1 \rightarrow \neg \text{bad} \lor \neg \text{unbroken} \right).
\]

We use a propositional formula as representative for the set of assignments that satisfy it (and hence for the corresponding set of states), so we abstract away from the actual syntax of the formula used: we do not distinguish among equivalent formulae as they represent the same sets of assignments. (Although the actual syntax of the formula may have a computational impact, the use of BDDs as representatives of sets of models is indeed practical.) The main efficiency of the symbolic representation is in that the cardinality of the represented set is not directly related to the size of the formula. For instance, in the limit cases, \( \xi(2^P) \) and \( \xi(\emptyset) \), are the True and False formulae, independently of the cardinality of \( P \). As a further advantage, the symbolic representation can deal quite effectively with irrelevant information. For instance, notice that the variables good, bad and unbroken need not to appear in the formula \( \xi((5, 6, 7, 8)) = \neg \#eggs=2 \). For this reason, a symbolic representation can have a dramatic improvement over an explicit, enumerative representation. This is what allows symbolic model checkers to handle finite state automata with a very large number of states (see for instance [16]).

Another advantage of the symbolic representation is the natural encoding of set theoretic transformations (e.g., union, intersection, complementation) into propositional operations, as follows:
\[ \xi(Q_1 \cup Q_2) \doteq \xi(Q_1) \lor \xi(Q_2), \]
\[ \xi(Q_1 \cap Q_2) \doteq \xi(Q_1) \land \xi(Q_2), \]
\[ \xi(S \setminus Q) \doteq \xi(S) \land \neg \xi(Q). \]

Also the predicates over sets of states have a symbolic counterpart: for instance, testing \( Q_1 = Q_2 \) amounts to checking the validity of the formula \( \xi(Q_1) \leftrightarrow \xi(Q_2) \), while testing \( Q_1 \subseteq Q_2 \) corresponds to checking the validity of \( \xi(Q_1) \rightarrow \xi(Q_2) \).

In order to represent actions, we use another set of propositional variables, called action variables, written \( \alpha \). One approach is to use one action variable for each possible action in \( \mathcal{A} \). Intuitively, an action variable is true if and only if the corresponding action is being executed. In principle this allows for the representation of concurrent actions. If a sequential encoding is used, i.e., no concurrent actions are allowed, a mutual exclusion constraint stating that exactly one of the action variables must be true at each time must imposed. In the following, we call \( \text{SEQ}_A(\alpha) \) the formula, in the action variables, expressing the mutual exclusion constraint over \( \mathcal{A} \). In the case of the omelette example,

\[ \text{SEQ}_A(\alpha) \doteq \left( \text{break} \wedge \neg \text{open} \wedge \neg \text{discard} \right) \lor \left( \neg \text{break} \wedge \text{open} \wedge \neg \text{discard} \right) \lor \left( \neg \text{break} \wedge \neg \text{open} \wedge \text{discard} \right). \]

In the specific case of sequential encoding, it is possible to use only \( \lceil \log \| \mathcal{A} \| \rceil \) action variables, where each assignment to the action variables denotes a specific action to be executed. Furthermore, being two assignments mutually exclusive, the constraint \( \text{SEQ}_A(\alpha) \) needs not to be represented. When the cardinality of \( \mathcal{A} \) is not a power of two, the standard solution is to associate more than one assignment to certain values. For instance, in the omelette domain two variables \( \alpha_0 \) and \( \alpha_1 \) are sufficient to represent actions break, open and discard. A possible encoding is the following:

\[ \xi(\text{break}) \doteq \neg \alpha_0, \quad \xi(\text{open}) \doteq \alpha_0 \wedge \neg \alpha_1, \quad \xi(\text{discard}) \doteq \alpha_0 \wedge \alpha_1. \]

A transition is a 3-tuple composed of a state (the initial state of the transition), an action (the action being executed), and a state (the resulting state of the transition). To represent transitions, another vector \( x' \) of propositional variables, called next state variables, is used. We require that \( x \) and \( x' \) have the same number of variables, and that the variables in similar positions in \( x \) and in \( x' \) correspond. We write \( \xi'(s) \) for the representation of the state \( s \) in the next state variables. With \( \xi'(Q) \) we denote the formula corresponding to the set of states \( Q \), using each variable in the next state vector \( x' \) instead of each current state variables \( x \). In the following, we indicate with \( \Phi[v/\Psi] \) the formula resulting from the substitution of \( v \) with \( \Psi \) in \( \Phi \), where \( v \) is a variable, and \( \Phi \) and \( \Psi \) are formulae. If \( v_1 \) and \( v_2 \) are vectors of (the same number of) distinct variables, we indicate with \( \Phi[v_1/v_2] \) the parallel substitution in \( \Phi \) of the variables in vector \( v_1 \) with the (corresponding) variables in \( v_2 \). We define the representation of a set of states in the next variables as follows:

\[ \xi'(s) \doteq \xi(s)[x/x']. \]

We call the operation \( \Phi[x/x'] \) “forward shifting”, because it transforms the representation of a set of “current” states in the representation of a set of “next” states. The dual operation
Φ[x'/x] is called “backward shifting”. In the following, we call x current state variables to distinguish them from next state variables.

A transition is represented as an assignment to x, α and x'. For the omelette example, the single transition corresponding to the application of action break in state 1 and resulting exactly in state 2 is represented by the formula

$$\xi((1, \text{break}, 2)) = \xi(1) \land \text{break} \land \xi'(2).$$

The transition relation R of the automaton corresponding to a planning domain is simply a set of transitions, and is thus represented by a formula in the variables x, α and x', where each satisfying assignment represents a possible transition:

$$\xi(R) = \text{SEQ}_A(\alpha) \land \bigvee_{t \in R} \xi(t).$$

In the rest of this paper, we assume that the symbolic representation of a planning domain and of a planning problem are given. In particular, we assume as given the vectors of variables x, α and x', the encoding functions ξ and ξ', and we simply call S(x), R(x, α, x'), I(x) and G(x) the formulae representing the states of the domain, the transition relation, the initial states and the goal states, respectively. Also, we will represent the formula ξ(Q), corresponding to the set of states Q ⊆ S, with Q(x), and ξ'(Q) as Q(x').

In order to operate over relations, we use quantification in the style of QBF (the logic of Quantified Boolean Formulae), a definitional extension to propositional logic, where propositional variables can be universally and existentially quantified. If Φ is a formula, and v_i is one of its variables, the existential quantification of v_i in Φ, written \(\exists v_i.\Phi(v_1, \ldots, v_n)\), is equivalent to \(\Phi(v_1, \ldots, v_n)[v_i/\text{False}] \lor \Phi(v_1, \ldots, v_n)[v_i/\text{True}]\).

Analogously, the universal quantification \(\forall v_i.\Phi(v_1, \ldots, v_n)\) is equivalent to \(\Phi(v_1, \ldots, v_n)[v_i/\text{False}] \land \Phi(v_1, \ldots, v_n)[v_i/\text{True}]\).

QBF formulae allow for an exponentially more compact representation than propositional formulae.

As an example of the application of QBF formulae, the symbolical representation of the image of a set of states Q, i.e., the set of states reachable from any state in Q by applying any action, is the following:

$$\exists x. (R(x, \alpha, x') \land Q(x))[x'/x].$$

Notice that, with this single operation, we symbolically simulate the effect of the application of any applicable action in A to any of the states in Q. The dual backward image is described as follows:

$$\exists x'. (R(x, \alpha, x') \land Q(x'))[x'/x].$$

5.3. Symbolic representation of plans and planning algorithms

The machinery for the symbolic representation of planning domains can be used to represent and manipulate symbolically the other structures of the planning algorithms,
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most notably state-action tables. A state-action table \( SA \) is a relation between states and actions, and can be represented symbolically as a formula in the \( x \) and \( \alpha \) variables. In the following, we write \( SA(x, \alpha) \) for the formula corresponding to state-action table \( SA \): each satisfying assignment to \( SA(x, \alpha) \) represents a state-action pair in \( SA \). This view inherits all the properties seen above for sets of states. For instance, the symbolic representation of the union of two state-action tables \( SA_1 \cup SA_2 \) is represented by the disjunction of their symbolic representations \( SA_1(x, \alpha) \lor SA_2(x, \alpha) \). The set of states of a state-action table \( \text{STATESOF}(SA(x, \alpha)) \) is represented symbolically as \( \exists \alpha. SA(x, \alpha) \).

The set of actions associated in \( SA \) with a given state \( s \), i.e., the set of possible results for the \text{GETACTION} primitive in the reactive execution loop presented in Section 2.2, is represented symbolically by \( \exists x. (SA(x, \alpha) \land \xi(s)) \). The symbolic representation of the universal state-action table \( \text{UnivSA} \) is \( \exists x'. R(x, \alpha, x') \), that also represents the applicability relation of actions in states.

We now describe how the planning algorithms can be seen in terms of transformations over propositional formulae. The basic steps of the algorithms are the generalizations of the preimage operations, that rather than returning sets of states, construct state-action tables. \text{WEAKPREIMAGE}(Q)\) corresponds to
\[
\exists x'. (R(x, \alpha, x') \land Q(x'))
\]
while \text{STRONGPREIMAGE}(Q)\) corresponds to
\[
\forall x'. (R(x, \alpha, x') \rightarrow Q(x')) \land \text{APPLICABLE}(x, \alpha)
\]
where the applicability relation \text{APPLICABLE}(x, \alpha) is
\[
\exists x'. R(x, \alpha, x').
\]
In both cases, the resulting formula is obtained as a one-step computation, and may compactly describe an extremely large set. The other basic ingredients in the planning algorithms are functions \text{PRUNESTATES}(SA, Q), that can be computed as
\[
SA(x, \alpha) \land \neg Q(x)
\]
and function \text{COMPUTEOUTGOING}(SA, Q), that corresponds to
\[
SA(x, \alpha) \land \exists x'. (R(x, \alpha, x') \land \neg Q(x')).
\]
Given the basic building blocks just defined, the algorithms presented in previous sections can be symbolically implemented by replacing, within the same control structure, each function call with the symbolic counterpart, and by casting the operations on sets into the corresponding operations on propositional formulae.

5.4. Binary decision diagrams

Reduced Ordered Binary Decision Diagrams [15] (in the following simply called BDDs) are the first and most popular implementation device of symbolic model checking (see also [1,10] for alternative symbolic representation mechanisms). BDDs provide a general interface that allows for a direct map of the symbolic representation mechanisms presented in previous section (e.g., tautology checking, quantification, shifting).
A BDD is a directed acyclic graph (DAG). The terminal nodes are either True or False. Each non-terminal node is associated with a Boolean variable, and two BDDs, called left and right (or high and low) branches. Fig. 7(a) depicts a BDD for \((a_1 \leftrightarrow b_1) \land (a_2 \leftrightarrow b_2) \land (a_3 \leftrightarrow b_3)\). At each non-terminal node, the right (left, respectively) branch is depicted as a solid (dashed, respectively) line, and represents the assignment of the value True (False, respectively) to the corresponding variable. BDDs provide a canonical representation of Boolean functions. Given a BDD, the value of the function corresponding to a given truth assignment to the variables is determined by traversing the graph from the root to the leaves, following each branch indicated by the value assigned to the variables. (A path from the root to a leaf can visit nodes associated with a subset of all the variables of the BDD. See for instance the path associated with \(a_1, \neg b_1\) in Fig. 7(a).) The reached leaf node is labeled with the resulting truth value. If \(v\) is a BDD, its size \(\|v\|\) is the number of its nodes. If \(n\) is a node, \(\text{var}(n)\) indicates the variable indexing node \(n\).

The canonicity of BDDs follows by imposing a total order \(<\) over the set of variables used to label nodes, such that for any node \(n\) and respective non-terminal child \(m\), their variables must be ordered, i.e., \(\text{var}(n) < \text{var}(m)\), and requiring that the BDD contains no isomorphic subgraphs.

BDDs can be combined with the usual Boolean transformations (e.g., negation, conjunction, disjunction). Given two BDDs, for instance, the conjunction operator builds and returns the BDD corresponding to the conjunction of its arguments. Substitution and quantification can also be efficiently represented as BDD transformations. In terms of BDD computations, a quantification corresponds to a transformation mapping the BDD of \(\Phi\) and
the variable \( v_i \) being quantified into the BDD of the resulting (propositional) formula. The time complexity of the algorithm for computing a truth-functional Boolean transformation \( f_1 \langle \text{op} \rangle f_2 \) is \( O(\| f_1 \| \cdot \| f_2 \|) \). As far as quantifications are concerned, the time complexity is exponential in the number of variables being quantified.

BDD packages are efficient implementations of such data structures and algorithms (see [14]). A BDD package deals with a single multi-rooted DAG, where each node represents a Boolean function. Memory efficiency is obtained by using a “unique table”, and by sharing common subgraphs between BDDs. The unique table is used to guarantee that at each time there are no isomorphic subgraphs and no redundant nodes in the multi-rooted DAG. Before creating a new node, the unique table is checked to see if the node is already present, and only if this is not the case a new node is created and stored in the unique table. The unique table allows to perform the equivalence check between two BDDs in constant time (since two equivalent functions always share the same subgraph) [14,62]. Time efficiency is obtained by maintaining a “computed table”, which keeps tracks of the results of recently computed transformations, thus avoiding the recomputation.

A critical computational factor with BDDs is the order of the variables used. (Fig. 7 shows an example of the impact of a change in the variable ordering on the size of a BDD.) For certain classes of Boolean functions, the size of the corresponding BDD is exponential in the number of variables for any possible variable ordering. In many practical cases, however, finding a good variable ordering is rather easy. Beside affecting the memory used to represent a Boolean function, finding a good variable ordering can have a big impact on computation times, since the complexity of the transformation algorithms depends on the size of the operands. Most BDD packages provide heuristic algorithms for finding good variable orderings, which can be called to try to reduce the overall size of the stored BDDs. The reordering algorithms can also be activated dynamically by the package, during a BDD computation, when the total amount of nodes in the package reaches a predefined threshold (dynamic reordering).

6. The MBP planner

In this section, we give an overview of the functionalities and of the architecture of the Model Based Planner MBP, and describe its implementation. The version of MBP that is described here, and that has been used for the experiments, is available from http://sra.itc.it/tools/mbp. MBP is a general system for planning in nondeterministic domains, based on the symbolic model checking techniques described in previous section. It is built on top of the symbolic model checker NuSMV [17,18,20], that provides an efficient implementation of the symbolic techniques for the representation and exploration of domains. MBP can be seen as a two-stage system. The first stage processes the domain description provided in input and constructs an internal, BDD-based representation of the domain. In the second stage, different planning algorithms can be activated to solve planning problems of different kinds. These planning algorithms operate on the internal domain representation, and are therefore independent of the specific domain and of the language used for specifying it.
Domains descriptions can be provided to MBP in different languages. For each of them, a compiler encodes the description into a BDD-based representation of the automaton. Depending on the characteristics of the language, a description can be more or less compact, and different effort can be required to the compiler to generate the automaton. For instance, MBP accepts descriptions in the high-level action language \(\mathcal{AR}\) [34], that allows for the specification of conditional effects and uncertain effects of actions by means of high level assertions. The semantics of \(\mathcal{AR}\) solves the frame problem and the ramification problem. The corresponding automaton is computed in MBP by means of the minimization procedure described in [19], that can however require a significant amount of computational resources. Furthermore, the semantics of \(\mathcal{AR}\) yields a serial encoding, i.e., exactly one action is assumed to be executed at each time. Planning domains can also be described in MBP by means of the language of the NuSMV model checker upon which MBP is built. The level of the NuSMV language is slightly lower than \(\mathcal{AR}\): basically, for each fluent in the domain, the effect of the actions is specified. The use of logical assertions allows to maintain the encodings reasonably compact. The use of the NuSMV language allows for a more direct encoding of the automaton, provides for parallel encodings of actions, and makes it possible to exploit all the advanced model checking techniques of NuSMV. The input languages of MBP allow for non-Boolean fluents, in particular for numerical ranges. For certain domains, this results in very compact encodings. Non-Boolean fluents are logarithmically encoded into Boolean variables by MBP during the compilation process. Non-Boolean fluents are logarihically encoded into Boolean variables by MBP during the compilation process. Both \(\mathcal{AR}\) and the NuSMV language only allow for the description of ground domains, i.e., it is not possible to specify parametric operators, but only action instances. An extension of MBP able to process a nondeterministic extension of PDDL is currently under development. In the rest of this paper, the problems given in input to MBP are written in the language of NuSMV.

After the BDD-based representation of a domain description has been built, different planning algorithms can be applied to the specified planning problems. The planning algorithms operate solely on the automaton representation, and are completely independent of the particular language used to specify the domain. In this paper, we concentrate on the automatic construction of state-action tables under full observability. Other functionalities of MBP, out of the scope of this paper, are conformant planning [5,8,21,22], conditional planning under partial observability [7,9], and planning for temporally extended goals [28, 52,53].

From the point of view of the implementation, MBP is built on top and strictly integrated with NuSMV. NuSMV is a symbolic model checker originated from the reengineering, reimplementation and extension of SMV [49]. NuSMV combines the classical BDD-based techniques with Bounded Model Checking techniques based on propositional satisfiability (SAT) [20], and its development is carried out as an OpenSource project. NuSMV provides an open, general library for the symbolic representation and exploration of FSMs. The library includes advanced conjunctive partitioning techniques [16], that allow for a more effective construction and exploration of the domain FSM. Furthermore, NuSMV provides simulation and symbolic model checking functionalities, upon which we are developing interactive domain exploration and plan validation functionalities for MBP. In its internals, MBP inherits from NuSMV the use of CUDD [62], one of the best
BDD packages available. As we will see in next section, the efficiency of the lower level machinery is an important factor in the performance of MBP.

7. Experimental evaluation

In this section we experimentally evaluate the strength of our approach. We describe the state-of-the-art relevant planners (GPT [11], QBFPLAN [57], SIMPLAN [42], UMOP [40] and SGP [68]), we present the working hypotheses of the experimental evaluation, describe the selected problems and analyze the results.

7.1. State-of-the-art planners for nondeterministic domains

7.1.1. GPT

GPT [11] is an integrated planning environment, able to tackle conformant planning problems, and problems formulated in terms of Markov Decision Processes (MDPs) and Partially-Observable MDP. In this paper we focus on the MDP algorithms of GPT. (See [8, 21, 22] for a comparison of GPT with the symbolic model checking approach on conformant planning and [9] for a comparison on partially observable planning.) GPT can deal with probabilistic distributions: in particular, it can take into account probability distributions of action transitions, since it makes use of MDP techniques to search through a stochastic automaton. GPT requires training examples to tend to optimal solutions. This process can be quite consuming, and checking the reached convergence is not obvious. Compared to MBP, GPT can not be forced to return an acyclic policy (or even checking for its existence), and is unable to distinguish between cyclic and acyclic solutions.

7.1.2. QBFPlan

QBFPLAN [57] generalizes the SATPLAN approach [43] to the case of planning in nondeterministic domains. In QBFPLAN, the planning problem is reformulated in QBF, rather than in propositional logic. The problem is then solved by an efficient QBF solver [58]. QBFPLAN is able to tackle a wide variety of conditional planning problems. The user must provide the structure of the plan to be generated (e.g., the length in the case of conformant planning, the number of control points and observations in the plan in the case of conditional planning). This can provide a significant limitation of the search space. In QBFPLAN, the points of nondeterminism are explicitly codified in terms of “environment variables”, with a construction known as determination of the transition relation. Compared to MBP, QBFPLAN is unable to decide whether the given problem admits a solution.

7.1.3. Simplan

SIMPLAN [42] implements different approaches to planning in nondeterministic domains. In this paper we focus on the logic-based planning component, where temporally extended goals can be expressed in (an extension of) Linear Temporal Logic (LTL) [54], and the associated plans are constructed under the hypothesis of full observability. SIMPLAN is very similar in spirit to MBP, since it is based on model checking techniques.
A major difference is that SIMPLAN relies on the explicit-state model checking paradigm, where individual states are manipulated (rather than sets of states). Therefore, the algorithms of SIMPLAN are of enumerative nature—this can be a major drawback in large domains. In SIMPLAN, LTL formulae are also used to describe user-defined control strategies, that can provide aggressive pruning of the search space. The classes of problems solved by MBP and SIMPLAN are incomparable. LTL allows for the specification of temporally extended goals. This includes strong planning, but not strong cyclic planning. In order to express strong cyclic planning, properties of branching computation structures are needed. These are expressible, for instance, in CTL [25]. In [53] our planning paradigm is extended to deal with goals expressed in full CTL. See also [66] for a comparison of linear time and branching time temporal logics.

7.1.4. UMOP

UMOP [40] is very similar in spirit to MBP. It implements strong and strong cyclic algorithms starting from the ideas presented in [23,24], and uses a BDD-based implementation. As input, UMOP takes a planning problem described in the expressive Nondeterministic Agent Domain Language (NADL). By exploiting the structure of the language, UMOP is able to activate some advanced model checking techniques, e.g., conjunctive partitioning of the transition relation. UMOP is also able to plan under the hypothesis of an adversarial environment, that is actively working to prevent goal achievement [41].

7.1.5. SGP

SGP [68] implements an observation-based approach to planning. It is able to plan in partially observable domains, where run-time information can be gathered by observation actions. SGP is based on the GRAPHPLAN approach, from which it inherits a remarkable strength in the analysis of parallelizable problems. SGP was the first conditional planner able to solve non-trivial problems. In [68], SGP is shown to outperform the existing planners obtained as extensions to classical planners (e.g., [50,56,67]). The approach underlying SGP is of enumerative nature: for each source of uncertainty, either in the possible initial states, or multiple action effects, a planning graph is built, and then the mutual relations among them are analyzed. The actual SGP system is limited to the case of deterministic domains, where uncertainty is only in the initial condition. Domains are expressed in a generalization of PDDL. Observations are expressed as effects of operators by means of the special Observes predicate. With respect to the problems in this paper, SGP is able to tackle strong (but not strong cyclic) planning problems, producing a conditional, non-iterative plan. SGP is not able to detect when the problem does not admit a solution.

7.2. Experimental evaluation setup

We performed an extensive experimental evaluation of our approach, by comparing MBP with the planners described in previous section. We analyze the behaviour of the different planners on parameterized problem classes, reporting the performance for different parameter values. In the comparison, we do not collect the total run time of
the systems. Rather, we focus on the search time, i.e., the time needed to solve the planning problem once the respective internal representation has been built, and exclude the preprocessing time. This excludes the time needed by QBFPLAN to generate the encodings, the time needed by GPT to generate the source code of its internal representation and to compile it, the time needed by SIMPLAN to compile the domain descriptions, and the time needed by MBP and UMOP to construct the symbolic automaton representation. There are several reasons for this choice. First, we try to highlight the qualitative behaviour of the planning algorithms, that can be spoiled if preprocessing times are included. Second, the preprocessing times is sometimes very hard to measure accurately, and may not be very meaningful. For instance, in the case of GPT, the preprocessing time includes the compilation and the linking to the executable solver of an automatically generated C++ file. Third, the preprocessing times may have different interpretation, depending on the system being run. For instance, for MBP, SIMPLAN and UMOP, the preprocessing time is related to the domain (the internal representation resulting from the preprocessing can be reused for several planning problems), while for GPT and QBFPLAN the overhead is problem specific, and should be taken into account for each problem.

For MBP, unless otherwise specified, all the tests were run with a fixed variable ordering, where actions variables precede state variables, and current and next state variables are interleaved. The ordering within action variables and within state variables depends on the order of variable declarations in the input file. Moreover, dynamic variable reordering was disabled. For the other planners, we tried to optimize the execution parameters in order to obtain the best performance we could.

The testing platform used is an Intel 300 MHz Pentium-II, 512 MB RAM, running Linux. CPU time was limited to 7200 seconds (two hours) for each test, while memory was limited to 500 MB. In the following, times are reported in seconds, and we write “T.O.” or “M.O.” for a test that did not complete within the above time and memory limits, respectively. In the experimental evaluation, in addition to the search time, we explicitly plot the preprocessing time for MBP, as it appears to be a significant factor. In the tables, we use Str and StrCyc for the search times of the strong and strong cyclic algorithms, and Prep as preprocessing time for MBP. Moreover, we write $P(i)$ for the $i$th instance of the problem class $P$.

7.3. Problems and results

In the comparison, we used problems selected from the distributions of the different competitor planners, for their characteristics of scalability and difficulty. This gave us a wide spectrum of tests, and allowed to broaden the analysis of the performance of MBP. Ideally, all the tests should have been encoded and run on all the systems. In practice, domains from one system may be not expressible or hard to apply to other systems, in particular given that there is no accepted standard for describing nondeterministic domains and problems. We compared MBP with the planning system contributing the domain. We also tried to maximize the performance of the competitor planners by using the original encodings provided in their distributions. Often the way a problem is encoded can be a significant factor in the performance of a planner.
7.3.1. Omelette

We first consider the classical OMELETTE(i) problem [47]. The goal is to have i good eggs and no bad ones in one of two bowls of capacity i. There is an unlimited number of eggs, each of which can be unpredictably good or bad. The eggs can be grabbed and broken into a bowl. The content of a bowl can be discarded, or poured to the other bowl. Breaking a rotten egg in a bowl has the effect of spoiling the bowl. A bowl can always be cleaned by discarding its content. In the problem as formulated in the distribution of GPT, an explicit sensing action is required to discover whether the content of the bowl is spoiled. The problem is modeled in MBP as a fully observable problem, without the need of an explicit sensing action, by considering that the result of the action (e.g., the status of the bowl) becomes observable as soon as the action has been executed. The results are reported in Table 1. The problem does not admit a strong solution, but only a strong cyclic solution. Column Str reports the time required by the strong algorithm to discover that the problem admits no strong solution. MBP is able to perform this task quite efficiently (e.g., less than 1 second for the OMELETTE(250)). The strong cyclic algorithm finds a solution, but the computation time is much higher. On the same set of problems, we ran the MDP module of GPT. The search is based on the repeated generation of learning trials (LTs), starting from randomly selected initial state. The policy tends to improve as the number of learning trials grows. However, GPT can not guarantee that the returned policies do not implement cyclic courses of action. In Table 1 we report time needed to perform 1000, 10000 and 100000 learning trials, and the success rate (SR) of the corresponding policy (computed on a basis of 1000, 10000 and 100000 control trials). As shown in [11], the qualitative pattern is that the controller tends to improve with a growing number of learning trials. However, GPT appears to suffer from the enumerative nature of the algorithm, and for increasing problem size the learning time tends to grow while the quality of the controller degrades. In the case of 50 omelettes, the memory is exhausted during the 10000 learning trials.

In order to stress the MBP algorithms for strong planning, we consider the OMELETTE-B(i,r) variation, where the number of rotten eggs is bounded to r. For such problem, a

Table 1

<table>
<thead>
<tr>
<th>OMELETTE(i)</th>
<th>Prep</th>
<th>Str</th>
<th>StrCyc</th>
<th>1k LT</th>
<th>SR</th>
<th>10k LT</th>
<th>SR</th>
<th>100k LT</th>
<th>SR</th>
</tr>
</thead>
<tbody>
<tr>
<td>OMELETTE(2)</td>
<td>0.030</td>
<td>0.000</td>
<td>0.010</td>
<td>0.525</td>
<td>0.994</td>
<td>4.752</td>
<td>0.9994</td>
<td>50.664</td>
<td>0.99994</td>
</tr>
<tr>
<td>OMELETTE(4)</td>
<td>0.020</td>
<td>0.000</td>
<td>0.020</td>
<td>1.642</td>
<td>0.978</td>
<td>10.242</td>
<td>0.9978</td>
<td>99.903</td>
<td>0.99977</td>
</tr>
<tr>
<td>OMELETTE(6)</td>
<td>0.030</td>
<td>0.000</td>
<td>0.040</td>
<td>5.219</td>
<td>0.877</td>
<td>19.745</td>
<td>0.9880</td>
<td>168.729</td>
<td>0.99878</td>
</tr>
<tr>
<td>OMELETTE(8)</td>
<td>0.030</td>
<td>0.010</td>
<td>0.040</td>
<td>12.356</td>
<td>0.537</td>
<td>38.946</td>
<td>0.9413</td>
<td>249.133</td>
<td>0.99944</td>
</tr>
<tr>
<td>OMELETTE(10)</td>
<td>0.030</td>
<td>0.010</td>
<td>0.060</td>
<td>18.737</td>
<td>0.227</td>
<td>75.750</td>
<td>0.8093</td>
<td>370.196</td>
<td>0.98012</td>
</tr>
<tr>
<td>OMELETTE(12)</td>
<td>0.020</td>
<td>0.010</td>
<td>0.090</td>
<td>23.761</td>
<td>0.038</td>
<td>138.107</td>
<td>0.5255</td>
<td>534.824</td>
<td>0.94887</td>
</tr>
<tr>
<td>OMELETTE(14)</td>
<td>0.040</td>
<td>0.010</td>
<td>0.110</td>
<td>27.758</td>
<td>0.003</td>
<td>196.810</td>
<td>0.2323</td>
<td>756.499</td>
<td>0.88869</td>
</tr>
<tr>
<td>OMELETTE(16)</td>
<td>0.040</td>
<td>0.010</td>
<td>0.140</td>
<td>31.539</td>
<td>0.003</td>
<td>237.688</td>
<td>0.1073</td>
<td>1055.966</td>
<td>0.78541</td>
</tr>
<tr>
<td>OMELETTE(18)</td>
<td>0.040</td>
<td>0.010</td>
<td>0.180</td>
<td>37.045</td>
<td>0.000</td>
<td>268.552</td>
<td>0.0376</td>
<td>1480.801</td>
<td>0.62727</td>
</tr>
<tr>
<td>OMELETTE(20)</td>
<td>0.060</td>
<td>0.020</td>
<td>0.220</td>
<td>39.324</td>
<td>0.000</td>
<td>291.644</td>
<td>0.0052</td>
<td>2038.822</td>
<td>0.40691</td>
</tr>
<tr>
<td>OMELETTE(50)</td>
<td>0.300</td>
<td>0.050</td>
<td>1.480</td>
<td>73.471</td>
<td>0.000</td>
<td>M.O.</td>
<td>0.000</td>
<td>2038.822</td>
<td>0.40691</td>
</tr>
<tr>
<td>OMELETTE(100)</td>
<td>1.930</td>
<td>0.130</td>
<td>16.350</td>
<td>1.340</td>
<td>0.000</td>
<td>2038.822</td>
<td>0.40691</td>
<td>2038.822</td>
<td>0.40691</td>
</tr>
<tr>
<td>OMELETTE(250)</td>
<td>26.440</td>
<td>0.590</td>
<td>178.690</td>
<td>1.340</td>
<td>0.000</td>
<td>2038.822</td>
<td>0.40691</td>
<td>2038.822</td>
<td>0.40691</td>
</tr>
</tbody>
</table>
Table 2
Results for the bounded OMELETTE problems

<table>
<thead>
<tr>
<th>OMELETTE-B(20, r)</th>
<th>MBP</th>
<th>Prep</th>
<th>Str</th>
<th>StrCyc</th>
</tr>
</thead>
<tbody>
<tr>
<td>OMELETTE-B(20, 1)</td>
<td>0.050</td>
<td>0.310</td>
<td>0.210</td>
<td></td>
</tr>
<tr>
<td>OMELETTE-B(20, 2)</td>
<td>0.060</td>
<td>0.470</td>
<td>0.210</td>
<td></td>
</tr>
<tr>
<td>OMELETTE-B(20, 3)</td>
<td>0.060</td>
<td>0.630</td>
<td>0.260</td>
<td></td>
</tr>
<tr>
<td>OMELETTE-B(20, 4)</td>
<td>0.060</td>
<td>0.840</td>
<td>0.220</td>
<td></td>
</tr>
<tr>
<td>OMELETTE-B(20, 5)</td>
<td>0.060</td>
<td>1.000</td>
<td>0.210</td>
<td></td>
</tr>
<tr>
<td>OMELETTE-B(20, 6)</td>
<td>0.060</td>
<td>1.140</td>
<td>0.200</td>
<td></td>
</tr>
<tr>
<td>OMELETTE-B(20, 7)</td>
<td>0.060</td>
<td>1.270</td>
<td>0.210</td>
<td></td>
</tr>
<tr>
<td>OMELETTE-B(20, 8)</td>
<td>0.050</td>
<td>1.410</td>
<td>0.220</td>
<td></td>
</tr>
<tr>
<td>OMELETTE-B(20, 9)</td>
<td>0.060</td>
<td>1.510</td>
<td>0.220</td>
<td></td>
</tr>
<tr>
<td>OMELETTE-B(20, 10)</td>
<td>0.070</td>
<td>1.710</td>
<td>0.220</td>
<td></td>
</tr>
<tr>
<td>OMELETTE-B(20, 20)</td>
<td>0.060</td>
<td>3.130</td>
<td>0.210</td>
<td></td>
</tr>
<tr>
<td>OMELETTE-B(20, 50)</td>
<td>0.070</td>
<td>7.720</td>
<td>0.210</td>
<td></td>
</tr>
<tr>
<td>OMELETTE-B(20, 100)</td>
<td>0.100</td>
<td>15.560</td>
<td>0.190</td>
<td></td>
</tr>
</tbody>
</table>

strong solution exists. Table 2 depicts the results for increasing number of rotten eggs when the size of the bowls is fixed to 20. The performance of the strong algorithm is sensitive to the number of rotten eggs. The strong cyclic algorithm, instead, appears to be quite stable and is almost insensitive on the number of rotten eggs. This can be explained by considering that the algorithm works by removing bad actions, and the introduction of possibly strong actions does not affect the symbolic operations.

7.3.2. Chain of rooms

We consider now the CHAIN(n) domain from the QBFPLAN distribution [57]. There is a sequence of rooms connected by two doors. For each pair of rooms, only one of the doors is open, while the other is closed. The goal is to go from room 0 to room n. Table 3 lists the results for the CHAIN-I (CHAIN Inertial) problems, where the status of the doors is fixed (i.e., they are inertial). In this case, there are \(2^n\) initial states. In order to solve the \(i\)th instance of the problem, QBFPLAN generates and solves a sequence of QBF satisfiability problems, intuitively corresponding to searching for plans of increasing size, until a solution is found. We report the search time for the (largest) unsatisfiable instance (column \(i - 1\)), and for the smallest satisfiable instance (column \(i\)). QBFPLAN performs remarkably well on this task: as reported in [57], QBFPLAN has a behaviour roughly linear in the number of packages, and manages to solve the problem up to 50 rooms. We remark, however, that a specific structure of plan is “hardwired” within the QBF encoding of the problem, that appears to be particularly suited for this domain. Without any constrains on the structure of the plan being built, the planning algorithms of MBP tackle the 2000-rooms instance in a few minutes. On the 3000-rooms instance, MBP exhausts the available memory while constructing the domain automaton. Our testing of QBFPLAN was limited to the problems of size 50, for which the encodings were already available. The generation of the encodings appears to be a severe bottleneck: for instance, in the case of CHAIN-I(50), the encoding generation for \(i - 1\) and \(i\) required, respectively, about 70 and 110 minutes. We also ran MBP on the CHAIN-NI problems, NI standing
Table 3
Results for the CHAIN-I problems

<table>
<thead>
<tr>
<th>CHAIN-I(n)</th>
<th>MBP</th>
<th>QBFPLAN</th>
<th>i-1</th>
<th>i</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prep</td>
<td>Str</td>
<td>StrCyc</td>
<td>Prep</td>
<td>Str</td>
</tr>
<tr>
<td>CHAIN-I(6)</td>
<td>0.020</td>
<td>0.010</td>
<td>0.000</td>
<td>0.02</td>
</tr>
<tr>
<td>CHAIN-I(10)</td>
<td>0.020</td>
<td>0.010</td>
<td>0.010</td>
<td>0.05</td>
</tr>
<tr>
<td>CHAIN-I(24)</td>
<td>0.050</td>
<td>0.010</td>
<td>0.020</td>
<td>0.89</td>
</tr>
<tr>
<td>CHAIN-I(30)</td>
<td>0.080</td>
<td>0.010</td>
<td>0.010</td>
<td>1.00</td>
</tr>
<tr>
<td>CHAIN-I(50)</td>
<td>0.120</td>
<td>0.030</td>
<td>0.040</td>
<td>0.84</td>
</tr>
<tr>
<td>CHAIN-I(100)</td>
<td>0.470</td>
<td>0.090</td>
<td>0.110</td>
<td></td>
</tr>
<tr>
<td>CHAIN-I(200)</td>
<td>1.730</td>
<td>0.310</td>
<td>0.410</td>
<td></td>
</tr>
<tr>
<td>CHAIN-I(300)</td>
<td>4.110</td>
<td>0.660</td>
<td>1.030</td>
<td></td>
</tr>
<tr>
<td>CHAIN-I(400)</td>
<td>7.760</td>
<td>1.470</td>
<td>2.160</td>
<td></td>
</tr>
<tr>
<td>CHAIN-I(500)</td>
<td>12.620</td>
<td>2.040</td>
<td>3.580</td>
<td></td>
</tr>
<tr>
<td>CHAIN-I(600)</td>
<td>18.650</td>
<td>3.360</td>
<td>6.230</td>
<td></td>
</tr>
<tr>
<td>CHAIN-I(700)</td>
<td>26.020</td>
<td>5.380</td>
<td>10.910</td>
<td></td>
</tr>
<tr>
<td>CHAIN-I(800)</td>
<td>34.620</td>
<td>7.400</td>
<td>16.420</td>
<td></td>
</tr>
<tr>
<td>CHAIN-I(900)</td>
<td>44.080</td>
<td>8.530</td>
<td>22.530</td>
<td></td>
</tr>
<tr>
<td>CHAIN-I(1000)</td>
<td>57.290</td>
<td>10.400</td>
<td>29.890</td>
<td></td>
</tr>
<tr>
<td>CHAIN-I(1500)</td>
<td>145.930</td>
<td>44.840</td>
<td>124.390</td>
<td></td>
</tr>
<tr>
<td>CHAIN-I(2000)</td>
<td>362.330</td>
<td>75.670</td>
<td>244.250</td>
<td></td>
</tr>
<tr>
<td>CHAIN-I(3000)</td>
<td>M.O.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4
Results for the non-inertial CHAIN problems

<table>
<thead>
<tr>
<th>CHAIN-NI(n)</th>
<th>MBP</th>
<th>StrCyc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prep</td>
<td>Str</td>
<td>StrCyc</td>
</tr>
<tr>
<td>CHAIN-NI(6)</td>
<td>0.020</td>
<td>0.000</td>
</tr>
<tr>
<td>CHAIN-NI(10)</td>
<td>0.020</td>
<td>0.000</td>
</tr>
<tr>
<td>CHAIN-NI(50)</td>
<td>0.050</td>
<td>0.050</td>
</tr>
<tr>
<td>CHAIN-NI(100)</td>
<td>0.120</td>
<td>0.080</td>
</tr>
<tr>
<td>CHAIN-NI(200)</td>
<td>0.380</td>
<td>0.270</td>
</tr>
<tr>
<td>CHAIN-NI(300)</td>
<td>0.780</td>
<td>0.600</td>
</tr>
<tr>
<td>CHAIN-NI(400)</td>
<td>1.430</td>
<td>1.250</td>
</tr>
<tr>
<td>CHAIN-NI(500)</td>
<td>2.290</td>
<td>1.590</td>
</tr>
<tr>
<td>CHAIN-NI(600)</td>
<td>3.380</td>
<td>2.960</td>
</tr>
<tr>
<td>CHAIN-NI(700)</td>
<td>4.910</td>
<td>4.550</td>
</tr>
<tr>
<td>CHAIN-NI(800)</td>
<td>7.110</td>
<td>6.100</td>
</tr>
<tr>
<td>CHAIN-NI(900)</td>
<td>9.810</td>
<td>7.270</td>
</tr>
<tr>
<td>CHAIN-NI(1000)</td>
<td>12.380</td>
<td>9.190</td>
</tr>
<tr>
<td>CHAIN-NI(1500)</td>
<td>43.590</td>
<td>41.960</td>
</tr>
<tr>
<td>CHAIN-NI(2000)</td>
<td>101.370</td>
<td>82.010</td>
</tr>
<tr>
<td>CHAIN-NI(3000)</td>
<td>445.600</td>
<td>373.780</td>
</tr>
<tr>
<td>CHAIN-NI(4000)</td>
<td>1368.380</td>
<td>664.490</td>
</tr>
</tbody>
</table>

for Non-Inertial doors, i.e., the variation of the CHAIN where the status of doors can change nondeterministically at each time instant. This example gives a clear instance of the non-enumerative nature of the symbolic approach. The branching factor of the search
space is extremely high: at each action execution correspond $2^n$ possible successor states. However, the symbolic representation allows to contain the resources needed to represent the corresponding automaton. Therefore, the automaton construction does not blow up, and it is possible to tackle configurations up to 4000 rooms with a reasonable search time. The problem admits a strong solution, and the strong algorithm is the most effective. The strong cyclic algorithm is unable to exploit the existence of a strong solution, and therefore has slightly worse performance. QBFPLAN was not run on this domain, because the encoding schema was not available from the QBFPLAN distribution. QBFPLAN is based on a low level input language (problem descriptions must be specified as ML code, which generates the QBF encodings), and writing new encodings turns out to be a very difficult and error-prone task.

### 7.3.3. Robot Delivery

The Robot Delivery domain, introduced in [42], describes an 8-room building, where a mobile robot can move from room to room, picking up and putting down packages. Nondeterminism in the domain is due to “producer” and “consumer” rooms: an object of a certain type can disappear if positioned in a consumer room, and can then reappear in one of the producer rooms. Furthermore, it is possible to have external processes that can change the position of the doors. We considered three different problems for this domain from the SIMPLAN distribution, with different initial conditions (e.g., robot and package positions), and with different goals. In the first, simple problem, ROBOT(p1), the robot has to reach a room contiguous to the room where it is initially positioned. A plan of length one exists. The second problem, ROBOT(p2), requires the robot to go to a given object, move it in a different location, and then reach a third location. The last problem, ROBOT(p3) is an extension of the ROBOT(p1), with one of the doors that can open and close nondeterministically. We codified two sets of problems. In the first set, only one package is assumed to be present in the domain. In the second set, the domain contains five objects (although only one is relevant for the problems being considered). The results of the comparison are depicted in Table 5. SIMPLAN appears to be very sensitive to nondeterminism. For instance, the difference between p1 and p3 is only in the nondeterministic behaviour of a door that the robot needs not to traverse. SIMPLAN relies on the use of domain specific, user defined control rules to prune the search space. The reported run times, obtained with and without control rules, show that the efficiency of SIMPLAN is very dependent on the quality of the control rule. When a solution does not exist, as in the case of p3, the search space must be exhausted. SIMPLAN, being based on explicit-state model checking techniques, appears to suffer when it has to handle large state spaces. MBP appears to be more stable with respect to nondeterminism. However, the introduction of additional irrelevant packages has an impact both on preprocessing and search.

### 7.3.4. King Hunter

The “King Hunter” problem, from the UMOP distribution, is a generalization of the Hunter-Prey problem, first presented in [44]. In the King Hunter problem instance KH(s,h), $h$ hunters have to reach a prey moving in a square of side $s$. At each time, the hunters and the prey can take a “king move” or stay at the same location. Initially, the hunters and the
prey can be at any location. The goal is for one hunter to end up in the same location of the prey. The results of the comparison of MBP with UMOP are reported in Table 6. UMOP was run with its default options, namely conjunctive partitioning and the dynamic BDD variable reordering active. The results for MBP reported in the first column in Table 6 corresponds to the execution of MBP with the settings used throughout the evaluation (i.e., monolithic transition relation and the dynamic variable reordering disabled). The mid column MBP (CP, DR) corresponds to running MBP with conjunctive partitioning enabled (with threshold set to 10000 BDD nodes) and with the dynamic BDD variable reordering active.

MBP appears to be more efficient than UMOP in model construction, even when using the monolithic representation of the transition relation and no dynamic BDD variable reordering. This is quite surprising, given that the automaton construction is one of the
strengths of UMOP [40]. Possible explanations are the following. First, MBP inherits from NUSMV a very efficient BDD package. Second, with the NUSMV language it is possible to express a higher degree of parallelism than in UMOP, where each agent can execute only one action at a time.

The problem admits strong cyclic solutions but no strong solutions. The search algorithms of MBP appear to be more efficient than the ones in UMOP, even in the monolithic case. When advanced model checking techniques are used within MBP, the preprocessing time slightly increase because of the BDD dynamic variable reordering, but the search time reduces. It is interesting to notice that the instances with four hunters, though conceptually simple, are very hard for both systems. This is an instance of the fact that BDDs can blow up when representing certain classes of Boolean functions. On the KH(8,4) instance, UMOP manages to complete the search for a strong solution, probably thanks to the dynamic reordering, while MBP runs out of time. On larger problems instances, UMOP is unable to complete the automaton construction. In MBP, the size of the BDDs during the search grows out of memory in the case of monolithic representation, while search time grows beyond the limit with dynamic variable reordering and conjunctive partitioning active.

In SGP, uncertainty is limited to the initial condition and nondeterministic actions are not expressible. Therefore we ran SGP on a simplified version of the King-Hunter domain, called HUNTER-S\((p,i)\), where there is only one dimension for movement. Possible positions are range from 0 to \(p-1\), and there is no prey. The hunter has the simple goal of reaching position 0 from any of \(i\) initial positions. For each position there is an observation action, check-hunter-\(p\), that allows to detect if the hunter is in position \(p\). We considered different problems, with different number of initial states (parameter \(i\)).

The results are the reported in Table 7. When SGP times out, we report the explored level within the computation time. SGP is designed for partial observability, and therefore the

<table>
<thead>
<tr>
<th>HUNTER-S((p,i))</th>
<th>SGP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Levels</td>
</tr>
<tr>
<td>HUNTER-S((4,1))</td>
<td>2</td>
</tr>
<tr>
<td>HUNTER-S((4,2))</td>
<td>2</td>
</tr>
<tr>
<td>HUNTER-S((4,3))</td>
<td>3</td>
</tr>
<tr>
<td>HUNTER-S((4,4))</td>
<td>3</td>
</tr>
<tr>
<td>HUNTER-S((5,1))</td>
<td>1</td>
</tr>
<tr>
<td>HUNTER-S((5,2))</td>
<td>3</td>
</tr>
<tr>
<td>HUNTER-S((5,3))</td>
<td>3</td>
</tr>
<tr>
<td>HUNTER-S((5,4))</td>
<td>3</td>
</tr>
<tr>
<td>HUNTER-S((5,5))</td>
<td>3</td>
</tr>
<tr>
<td>HUNTER-S((6,1))</td>
<td>2</td>
</tr>
<tr>
<td>HUNTER-S((6,2))</td>
<td>4</td>
</tr>
<tr>
<td>HUNTER-S((6,3))</td>
<td>4</td>
</tr>
<tr>
<td>HUNTER-S((6,4))</td>
<td>4</td>
</tr>
<tr>
<td>HUNTER-S((6,5))</td>
<td>3</td>
</tr>
</tbody>
</table>
results on problems under the hypothesis of full observability must be carefully interpreted. The degrade in performance, however, appears to be related to the enumerative nature of the search algorithms, that expand a planning graph for each initial situation. In particular, limiting factors appear to be the number of initial states and the number of levels that need to be expanded.

7.4. Analysis of the results

Care must be taken when drawing conclusions from the results of the experimental comparison. First, the systems solve different problems, formulated in different languages. Furthermore, the actual problem encoding can have an impact on the performance, although we tried to be as fair as possible. Given these premises, MBP appears to behave effectively on a wide class of problems taken from the distributions of the other systems. Some of the strengths of MBP are the ability to describe general nondeterministic domains, to distinguish between strong and strong cyclic solutions, and to determine when a problem admits no solution. The use of BDDs provides effective ways of dealing with irrelevant information, and of avoiding the explicit enumeration of the state space. The main weakness of MBP is also a consequence of the use of BDDs, that can suffer from an explosion in space when representing certain classes of Boolean functions. A blow up in space can occur even for problems with a limited number of state variables (see for instance the King Hunter problems with four hunters).

MBP appears to perform better than UMOP. One reason for this behaviour appears to be that the input language of NUSMV allows to express a higher level of parallelism than NADL, and this makes it possible to the BDD-package to carry out its computations more efficiently. Furthermore, MBP relies on the advanced techniques provided by NUSMV for the manipulation of FSMs, that have been highly optimized. The other systems, besides the limitations in expressiveness, tend to have different forms of bottlenecks. GPT appears to require high amounts of memory and computation time to reach convergence. The performance of SIMPLAN is subject to the availability of a suitable, domain dependent control function. QBFPLAN shares with MBP a symbolic approach and performs remarkably well on the analyzed example. While MBP is based on a domain independent algorithm, the efficiency of QBFPLAN appears to depend on the specification of the plan structure in the encoding (in [57] a similar sensitivity is reported). SGP tends to suffer from the enumeration of the initial states. Notice however that the comparison of MBP with the observation-based approach of SGP is rather unfair. While in MBP the assumption of full observability is built-in and explicitly exploited, for SGP the number of observations is actually a factor in the branching rate of the search space.

8. Related work

Our work has several similarities with the work in planning based on Markov Decision Processes (MDP) (see [13] for an extensive survey). MDP planning algorithms deal with nondeterministic domains, and generate policies that are very much like state-action tables. There are however substantial differences, both conceptual and practical. From the
conceptual point of view, the MDP framework is richer than ours. It allows for expressing
and dealing with information about costs and probabilities of action transitions and with
rewards associated to states. In MDP, problem instances can thus be expressed in more
detail. Planning algorithms (like value and policy iteration) can provide solutions that
optimize a utility function defined on the basis of costs/rewards. They iteratively compute
expected values and always return an optimal policy. MDP planning algorithms can return
optimal policies that correspond to either weak, or strong, or strong cyclic solutions.
Whether the solution is weak, strong, or strong cyclic depends on the probability and
cost distribution. In our approach, we have three different algorithms for weak, strong,
and strong cyclic solutions which are guaranteed to find a solution in the desired class. We
can force the planner to find a solution in one of the different three classes of solutions.
On the one hand, the MDP approach provides the ability to find solutions that have
detailed requirements on costs and rewards. On the other hand, in some applications, like
safety critical domains, it is rather important to distinguish explicitly between different
solutions, e.g., among plans that are guaranteed to terminate (strong solutions) or not
(strong cyclic solutions). A further conceptual difference is the fact that costs/rewards
provide the ability to represent goals that are more expressive than the reachability goals
discussed in this paper. Our framework is extended to deal with temporally extended
goals [52,53], where goals corresponding to weak, strong, and strong cyclic solutions are
formalized as CTL formulae [33], and a general planning algorithm is devised. From the
practical point of view, the expressiveness of the MDP approach is more difficult to be
managed in the case of large state spaces. Our approach allows us to fully exploit the BDD-
based symbolic model checking techniques to tackle problems of significant size. As the
experimental results show, MBP outperforms GPT, the available planner based on MDP,
since an enumerative approach in the case of large state spaces and/or high uncertainty
can hardly scale up. A lot of work has been done to tackle the state-explosion problem in
MDP, like for instance techniques based on abstraction, techniques relying on reachability
analysis and decomposition (see [13] for a review). The SPUDD planner [39] makes use of
Algebraic Decision Diagrams, data structures similar to BDDs, to do MDP-based planning.
In SPUDD, decision diagrams are used to represent much more detailed information than in
MBP (e.g., the probabilities associated to transitions). This partly reduces the main practical
advantages of decision diagrams as they are used in MBP.

Several works in planning in nondeterministic domains (e.g., [50,56,67,68]) do not
address the problem of dealing with infinite paths and of generating iterative trial-and-
error strategies. SIMPLAN [42] can deal with temporally extended goals but cannot generate
strong cyclic solutions.

Our work is based on the hypothesis known as “full observability” (see, e.g., [11,42]),
where the generated plans are executed by a reactive controller, that repeatedly, at each step,
senses the world, determines the current state, selects an appropriate action and executes
it. Different approaches consider models that distinguish on how information is assumed
to be available to the controller at run-time, e.g., just some variables can be observed in
different situations. Under this hypothesis, known as “partial observability”, planning in
nondeterministic domain is addressed by different techniques, see, e.g., [11,13,45,51,56,
57,59,63,68]. A limit case of planning under partial observability is conformant planning,
where the assumption is that no information is available at run time, see, e.g., [11,61].
The idea of *Planning via (Symbolic) Model Checking* has been first introduced in [19] (see also [35] for an introduction). Some of the ideas presented in this paper have been presented in preliminary form in [23,24,29]. In this paper, we make the following contributions. We provide a formal characterization of the different notions, give a new, compositional presentation of the planning algorithms, prove their formal properties, and carry out an extensive experimental evaluation of the approach. Symbolic model checking techniques has also been applied to deal with conformant planning [5,8,21,22], with partial observability [7,9], and with temporally extended goals [28,52,53].

Other planners are based on symbolic model checking techniques. The work in [40] exploits the ideas presented in [23,24] as a starting point for their work on the UMOP planner (see the experimental comparison in Section 7). Jensen et al. [41] extend the framework to deal with adversarial planning. Traverso et al. [64] report about BDD-based planners for classical planning in deterministic domains. Among them, MIPS [32] showed remarkable results in the AIPS’00 planning competition for deterministic planning domains. BDD-based planners like MIPS are specialized to deal with deterministic domains, and are therefore more efficient than MBP on classical planning domains. One of the reasons for this is the use of advanced mechanisms to encode PDDL planning problems into BDDs, see, e.g., [31]. An interesting open research issue is whether these encoding techniques can be lifted to the case of nondeterministic domains. Other approaches are based on different model checking techniques. SIMPLAN [42] implements an approach to planning in nondeterministic domains based on explicit-state model checking. Bacchus and Kabanza [3] use explicit-state model checking to embed control strategies expressed in LTL in a deterministic planner based on forward search. [30] presents an automata based approach to formalize planning in deterministic domains. The work in [36–38] presents a method where model checking with timed automata is used to verify that generated plans meet timing constraints.

In our approach, we deal with uncertainty at planning time. Methods that interleave planning and execution [45] can be considered alternative (and orthogonal) approaches to the problem of planning off-line with large state spaces. On one side, they open up the possibility to deal with larger state spaces. On the other side, these methods cannot guarantee to find a solution, unless assumptions are made about the domain. An interesting open research issue is whether interleaving of planning and execution can be applied to our framework, and whether this can gain some advantages with respect to current approaches.

Our work shares some ideas with work on the automata-based synthesis of controllers (see, e.g., [2,46,48,55,65]). However, most of the work in this area focuses on the theoretical foundations, without providing practical implementations. Moreover, it is based on rather different technical assumptions on actions and on the interaction with the environment.

9. Concluding remarks and future work

The work presented in this paper provides both conceptual and practical contributions to the open problem of planning in nondeterministic domains. First, we provide a formal account for the problem of classifying solutions of different strength in nondeterministic
domains. We identify weak solutions, that may achieve the goal but are not guaranteed to, strong solutions, that are guaranteed to achieve the goal in spite of nondeterminism, and strong cyclic solutions, whose executions always have a possibility of terminating and, when they do, they are guaranteed to achieve the goal. Second, we present a family of algorithms for solving the above mentioned problems. The algorithms are proven to terminate, and to be sound and complete. Third, we implement these algorithms in the MBP planner, by means of symbolic model checking techniques based on BDDs, and we show that the approach is practical. The experimental results show that MBP is able to tackle significant problems, and compares positively with the existing planners that deal with nondeterminism.

Future research objectives are the following. As far as MBP is concerned, we plan to push its expressiveness by means of an extended input language, and to improve its efficiency with a more aggressive use of domain preprocessing techniques and advanced symbolic model checking techniques. Our approach will be extended to the general case of planning under partial observability for temporally extended goals, along the lines described in [6]. Finally, we will investigate the integration, within our framework, of techniques based on heuristic search and POMDP planning. The idea is to use the “qualitative” approach of MBP to drive the MDP approach: the former can guarantee that some returned plans satisfy some properties (e.g., they are strong solutions), and the latter could then be used to select, among all the returned plans, those that are optimal w.r.t. rewards and probability distributions.
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