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1. INTRODUCTION

Let us consider the linear boundary value problem

w xyu0 t y u t s h t , t g 0, p ,Ž . Ž . Ž .
1.1Ž .

u 0 s u p s 0,Ž . Ž .

w x Žw x.where h g C 0, p . The Fredholm Alternative Theorem 9 shows that
Ž .1.1 has solution if and only if

p

h t sin t dt s 0,Ž . Ž .H
0

so that, we have a precise description of the range R , of the operator M :0 0
2w x w xC 0, p ª C 0, p , defined by0

2 w x 2 w xC 0, p s u g C 0, p : u 0 s u p s 0 ,� 4Ž . Ž .0

2 w xM u s yu0 y u , ; u g C 0, p .Ž .0 0
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Let us suppose that we are interested in a nonlinear bounded perturba-
Ž .tion of 1.1 , i.e., in the problem

w xyu0 t y u t q p u t s h t , t g 0, p ,Ž . Ž . Ž . Ž .Ž .
u 0 s u p s 0,Ž . Ž .

where p: R ª R is a continuous and bounded function. For some general
2w xkinds of nonlinearities p, the range R of the operator M : C 0, p ªp p 0

w xC 0, p , defined by

2 w xM u t s yu0 t y u t q p u t , ; u g C 0, p ,Ž . Ž . Ž . Ž . Ž .Ž .p 0

contains, in a strict manner, to R . For instance, this is the case if p is,0
Žw x.moreover, a nontrivial T-periodic function with zero mean value 8 . This

Žtype of problem models, for example, the motion of a clock pendulum see
w x.14 and many other situations where the nonlinear force terms are of

Žw x.periodic type 17 .
Ž .Other classes of nonlinearities where R ; R are those where p u u F0 p

Žw x.0, ; u g R 13 . This type of problem models, for example, the motion of
a particle restrained by a nonlinear spring, when the force exerted by the
spring is a sum of a linear term and a nonlinear soft one, and moreover,
this motion is affected by an external force h.

On the other hand, there are many mechanical models which may be
considered as a combination of the two previously mentioned; i.e., the

Ž . Ž . Ž .nonlinear term p is a sum of the form p u s f u q g u , where f is
continuous and T-periodic with zero mean value and g is continuous,

Ž .bounded, and satisfies a sign condition as above, i.e., g u u F 0, ; u g R.
For example, this may be the case of a pendulum attached to a rolling

Ž w x.wheel which is restrained by a nonlinear spring see 18 . It seems that this
type of nonlinearity has not been previously considered in the literature
Ž w x w x .see 11, 13 for the case f ' 0 and 8 for the case g ' 0 and we dedicate
the first part of this paper to the study of it. More precisely, we consider
problems like

w xyu0 t y u t q f u t q g u t s h t , t g 0, p ,Ž . Ž . Ž . Ž . Ž .Ž . Ž .
1.2Ž .

u 0 s u p s 0,Ž . Ž .

where f and g are as above. It is clear that the resulting nonlinearity,
f q g, does not need to be of any of the two types, i.e., in general, neither

Žis f q g periodic nor does f q g satisfy a sign type condition see the
.remarks after Theorem 2.1 .

We prove that if f is nontrivial, then R ; R , in a strict manner. Also,0 p
we show some qualitative analogies and differences with respect to the
case where g ' 0.
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Ž .The main difficulty to study 1.2 is caused by the resonance character of
Ž .its linear part and the undetermined behaviour of the nonlinearity f u q

Ž . Ž .g u at "`. In fact, under our hypotheses, the nonlinear term in 1.2 has
not, in general, limits either at y` or at q`. Moreover, we cannot precise
its sign for u sufficiently large. However, taking into account some ideas

w xfrom 2, 8, 20 , we are able to prove the change of sign of the bifurcation
equation in the Alternative Method.

The second part of this work deals with similar problems for systems of
Ž .equations, which arise from Mechanics coupled oscillators and also from

Žw x.coupled circuits theory 15, 18 . In fact, this was the original motivation of
the present paper, and if we previously treat the scalar case, it is because
we think that this way is much more convenient, to understand properly
the proofs presented in the case of systems of equations.

A general kind of mechanical model, which motivates our study, is given
by the following description: let us consider two masses connected to each
other and to two fixed points by an arrangement of three springs. Suppose
that all forces other than the spring one are ignored, and that we consider
one-dimensional motion of each mass along the line of the springs. Then,
the linear behaviour of this system is governed by two equations of the
type

yu0 t y au t q a y 1 ¨ t s 0,Ž . Ž . Ž . Ž .
y¨ 0 t y a¨ t q a y 1 u t s 0,Ž . Ž . Ž . Ž .

where a is a real positive constant satisfying some additional restrictions
Ž w x.see 15 .

If we assume that, moreover, there are time-dependent external forces
affecting this system and that a nonlinear force which depends on the
position of ¨ acts on the first mass u and that a nonlinear force which
depends on the position of u acts on the second mass ¨ the system
becomes

yu0 t y au t q a y 1 ¨ t q f ¨ t s p t ,Ž . Ž . Ž . Ž . Ž . Ž .Ž .
1.3Ž .ÿ 0 t y a¨ t q a y 1 u t q g u t s q t .Ž . Ž . Ž . Ž . Ž . Ž .Ž .

We study the Dirichlet homogeneous boundary value problem for the
Ž w x.previous system in the interval 0, p , in the case where f is a continuous

and T-periodic function with zero mean value, g satisfies a sign condition
as in Section 2, and the kernel of the linear part of the system has
dimension one. More precisely, we prove that the presence of the nonlin-

Ž .earities f nontrivial and g causes a strict enlargement of the set of
Ž .external forces p, q for which the previous problem has solution, with

Žrespect to the case where f and g are both identically zero this fact is very
.important in the applications . To the best of our knowledge, this kind of
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Ž w xsystem has not been previously considered in the literature see 12, 16 for
the periodic boundary value problem for systems which are weakly coupled

w xin the nonlinear part or they have a variational structure, and see 4, 5 for
systems which may be strongly coupled with respect to the nonlinear part,
but where both nonlinear terms are always as g, i.e., satisfying a sign

.condition .
ŽIn the proofs we use the alternative method Liapunov]Schmidt reduc-

.tion . However, after applying this technique, and for this type of nonlin-
earity, the main difficulty is, again, the study of the sign of the bifurcation

Žequation think that in the case of systems, this is usually more difficult
.than in the case of scalar equations . By using different ideas about

w xconnectivity, which may be seen in 1, 2, 10, 19, 22 , we have been able to
prove the change of sign of the bifurcation equation.

Lastly, it must be remarked that we restrict ourselves to problems of the
Ž . Ž .type 1.2 or 1.3 , just to avoid tedious calculations and to keep the idea

clear, but, it is easily deduced from our proofs that the same techniques
may be used in many other situations. For instance, some generalizations
of our results to nonlinear Sturm]Liouville problems are possible. Also,

Ž .one may consider, instead of system 1.3 , other systems which are weakly
Ž Ž . Ž .coupled with respect to the nonlinear part i.e., f u and g ¨ instead of

Ž . Ž ..f ¨ and g u and also, systems of n equations, where one nonlinearity is
of type f and the other nonlinearities are of type g.

2. THE SCALAR EQUATION

Ž .Let us consider the bvp 1.2 , where the functions f and g satisfy the
following hypothesis:

f : R ª R is continuous, T-periodic, and with zerow xH
Tmean ¨alue, i .e., H f s ds s 0; g : R ª R isŽ .0

continuous, bounded, and g u u F 0, ; u g RŽ .
or g u u G 0, ; u g R ,Ž .Ž .

w xand h g C 0, p .
Ž .Taking into account our purpose we want to prove that R ; R ,0 fqg

˜w x Ž . Ž .each h g C 0, p may be written in the form h t s s sin t q h t , s g R,
˜ p˜w x Ž . Ž .h g C 0, p , H h t sin t dt s 0, and problem 1.2 becomes0

˜ w xyu0 t y u t q f u t q g u t s s sin t q h t , t g 0, p ,Ž . Ž . Ž . Ž . Ž .Ž . Ž .
u 0 s u p s 0. 2.1Ž . Ž . Ž .

Our main result in this section is the following.
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Ž . w xTHEOREM 2.1. Consider b¨p 2.1 where f and g satisfy H and f is not
˜identically zero. Then, for any gï en h, there exists a bounded real number

Ž .inter̈ al I , which contains negatï e and positï e ¨alues such that 2.1 hash̃
solution if , and only if , s g I . Moreo¨er, the inter̈ al I may be closed, open,˜ ˜h h
or semiopen.

Žw x .Proof. Let V denote the Banach space V s C 0, p , R , with the norm
5 5 < Ž . <¨ s max ¨ t , for any ¨ g V. By U we denote the Banach space0 t gw0, p x

� Ž . Ž . 4U s u g V : u 0 s u p s 0 equipped with the same norm as V. If we
define the operators

2 w xL: dom L ª V , dom L s U l C 0, p ,

Lu s yu0 y u , ; u g dom L,

and

N : U ª V ,

˜ w xNu t s s sin t q h t y f u t y g u t , ; u g U, ; t g 0, p ,Ž . Ž . Ž . Ž . Ž .Ž . Ž .

Ž .then problem 2.1 is equivalent to solving the operator equation

Lu s Nu. 2.2Ž .

It is well known that L is a linear Fredholm mapping of index zero, so that
there exist continuous projections P: U ª U and Q: V ª V, such that

Ž .Im P s ker L, Im L s ker Q, and 2.2 is equivalent to the alternative
system

u s K I y Q N c sin ? q u auxiliary equation , 2.3Ž . Ž . Ž . Ž .Ž .˜ ˜
QN c sin ? q u s 0 bifurcation equation , 2.4Ž . Ž . Ž .Ž .˜

where K is the inverse of the mapping L: dom L l ker P ª Im L and
Ž . Ž . Ž . Ž .any u g U is written in the form u t s u t q u t s c sin t q u t , c g˜ ˜

R,

p

u t sin t dt s 0.Ž .˜H
0

Applying the Schauder fixed point theorem, we get that for any fixed
Ž . Žw x.c g R, there exists at least one solution u g ker P of 2.3 13 .˜

Ž .Denote by S the ‘‘solution set’’ of Eq. 2.3 , i.e.,

S s c, u g R = ker P : u s K I y Q N c sin ? q u .� 4Ž . Ž . Ž .Ž .˜ ˜ ˜
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Taking into account that

p2
Q¨ t s ¨ t sin t dt sin t , ; ¨ g V ,Ž . Ž .Hž /p 0

Ž .the bifurcation equation 2.4 becomes

p p2
s s f c sin t q u t sin t dt q g c sin t q u t sin t dt .Ž . Ž .Ž . Ž .˜ ˜H H

p 0 0

˜ Ž .Hence, for a given h, bvp 2.1 has solution if and only if s belongs to the
range of the function G: S ª R, defined by G s G q G , where1 2

p2
G c, u s f c sin t q u t sin t dt ,Ž . Ž .Ž .˜ ˜H1 p 0

p

G c, u s g c sin t q u t sin t dt.Ž . Ž .Ž .˜ ˜H2
0

Ž .Since f and g are bounded functions, we deduce that G S is bounded. It
Žw x. Ž . Ž .is also known 2, 7 that G S is a connected set i.e., an interval . Let us

Ž .write G S s I . Next, we prove that I contains negative and positive˜ ˜h h
values. To show this, we define

p : S ª R, p : S ª ker P , by p c, u s c,Ž .˜1 2 1

p c, u s u , ; c, u g S.Ž . Ž .˜ ˜ ˜2

Ž .Then, from 2.3 , we deduce that there is a constant M ) 0, independent
of c g R, such that

5 5 5 5 5 5u F M , u 9 F M , u 0 F M , ; u g p S . 2.5Ž . Ž . Ž . Ž .˜ ˜ ˜ ˜0 0 0 2

w x Ž . w x ŽNow, we may use ideas similar to 8 Lemma 2.2 , to 6 Lemmas 3 and
. w x Ž Ž ..4 , or to 20 formula 24 , to prove the following lemma

LEMMA 2.2. If F is the primitï e of f with zero mean ¨alue, then there
Ž .exists c ) 0 such that if c, u g S with c G c , we ha¨e˜0 0

p
5 5G c, u s yF c sin t q u t q F c sin ? q u ?Ž . Ž . Ž . Ž .Ž . Ž .˜ ˜ ˜H 01

0

c q cos t ? u9 t y sin t ? u0 tŽ . Ž .˜ ˜
= dt. 2.6Ž .2c cos t q u9 tŽ .Ž .˜
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Ž .Analogously, if c, u g S and c F yc , then˜ 0

p
5 5G c, u s yF c sin t q u t q F y c sin ? q u ?Ž . Ž . Ž . Ž .Ž . Ž .˜ ˜ ˜H 01

0

c q cos t ? u9 t y sin t ? u0 tŽ . Ž .˜ ˜
= dt. 2.7Ž .2c cos t q u9 tŽ .Ž .˜

Ž . Ž .Also, from the properties of the function sin ? and 2.5 , it is easily proved
that if c is sufficiently large, then0

< <w xc c sin t q u t G 0, ; t g 0, p , ; c, u g S : c G c . 2.8Ž . Ž . Ž .Ž .˜ ˜ 0

Now, let b ) 0 be any real number which satisfies

� 4b ) 2 max c , 2 M q T .0

Ž .Then, since 2.1 is a resonance problem at the principal eigenvalue and
the nonlinearity f q g is bounded, it is possible to prove the existence of a

Ž . w x Ž w x.connected subset S of S, such that p S s br2, b see 2, 10, 19 .1 1 1
�5 Ž . 5 Ž . 4Also, the set J s c sin ? q u , c, u g S is a real interval and since˜ ˜0 1

b b b5 Ž . 5 5 Ž . 5 Ž .sin ? q u F q M and b sin ? q ¨ G b y M, for each , u ,˜ ˜ ˜0 02 2 2
bŽ .b, ¨ g S , the length of J is at least y 2 M which is greater than T.˜ 1 2

Ž . Ž5 Ž . 5 .Therefore, there exist c , u g S such that F c sin ? q u s˜ ˜ 01 1 1 1 1
Ž .min F and consequently, from 2.6 , we obtainR

G c , u - 0. 2.9Ž .Ž .˜1 1 1

Ž .Moreover, from 2.8 , we prove

G c , u F 0. 2.10Ž .Ž .˜2 1 1

Ž . Ž .Finally, from 2.9 and 2.10 , we obtain

G c , u - 0. 2.11Ž .Ž .˜1 1

By a similar reasoning, we deduce the existence of a connected subset
Ž . w xS of S, such that p S s yb, ybr2 and the existence of an element2 1 2

Ž .c , u g S , verifying˜2 2 2

5 5F y c sin ? q u s min F , G c , u ) 0. 2.12Ž . Ž .Ž .Ž .˜ ˜02 2 1 2 2
R

Ž .Moreover, from 2.8 , we have

G c , u G 0. 2.13Ž .Ž .˜2 2 2
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Ž . Ž .Finally, from 2.12 and 2.13 , we obtain

G c , u ) 0.Ž .˜2 2

Just to finish the prove of the theorem, we present different situations
which show that the interval I may be closed, open, or semiopen. In facth̃
if, moreover, of the hypotheses of Theorem 2.1, the nonlinearity g fulfills

lim g u s 0, 2.14Ž . Ž .
< <u ªq`

� 4then I is closed. To prove this, let s ; I be such that s ª inf I .˜ ˜ ˜h n h n h
Ž . Ž .Then, there exists a sequence c , u g S such that s s G c , u , ; n˜ ˜n n n n n
Ž .g N. Since inf I - 0, by using 2.5 , a generalization of the Riemann]Le-h̃

Žw x. Ž . � 4besgue lemma 21 and 2.14 , we deduce that the sequence c must ben
Ž . Žw x.bounded. From 2.5 and applying a standard compactness argument 13 ,

we may prove that inf I g I . Analogously, sup I g I .˜ ˜ ˜ ˜h h h h
ŽHowever, the interval I , may, in other situations, be an open orh̃

. Ž . Ž . Ž . Ž .semiopen interval. For instance, take f u s sin u , g u s ysin u q
Ž .h u , where the function h is defined by

¡yarctan u q arctan yp q 1, u F yp ,Ž .
yu~h u sŽ . , yp F u F p ,
p¢yarctan u q arctan p y 1, u G p .

p pŽ Ž . .It is easily proved that I s y q arctan p y 1, q arctan yp q 1 .h̃ 2 2

Lastly, from the previous two situations, it is easy to define functions f
and g such that I is semiopen.h̃

Remark.

Ž .1 First, it must be pointed out that the nonlinearity f q g does not
need to be periodic, as f , nor satisfy a sign condition as g. This is, for

Ž . Ž . Ž . Ž 2 .example the case if f u s sin u , g u s yur 1 q u . In this case,
� 4 � 4f q g is not periodic and there are sequences a ª q`, b ª q`,n n

� 4 � 4 Ž .Ž . Ž .Ž . Žc ª y`, d ª y`, such that f q g a ) 0, f q g b - 0, f qn n n n
.Ž . Ž .Ž .g c ) 0, f q g d - 0.n n

Ž . Ž .2 An important qualitative difference between 2.1 , and the case
w x w xstudied in 8 has been shown in Theorem 2.1, since, in 8 , the interval Ih̃

is always closed. Another qualitative distinction between these two kinds of
problems is related to multiplicity results.

w x ŽIn fact, it was first proved in 20 and after, by a different procedure, in
w x. Ž .8 that if g ' 0, then the bvp 2.1 has, for s s 0, infinitely many
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solutions. Next, we show that, under the hypotheses of Theorem 2.1, this is
not necessarily true. To see this, let us suppose that, in addition to the
hypotheses of such theorem, we assume:

w x Ž . Ž .C : f and g are analytic functions, f 9 u q g 9 u G k ) y3, ; u g R

and

lim g u / 0. 2.15Ž . Ž .
< <u ªq`

Ž .Then, the bvp 2.1 has, for s s 0, a finite number of distinct solutions
Ž . Ž . Ž .Ž .since if s s 0, all the solutions of 2.1 are of the form c sin ? q u c ? ,˜

Ž . Ž . Ž w x.where c g R, u c is the unique element in ker P satisfying 2.3 see 3 ,˜
and

0 s G c, u c ' H c .Ž . Ž .Ž .˜

Now, by using the asymptotic behaviour of g and, again, the mentioned
Žw x.generalization of the Riemann]Lebesgue lemma 21 , we obtain that the

y1� 4set H 0 is bounded. Also, we have proved in the theorem that H is a
Žw x.nonconstant function and, moreover, it is known that it is analytic 3 .

y1� 4Therefore, the identity principle provides that the set H 0 is finite.

3. SYSTEMS OF EQUATIONS

In this section we will study the bvp

w xyu0 t y au t q a y 1 ¨ t q f ¨ t s p t , t g 0, p ,Ž . Ž . Ž . Ž . Ž . Ž .Ž .
w xÿ 0 t y a¨ t q a y 1 u t q g u t s q t , t g 0, p ,Ž . Ž . Ž . Ž . Ž . Ž .Ž .

u 0 s u p s ¨ 0 s ¨ p s 0, 3.1Ž . Ž . Ž . Ž . Ž .

where a is a real constant and the nonlinearities f and g are as in the
Ž w x.previous section i.e., they satisfy hypothesis H . First, under some addi-

tional assumptions on the constant a, we describe the kernel and the range
Ž .of the linear part of 3.1 .

Ž . � 2 4PROPOSITION 3.1. Let a g R be such that 2 a y 1 f n , n g N and
define the Banach spaces X s U = U, Z s V = V, where U and V are as in
the pre¨ious section. If we define the operator

2 w x 2 w xL : dom L ª Z, dom L s U l C 0, p = U l C 0, p ,Ž . Ž .s s s

yu0 y au q a y 1 ¨Ž .u uL s , ; g dom Ls sž / ž /¨ ¨ž /y¨ 0 y a¨ q a y 1 uŽ .
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then, L is a linear Fredholm mapping of index zero. In fact,s

sin ?Ž .
Ker L s c : c g Rs ½ 5ž /sin ?Ž .

and

pp
Im L s g Z : p t q q t sin t dt s 0Ž . Ž . Ž .Ž .Hs ½ 5ž /q 0

u uŽ . Ž .Proof. If g dom L is such that L s 0, thens s¨ ¨

w xy u0 t y ¨ 0 t y 2 a y 1 u t y ¨ t s 0, ; t g 0, p ,Ž . Ž . Ž . Ž . Ž .Ž . Ž .
u y ¨ 0 s u y ¨ p s 0.Ž . Ž . Ž . Ž .

2 uŽ . � 4 Ž .Since 2 a y 1 f n : n g N , we deduce u ' ¨ . Now, from L s 0, wes u

obtain

w xyu0 t y u t s 0, t g 0, p , u 0 s u p s 0.Ž . Ž . Ž . Ž .
uŽ .Therefore, if g ker L then u ' ¨ and there exists some constants¨
Ž . Ž . Ž . w xc g R such that u t s ¨ t s c sin t , ; t g 0, p . The reciprocal result

pŽ .is trivially true. Moreover, if g Im L , then there is some elementq s

pu uŽ . Ž . Ž .g dom L satisfying L s . Thenqs s¨ ¨

w xy u0 t q ¨ 0 t y u t q ¨ t s p t q q t , t g 0, p ,Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
u q ¨ 0 s u q ¨ p s 0.Ž . Ž . Ž . Ž .

Žw x.This implies, by the Fredholm Alternative Theorem 9 , that

p

p t q q t sin t dt s 0. 3.2Ž . Ž . Ž . Ž .Ž .H
0

pŽ . Ž .Reciprocally, if g Z satisfies 3.2 , let w be the unique solution of theq

scalar problem

w xyw0 t y w t s p t q q t , t g 0, p , w 0 s w p s 0Ž . Ž . Ž . Ž . Ž . Ž .
p Ž . Ž .which fulfills H w t sin t dt s 0, and u the unique solution of the0

problem

yu0 t y 2 a y 1 u tŽ . Ž . Ž .
w xs p t q 1 y a w t , t g 0, p , u 0 s u p s 0.Ž . Ž . Ž . Ž . Ž .

puŽ . Ž .Now, by taking ¨ s w y u, we have L s .qs ¨
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pŽ .Finally, any g Z may be written asq

sin ?p Ž .˜p s q r ,ž /q ž / ž /q sin ?Ž .˜

where

p1
p ? y p t q q t sin t dt sin ?Ž . Ž . Ž . Ž . Ž .Ž .Hž /p p˜ 0sž / p1q̃
q ? y p t q q t sin t dt sin ?� 0Ž . Ž . Ž . Ž . Ž .Ž .Hž /p 0

and

p1
r s p t q q t sin t dtŽ . Ž . Ž .Ž .Hž /p 0

Consequently, Im L is closed in Z and dim ker L s codim Im L s 1.s s s
Next, we state and prove the main result of this section

THEOREM 3.2. Let us consider the b¨p

y u0 t y au t q a y 1 ¨ t q f ¨ tŽ . Ž . Ž . Ž . Ž .Ž .
w xs r sin t q p t , tg 0, p ,Ž .˜

3.3Ž .
ÿ 0 t y a¨ t q a y 1 u t q g u tŽ . Ž . Ž . Ž . Ž .Ž .

w xs r sin t q q t , tg 0, p ,Ž .˜
u 0 s u p s ¨ 0 s ¨ p s 0,Ž . Ž . Ž . Ž .

Ž . � 2 4 w xwhere a g R is such that 2 a y 1 f n , n g N , f , g satisfy H and f is
p ,˜Ž .not identically zero. Then for any gï en function g Im L , there exists aq s˜

bounded real number inter̈ al I , which contains negatï e and positï eŽ p, q.˜ ˜
Ž .¨alues, such that if r g I , the b¨p 3.3 has solution.Ž p, q.˜ ˜

Proof. Since L is a linear Fredholm mapping of index zero, there exists
continuous projections P : X ª X and Q : Z ª Z, such that Im P ss s s
ker L , Im L s ker Q . In fact, P is defined bys s s s

p1 sin tuP t s u t q ¨ t sin t dtŽ . Ž . Ž .Ž .Hs ž / ž /ž /¨ sin tp 0

and an identical formula is valid for Q .s
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Now, if we define the nonlinear operator N : X ª Z bys

r sin t q p t y f ¨ tŽ . Ž .Ž .˜uN t sŽ .s ž /¨ ž /r sin t q q t y g u tŽ . Ž .Ž .˜

Ž .then, problem 3.3 is equivalent to solving the operator equation

L U s N U 3.4Ž .s s s s

uŽ .where U s .s ¨

sin t˜ ˜Ž . Ž . Ž . Ž . Ž .Writing any U g X in the form U t s U t q U t s d q U t ,s s s s ssin t

˜ Ž .d g R, and U g ker P , 3.4 is equivalent to the alternative systems s

sin ?Ž .˜ ˜U s K I y Q N d q U auxiliary equation , 3.5Ž . Ž . Ž .s s s s sž /ž /sin ?Ž .

sin ?Ž . ˜Q N d q U s 0 bifurcation equation , 3.6Ž . Ž .s s sž /ž /sin ?Ž .

Ž .where the completely continuous see the proof of Proposition 3.1 opera-
tor K is the inverse of the mappings

L : dom L l ker P ª Im L .s s s s

Now, we get that for any fixed d g R, there exists at least one solution
˜ Ž .U g ker P of 3.5 . In fact, if d is a given real number, the operators s

sin ?Ž . ˜K I y Q N d q UŽ .s s s sž /ž /sin ?Ž .

is bounded from ker P into itself and completely continuous on boundeds
subsets of ker P . Then, applying the Schauder fixed point theorem we gets

˜that for any fixed d g R, there exists at least one solution U g ker P ofs s
Ž .3.5 .

Ž .Denote by S the ‘‘solution set’’ of Eq. 3.5 , i.e.,s

sin ?Ž .˜ ˜ ˜S s d, U g R = ker P : U s K I y Q N d q U .Ž .Ž .s s s s s s s s½ 5ž /ž /sin ?Ž .

Taking into account the explicit expression for Q , the bifurcations
Ž .equation 3.6 becomes

p p1 ˜ ˜r s f d sin t q U t sin t dt q g d sin t q U t sin t dt ,Ž . Ž .H Hž / ž /s s2 1p 0 0
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where

Ũs1Ũ s .s ˜� 0Us2

Ž .Hence bvp 3.3 has solution if and only if r belongs to the range of the
function G : S ª R, defined by G s G q G , wheres s s s s1 2

p1˜ ˜G d , U s f d sin t q U t sin t dtŽ .Ž . H ž /s s s1 2p 0

and
p1˜ ˜G d , U s g d sin t q U t sin t dt.Ž .Ž . H ž /s s s2 1p 0

At this point, we must remark that, contrary to the case of the scalar
Ž .equation, we do not know if G S is an interval of real numbers. In fact,s s

Ž .for the case of systems of equations like 3.3 , we do not have a result
w x Ž w x.similar to Theorem 3.1 in 2 see also 7 . However, we will prove that

Ž .G S contains an interval with positive and negative values. To see this,s s
define

p : S ª R, p : S ª ker P ,s s s s s1 2

by
˜ ˜ ˜ ˜p d , U s d, p d , U s U , ; d , U g S .Ž . Ž . Ž .s s s s s s s1 2

Ž .Then, taking into account that f and g are bounded and 3.5 , we
deduce that there is a constant M ) 0, independent of d g R, such thats

˜ ˜ ˜ ˜5 5 5 5 5 5U F M , U 9 F M , U 0 F M , ; U g p S . 3.7Ž . Ž .Ž . Ž .0 0 0s s s s s s s s s2

˜In fact, going into detail, think that U satisfiess

˜Y ˜ ˜y U y aU q a y 1 UŽ .s s s1 1 2

˜s p y f d sin t q U˜ ž /s2

p1 ˜ ˜y f d sin t q U t q g d sin t q U t sin t dt sin tŽ . Ž .H ž / ž /ž s s½ 52 1p 0

˜Y ˜ ˜yU y aU q a y 1 UŽ .s s s2 2 1

˜s q y g d sin t q U˜ ž /s1

p1 ˜ ˜y f d sin t q U t q g d sin t q U t sin t dt sin tŽ . Ž .H ž / ž /ž s s½ 52 1p 0

˜ ˜ ˜ ˜U 0 s U p s U 0 s U p s 0Ž . Ž . Ž . Ž .s s s s1 1 2 2
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i.e., a system of the form

˜Y ˜ ˜ 1 ˜ ˜yU y aU q a y 1 U s S t , d, U , UŽ . ž /s s s s s1 1 2 1 2

˜Y ˜ ˜ 2 ˜ ˜yU y aU q a y 1 U s S t , d , U , UŽ . ž /s s s s s2 2 1 1 2

˜ ˜ ˜ ˜U 0 s U p s U 0 s U p s 0,Ž . Ž . Ž . Ž .s s s s1 1 2 2

where the functions S1 and S2 are continuous and bounded. Then, taking
Ž .into account the reasonings done in Proposition 3.1, we deduce 3.7 .

w xBy using Lemma 1.2 in 2 , we obtain that for every b ) 0, there exists a
Žw x .closed and connected subset S of S l yb, b = ker P such thats s sb

Ž . w x Ž .p S s yb, b . Let us write G S s I . It remains to prove thats s s s Ž p, q.˜ ˜1 b b

if b is chosen sufficiently large, then I contains negative and positiveŽ p, q.˜ ˜
values. The main difficulty here is that if we want to use a formula like
Ž . Ž Ž ..2.6 or 2.7 , we need that the constant c be sufficiently large, but this is
not necessarily true in S . This will be overcome, with the help of thesb

following lemma:
1 2 Ž 1 .LEMMA 3.3. There are connected subsets S , S of S such that p Ss s s s sb b b 1 bb b2w x Ž . w xs , b and p Ý s yb, y .s s2 21 b

Žw x .Proof. Since S l yb, b = ker P is a compact metric space, S iss s sb

compact. Let us consider now the compact metric space X b s S lsb
b bb bŽw x . Ž� 4 . Ž� 4, b = ker P . Then, the sets X l = ker P and X l b =s s2 2

. b Žker P are two closed subsets which are not separated in X if these twos
subsets are separated in X b we would have the conclusion that S is notsb

. w x w xconnected . Therefore, by 1, Corollary 4 or 22, 9.3, p. 12 , there exists a
b1 b 1 b Ž� 4 .connected subset S of X such that S l X l = ker P ands s s2b b1 b Ž� 4 .S l X l b = ker P are both different from the empty set. Conse-s sb

quently, we obtain that S1 is a connected subset of S such thats sb bb1 2Ž . w xp S s , b . Analogously, one may prove the existence of S , as s s21 b bb2Ž . w xconnected subset of S , such that p S s yb, y .s s s 2b 1 b

Now, by doing a similar reasoning to the previous section, we obtain that
˜ 1Ž .if b is sufficiently large, then there exists some element d , U g S ; S1 s s s1 b b˜ ˜ 2Ž . Ž .such that G d, U - 0. Also, there exists some element d , U g S ;s s 2 s s1 2 b˜Ž . Ž .S such that G d , U ) 0. Since G S must be an interval, we obtains s 2 s s sb 2 b

the conclusion of the theorem.

Remarks.

Ž .1 Let us point out that the conclusion of the previous theorem is
Ž .that if r g I , then bvp 3.3 has at least one solution, but, as we haveŽ p, q.˜ ˜

previously mentioned, under the hypotheses of this theorem, we are not
Ž .able to prove that the set of values of the parameter r, for which 3.3 has
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solution, is a real number interval. Of course, this will be the case if we
add some restrictions on the nonlinearities f and g. For example, if
moreover of the conditions of Theorem 3.2, f and g are lipschitzian
functions with a sufficiently small Lipschitz constant, then for each d g R,

˜Ž . Ž .system 3.5 will have a unique solution U d g ker P which dependss s
Ž .continuously on d. Therefore, in this case, G S is an interval.s s

Ž .2 It is clear that the method of the proof allows to deal with other
Ž .types of bvp different from 3.3 . For instance, we may study the case

where the system is only linearly coupled, i.e., f is a function of u and g is
Ža function of ¨ in this case, it would be possible to use a variational

w x Ž . .method as in 16 , but in the case of system 3.3 this is not possible .
Moreover, we may consider bvps where the kernel of the linear part is one

a sin ?Ž .1Ž .dimensional and it is spanned by a function of the form , where aa sin ?Ž . 12

and a are real numbers different from zero. Also, we may treat systems of2
n equations, where one nonlinearity is of the type of f and the others are
of the type of g.

Ž .3 There are other different problems which seem difficult to treat
Ž .with our methods. For instance problems like 3.3 , where both nonlineari-

ties are of the type f. In the case of periodic boundary conditions and
wlinearly coupled systems, these kinds of problems have been studied in 12,

x16 . Notice, however, that our theorem provides the existence of solutions,
Ž w x.not only if r s 0 which is the result of 12, 16 but also if r is sufficiently

small.
Ž .4 Some interesting questions may arise if we assume different

hypotheses on the constant a in Theorem 3.2. For instance, if a s 1, the
kernel of the linear part is of dimension two. In this case, and under
the same hypotheses of Theorem 3.2 on the nonlinearities f and g, the
description of the range of the corresponding nonlinear operator has not
been given yet.
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