=

P
brought to you by i CORE

View metadata, citation and similar papers at core.ac.uk

provided by Elsevier - Publisher Connector

]. Differential Equations 254 (2013) 511-527

Contents lists available at SciVerse ScienceDirect
Journal of Differential Equations

www.elsevier.com/locate/jde

DIFFERENTIAL

EQUATIONS

Global strong solution to the 2D nonhomogeneous
incompressible MHD system

Xiangdi Huang®P, Yun Wang ©*

3 NCMIS, Academy of Mathematics and Systems Science, Chinese Academy of Sciences, Beijing 100190, PR China
b Department of Pure and Applied Mathematics, Graduate School of Information Sciences and Technology, Osaka University, Osaka, Japan
¢ Department of Mathematics, Soochow University, Suzhou 215006, PR China

ARTICLE INFO

ABSTRACT

Article history:
Received 27 June 2012
Available online 3 September 2012

MSC:

35Q35
35B65
76N10

Keywords:

Nonhomogeneous incompressible fluid
Strong solution

Vacuum

In this paper, we first prove the unique global strong solution with
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MHD system, as long as the initial data satisfies some compatibility
condition. As a corollary, the global existence of strong solution
with vacuum to the 2D nonhomogeneous incompressible Navier-
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positive. The key idea is to use some critical Sobolev inequality
of logarithmic type, which is originally due to Brezis and Wainger
(1980) [7].
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1. Introduction

Magnetic fields influence many fluids. Magnetohydrodynamics (MHD) is concerned with the inter-
action between fluid flow and magnetic field. The governing equations of nonhomogeneous MHD can

be stated as follows [13],

pr +div(pu) =0,

(pu); + div(pu ® u) — div(2u(p)d) — (B- V)B+ VP =0, in$2 x[0,T),
Bt — AAB —curl(u x B) =0,
divB=0,

divu =0,

* Corresponding author.

in 2 x [0, T),

in2 x[0,T), (1)

in £2 x [0, T).
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Here p and u are the density and velocity field of fluid respectively. P is the pressure. B is the
magnetic field. w(p) > 0 denotes the viscosity of fluid, which we assume in this paper is a positive
constant. A > 0 is also a constant, which describes the relative strengths of advection and diffusion
of B. For simplicity of writing, let u =A=1,d= %(Vu + (Vu)!) is the deformation tensor.

In this paper, we focus on the system (1.1) with the initial-boundary conditions

u=0, B-n=0, curlB=0 onas2 x[0,T), (1.2)

(p,u, B)|¢=0 = (po, Uo, Bp) in£2. (1.3)

Here 2 is a bounded smooth domain in R2.

If there is no magnetic field, i.e., B =0, MHD system turns to be nonhomogeneous Navier-Stokes
system. In fact, due to the similarity of the second equation and the third equation in (1.1), the study
for MHD system has been along with that for Navier-Stokes one. Let’s recall some known results for
3D nonhomogeneous Navier-Stokes equations. When the initial density pg is bounded away from 0,
the global existence of weak solutions was established by Kazhikov [21], see also [4]. Moreover, An-
tontsev, Kazhikov, and Monakhov [5] gave the first result on local existence and uniqueness of strong
solutions. For the two-dimensional case, they even proved that the strong solution is global. But the
global existence of strong or smooth solutions in 3D is still an open problem. For more results in this
direction, see [24,28,18] and references therein.

If the initial density pg allows vacuum, the problem becomes more complicated. Simon [29] proved
the global existence of weak solutions, see also [26]. Choe and Kim [12] constructed a local strong
solution under some compatibility conditions on the initial data. More precisely, they proved that if
(po, up) satisfy

0<poel2(2)NH2(2), uoe DJ(£2) N D?(£2), (1.4)

and the compatibility conditions

1
divug =0, —uAug+VPy=pjg, ing, (1.5)

with some (Pg, g) belonging to D'(§2) x L2(£2), then there exist a positive time T and a unique
strong solution (p, u) € C([0, T); H*(£2)) x C([0, T); D} (£2) N D?(£2)) to the nonhomogeneous Navier-
Stokes equations, where D(l)(Q) and D2(£2) denote the usual homogeneous Sobolev spaces. Recall that
DI(R?) = {u e L5(R3): VueL?(R%)} and D}(2) = H}(2) if 2 CC R3.

After the local existence of strong solution, one question came out naturally, which is whether
the solution blows up in finite time. Suppose the finite blow-up time T* exists, Kim [22] proved the
Serrin type criterion, which says that

T*

2 n
f||u(t) ||i, dt = o0, forany (r,s) with N + - = 1, n<r<oo, (1.6)
0

where n is the dimension of the domain and L, is the weak L" space. (The proof was given in
[22] only for 3D case, but almost the same proof works for 2D case.) In particular, for the 2D
case, it follows from the energy inequality the solution satisfies that supgr.7+(l/OUll (0. 1:12) +
IVulli2¢o,1:12)) is bounded, which implies that u € L4(0, T*; L%) if o is bounded away from 0. Hence
the criterion (1.6) in fact implies global existence of strong solution provided that pg is bounded
away from 0. However, if the density is allowed to vanish, whether the strong solution exists globally
remains unknown. This is the main problem we shall address in this paper.
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Let’s go back to the MHD system (1.1). As said before, the research for MHD goes along with that
for Navier-Stokes equations. The results are similar. When p is a constant, which means the fluid is
homogeneous, the MHD system has been extensively studied. Duraut and Lions [17] constructed a
class of weak solutions with finite energy and a class of local strong solutions. In particular, the 2D
local strong solution has been proved to be global and unique. While for the three-dimensional case,
different Serrin type criteria similar to (1.6) were given in [20,19,8,30]. As for the 3D Navier-Stokes
equations, whether the local strong solution is global is still open.

When the fluid is nonhomogeneous, Gerbeau and Le Bris [16], Desjardins and Le Bris [14] studied
the global existence of weak solutions of finite energy in the whole space or in the torus. Global
existence of strong solutions with small initial data in some Besov spaces was considered by Abidi
and Paicu [1]. Moreover, Abidi and Paicu [1] allowed variable viscosity and conductivity coefficients
but required an essential assumption that there is no vacuum (more precisely, the initial data are
closed to a constant state). Chen, Tan, and Wang [10] extended the local existence in presence of
vacuum. In conclusion, if the initial data satisfies that

0<poeH?  (uo, Bo) € H?, (1.7)
and the compatibility conditions

-

ug =0, Bg-n=0, curlBo =0, onas2,

1
divug =divBg =0, —Aug+VPo—(Bo-V)Bo=pgg, ing, (1.8)

with some (Pg, g) € H' x L?, then there exist a positive time T and a unique strong solution (p, u, B)
to the problem (1.1)-(1.3), such that

peC(0,T]; H?),  (u,B)eC([0, T]; H?),
peC([0, T H'YNL*(0,T; H?),  (ur, By) e L*(0, T; H'),

and  (pr, /pu, By) € L®(0, T; L?). (1.9)

For all the techniques, refer to [11].

It comes to the question whether the local strong solution blows up. After the proof of [22] for
nonhomogeneous Navier-Stokes equations, one can get the same criterion (1.6) for nonhomogeneous
MHD, see also [31]. In particular, for the 2D case, it says that ||u\|,_?,_§o becomes unbounded once
the local strong solution blows up. On the other hand, the energy inequality tells us ||Vu|\L?L§ is
uniformly bounded, which only imply that |u|| L2 (BMOy) is uniformly bounded. Therefore, in view of the
blowup criterion (1.6), it’s not enough to extend the local strong solution to global one. To improve
the regularity of the velocity, we choose to apply a critical Sobolev inequality of logarithmic type,
which is originally due to Brezis and Gallouet [6] and Brezis and Wainger [7]. In this paper, we use
some extension, which was proved by Ozawa [27]. For a new proof, see [23]. The inequality is stated
as follows,

Lemma 1.1. Assume f € H'(R?) N W1-9(R?), with some q > 2. Then it holds that

[SES

1f o2y < C(1L+ IV fllzge) (0T 11 f llwrag2) ). (1.10)

with some constant C depending only on q.
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The same proof with some proper extension theorem (see [2]), in fact gives the following modified
inequality, which involves the integral with respect to time. For completeness, we will give the proof
in Section 2.

Lemma 1.2. Assume §2 is a bounded smooth domain in R and f € L2(s, t; H1(£2)) N L2(s, t; W19(£2)), with
someq > 2and 0 < s <t < oo. Then it holds that

1 2.0y < CUF Iz gs.mt 2y (0T 1 l2 s cwray) ) (111)

with some constant C depending only on q and $2, and independent of s, t.

The application of (1.11) is the key idea of this paper. Due to this, we can close the estimates for
II(u, B)||L?OH}. The higher order estimates are in the same spirit of [22]. For more details, see Section 3.

Finally, we get the result about global existence of strong solution.

Theorem 1.3. Assume that the initial data (g, uo, Bo) satisfies (1.7) and the compatibility conditions (1.8).
Then there exists a global strong solution (p, u, B) of the MHD system (1.1)-(1.3), with

p €C([0,00); H?),  (u, B) € C([0, 00); H?),
P € C([0,00); H') N L2 (0,00; H?),  (ur, By) € L} (0, 00; H'),

loc

and  (pr, /pue, B) € L2 (0, 00; L?). (112)
Some remarks are given about this theorem.

Remark 1.1. The local existence of unique strong solution with vacuum to the system (1.1) in a two-
dimensional bounded domain can be established in the same manner as [12] and [10]. Through this
paper, we will concentrate on establishing global estimates for the density, velocity and magnetic
field.

Remark 1.2. If we consider the most special case, where p is a constant (the fluid is homogeneous)
and B =0 (no magnetic field), then the system (1.1) becomes the classical Navier-Stokes system. The
global existence of strong solution has been proved by Leray [25]. More generally, if we consider the
case that only p is a constant, the system (1.1) becomes the classical homogeneous MHD system. As
said before, the corresponding result has been derived by Duraut and Lions [17].

Remark 1.3. Our proof here can also be applied to the two-dimensional periodic case with positive
mass (not density) and existence of global strong solution is consequently derived.

If B=0, Theorem 1.3 in fact gives a positive answer to the global existence of strong solutions
with vacuum of the 2D nonhomogeneous Navier-Stokes system. It covers the corresponding result
in [5], where the density is strictly positive.

Corollary 1.4. Assume that the initial data (po, ug) satisfies (1.7) and the compatibility conditions (1.5). Then
there exists a global strong solution (p, u) of the Navier-Stokes equations, with

p €C([0,00); H?),  ueC([0,00); H?),

P e C([0,00); H')NLE (0, 00; H?),  urel} (0,00;H'),

and  (pr, /pue) € L (0, oo; L?). (113)
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We conclude this section with some notations and lemmas. L"(£2), WX (£2), (1 <r < c0), are the
standard Sobolev spaces, and we use L' = L'(§2), W' = WkT(£2). Especially, when r = 2, denote

H* = wk-2_ For simplicity, let
/fdx = / f dx.
2

Some more lemmas will be used during the proof of Theorem 1.3. One is following from the
regularity theory for Stokes equations. For its proof, refer to [15].

Lemma 1.5. Assume that (u, P) € Hcl, x H' is a weak solution of the stationary Stokes equations,

—Au+VP=F, inf2,
divu =0, in §2, (1.14)
u=0, onos2,

and F € L9, 1 < q < oo. Then it holds that

lullwzae < ClIFllza + Cliulig, (115)

with some constant C depending on §2 and q. Moreover, if F € H', then

lullgs < ClIF gt + Cllullge, (1.16)
with some constant C depending only on 2.

The other lemma is responsible for the estimates for B and follows from the classical regularity
theory for elliptic equations. For its proof, refer to [3].

Lemma 1.6. Assume that B € H' is a weak solution of the Poisson equations

AB =G, in £2,
- (117)
B-n=0, curlB=0, onas2,
and G € L9, 1 < q < oo. Then it holds that
Bllw2a < ClIGliLa + ClIBll g1, (118)
with some constant C depending on 2 and q. Moreover, if G € H!, then
1Bllgs < ClIG g1 + ClIBllg, (119)

with some constant C depending only on 2.
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2. Proof of Lemma 1.2

This section is dedicated to the proof of Lemma 1.2. First we will prove the inequality (1.11) for
the whole space case, which is

Nl—=

||f||L2(S,t;L°°(R2)) < C(] + ||f||L2(s,t;H1(R2)) (ll’l+ ”f”Lz(S,t;WLq(Rz))) ) (220)

The proof follows exactly that in [23] and lies mainly on the Littlewood-Paley decomposition. So we
introduce here some new notations associated with the decomposition. Define C to be the ring

3 8
R* Z<EI<
{SE 7S < &) 3}
and define D to be the ball
4
Dz{SGRZ: |5|<§}.

Let x and ¢ be two smooth nonnegative radial functions supported respectively in D and C, such
that

X(%')-i-Zgo Jg)=1 fort eR?, and Z(p Jg)=1 forg eR?\ {0}

jeN JeZ
Denote the Fourier transform on R? by F and denote
h=]:_1g0, hzf_lx_

The frequency localization operator is defined by

Af = F [p(270e) F(f)] = 2% / h(2'y)f(x— y) dy.

and

Sif =Fx(2g)F(f)] =2% / h(27y) f(x— y)dy.

Now it’s ready to prove (2.20).

Proof. Decompose f into three parts such as

fRO=S N+ Y AfxT)+Y Ajf(x1)

LiI<N i>N
= f1x, )+ falx, ) + f3(x, 7). (2.21)

By Bernstein’s inequality (see [9]),

I f1lli2 s 6000 @2y) < € 2NN Fll2s.:10R2))- (2.22)
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Similarly, by Schwarz inequality and Bernstein’s inequality,

||f2||L2(s,t;L°0(R2)) < Z ||Ajf||L2(s,t;L°°(R2))
ljISN

1 2 1
<CNZ(|Vasf) ”LZ(S,I;LZ(RZ)))Z
1
< CN:2 ”Vf”LZ(S,t;LZ(]RZ))’ (2.23)

and

13l 200 @2y < D 1A Fll2s o))

j>N
<C Z 22j(]/q_]/2)||Vf||L2(s,t;Lq(R2))
j>N
= 2% ONIY £l 6 g2 - (2.24)
If we set k =min(2/q, 1—2/q), then
||f||L2(s,t;LOO(]R2)) < C{27KN”f”Lz(s,[;WLQ(]RZ)) + N% ||Vf||L2(s,t;L2(]R2))}‘ (2.25)

LIl wl. .
T 2eewh9®) 1 4 1 hence we derive that

Choose N = [logy« Vi 2602 @y

I flli2s.c;wiawe Y
I Fll2gs.e:roo®2y) < CIV fllizs.e2R2)) (1 + (ln"‘ % , (2.26)
I f”LZ(s,t;LZ(JRZ))

which implies (2.20). O
Combining the extension theorem (see [2]) and (2.20), we prove Lemma 1.2.
3. Proof of Theorem 1.3

This section is dedicated to the proof of Theorem 1.3. Define the quantity & (T) as follows,

®(T) = oiu<pr(”p(t) Iz + 18O 32 + [BO[32) + VoUW g 712,
SES '

T

T
+ / (Ju® |35 + |BO|55) de + f (luellZy + 11BellZy ) de. (3.27)
0 0

Suppose the local strong solution blows up at T* < oo, we will prove that in fact there exists a
generic constant M < oo depending only the initial data and T* such that

sup @(T)< M. (3.28)
0<T<T*
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Having (3.28) at hand, it is easy to show without many difficulties that we can extend the strong
solution beyond T*, which gives a contradiction. Hence the local strong solution does not blow up in
finite time. Also, the uniqueness of strong solutions is a standard procedure.

Through out this section, C denote a generic constant only depending on the initial data and T*.
The proof is divided into five steps, due to different level estimates.

Before proceeding, we write another equivalent form of (1.1) for convenience, which is

pe+u-Vp=0,

pur — Au+ (pu-Vyu—(B-V)B+VP =0,
Bi— AB+ u-V)B—(B-V)u=0,

divu =0, divB =0.

(3.29)

Now we start the proof of Theorem 1.3.

Step 1. L*° bound for p. Eq. (3.29) for density is a transport equation, then for every 0 <t < T*,

lo@® | ;0 = lpollzes. (3.30)
Step II. Basic energy estimate.

Proposition 3.1 (Energy inequality). There exists a constant M depending only on | ./pouoll;2 and ||Boll;2,
such that forevery 0 < T < T*,

T T
VAU g 702, + 1B gz, + f IVl de + f IVBI2, dt < M. (3.31)
0 0

Proof. The proof is standard. Multiplying (3.29), and (3.29); by u and B respectively, then adding
the two resulting equations together, integrating over £2, one can get that

1d 5 1d 5 5 5
- — ul“dx+ = — B|“ dx Vul|” dx VB|“dx =0, 3.32
sai [ puraxe 5 [1BRaxs [ vupaxe [ 98] (332)
where integration by parts was applied. It implies that the inequality (3.31) holds and consequently
completes the proof. O

Step 1L Estimates for ||(/put, Be)llj2¢0,1:12) and [[(Vu, VB) |1 (g, 1:12)-

This is a crucial step during the proof. Higher order estimates of the density, velocity and magnetic
field can be done in a standard way provided that ||(u, B)||y: is uniformly bounded with respect to
time. To prove that, we will make use of some extension of critical Sobolev inequality of logarithmic
type, as indicated by Lemma 1.2.

Proposition 3.2. Under the assumptions in Theorem 1.3, it holds that
T

sup {|| (u(T), BD) |2 +/|| (V/Pue, B) |7, dt} < o0. (333)

O0<T<T*
0
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Proof. Multiplying Eq. (3.29), by u; and integrating over £2 lead to

1d
Ea/|Vu|2dx+/p|ut|2dx:—/(pu-Vu)-utdx—i-/(B-V)B-utdx. (3.34)

By Hoélder’s inequality and Young inequality,

V(Pu “Vu - updx| < Clly/pucllpz - llullee - [IVull 2

1
< 5 IVPulE: + Cllulli VullE. (3.35)

Applying integration by parts with the conditions that divB =0 in £ and B -7 =0 on 352, then

d
/(B~V)B~utdx: E/(B-V)B-udx—/(Bt-V)B-udx—/(B~V)Bt-udx
d
=—a/(B-V)u-de—i—/(Bt-V)u~de+/(B~V)u-Btdx
d 1
< —a/w-vm~de+C||B||%oc||Vu||fz + 5||Bf||fz. (3.36)

Hence, combining (3.34)-(3.36), we get that

1 , 1d ) d
5||ﬁut||Lz+ia/|Vu| dx+af(3.vm.3dx
1
< C(lIlulif + 1BIE ) IVullEz + 5 IBell 2. (337)

Similarly, multiplying Eq. (3.29)3 by B; and integrating over §2 lead to

1d
—— [ |VB)?dx B¢|%dx
2dt/| | +/| (|
:—/(u-VB)~Btdx+/(B-V)u~Btdx

1
< S IBelT2 + Cllulif< I VBIZ: + ClIVUlE 1B, (3.38)

which implies that
d 2 2 2 2 2 2
i IVB|“dx + ||Btll7> < Cllullfe IVBII72 + ClIBll{ VUl 2. (3.39)

The term [(B - V)u - Bdx on the left hand of (3.37) cannot be determined positive or negative,
so we choose some appropriate positive terms to control it. Note that it follows from Gagliardo-
Nirenberg inequality that
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‘/(B-V)u-de

< B2 (I Vull 2
< CIBIl2 Bl I Vull 2

1
< g IVuligz + GBI (IBIE + 1 VBIIZ:)- (3.40)

Next, we multiply (3.39) by 2C1M + 2, where C; and M are constants appearing in (3.40) and (3.31),
add it to (3.37) and integrate with respect to time, then for every 0 <s < T < T*,

T T
/|Vu(T)|2dx+f|VB(T)|2dx+f||ﬁut||§2 dr+/||13t||§2 dr
N N

T

<C[/|Vu(s)|2dx+/|VB(5)|2dx] exp{C/(Ilull%oo + ||B||%m)dr] +C. (3.41)

N

Denote
t
v =e+ sup (Ju@ |5 +|B@] ) +f(||ﬁ>ut||i2 +[1Bell%,) d., (342)
<<t
0

then (3.41) and (3.31) give that for every 0<s < T < T*,

T
W (T) < C¥(s) exp{cf(uun{w + ||B||fcc)dr}. (3.43)

N

To get a proper estimate for ||u||L[2L)?o and ||B||L?L;c, we get help from Lemma 1.2,
”u”%Z(S,T;LOO) + ”B”%Z(S,T;L"O)
SO+ (lulfagg oy + 1B g gy (0T Iull2 s rowrsy + 07 1Bl 2 o) . (3:44)
Applying Lemma 1.5 to Eq. (3.29); yields
lullwra < Cllully +Cllpucll 3 +Cll(ou-Vyu—(B-V)B] 4. (3.45)

which implies

Nullzes,rowray < Cllullzes, oy + C”\/ﬁut”Lz(s,T;Lz)
+ C||u”L2(s,T;H1) ”VUHLOO(S,T;LZ) + C“B”Lz(s,T;H]) ”VB”LOO(S,T;Lz)' (3.46)
Similarly, applying Lemma 1.6 to Eq. (3.29)3 to obtain

I1Blli2¢s, w4y < ClIBll2(s,1; 11y + CliBell 25,7112
+ C||u||L2(S,T;H1) ||VB ”LDO(S,T;LZ) + C”B“LZ(S,T;HU IIVu ||L°°(S,T;L2)' (347)
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Note that the constant C in (3.46) and (3.47) does not depend on u, B, s or T. It only depends on the
domain £2. Taking the energy inequality (3.31) into consideration, then for every 0 <s < T < T*,

”u”%Z(S,T;LOO) + ”B”%Z(S,T;Lw)
< Co{ 1+ (lulZag .1y + 1BIE2 g gopgry) IN(C(M, T*) W (D) ], (3.48)
where C; is constant which only depends on £2, and C(M, T*) is a constant depending on M in (3.31)

and T*.
Substituting (3.48) into (3.43), it arrives at

2 2
]CZ(HUH,](S{T;,.ﬂ)+HBHL2(S.T:H1)). (3.49)

¥ (T) < C¥(s)[C(M, T*)w (T)
Recall the energy estimate (3.31), one can choose s close enough to T*, such that

1

. 5 ,
Am Co (Il poggry + 1B 1) < 5 (3.50)

then for every s < T < T*, we have
w(T) < CW(s)?-C(M, T, (3.51)
which completes the proof of Proposition 3.2. O

Remark 3.1. Unfortunately, we cannot get any explicit bound for ||(u, B)||g1 in terms of the initial
data, due to the technique used here.

We have some more estimates as corollaries of Proposition 3.2.

Proposition 3.3. Assume that

sup
O<T<T*

T
{n (w0, B [ + [ 1/ 80 dr} <. (352)
0

Then there exists a constant C4 depending on Cs, such that

sup {llull20,1-12) + 1Bl 20.7:12)} < Ca. (3.53)
0<T<T*

Proof. Eq. (3.29),, together with Lemma 1.5, gives us that

Il < Cllullgs + Cllouel 2 +C[(ou - Vyu , +C|(B- V)B| 2
< Cllullyr + Clly/Bel 2 + Cllullp [ Vull 2 + C Bl | VBl 2. (3.54)

Similarly, by Lemma 1.6,
I1Bllp2 < ClIBlIg1 + CliBellp2 + Cllullie [VBIl 2 + ClI Bl | Vull 2. (3.55)

Combining the two inequalities (3.54) and (3.55), we have
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lully2 + 1Bl g2 < Cliv/Puell 2 + CliBell2 + C(llullee + 1Blize + 1) - (Iullgr + IBlly1)
1/2 1/2
< C(lullyz + 1Blg2) > (Nl iz + 1B12) "% - (1l + 1Bl g )
+ C(llullgr + IBlly1) + Cll/Pucll2 + CliBell 2, (3.56)

where Gagliardo-Nirenberg inequality was used. Hence,
3
lullgz + Bl gz < Cllv/puell2 + CliBell2 + C(1 4+ lully + IBlly1) (3.57)
which completes the proof for (3.53). O

Proposition 3.4. Assume (3.52) holds, then there exists some constant Cs5 depending on C3 such that

sup {||U||L4(0,T;Loc) + ||B||L4(Q,T;Loc)} < Gs. (3.58)
0<T<T*

Proof. By Gagliardo-Nirenberg inequality,

1/2 1/2
lull < Cllufl 3% - full 5 (3.59)
and
1/2 1/2
1Bl < CIIBIS - 1Bl (3.60)

which together with (3.53) completes the proof for (3.58). O

Step IV. Estimates for ||(\/put, Bt)ll oo, 1:12) and [[(Vue, VBl 2o 1:12)- From now on, the estimates
are standard, due to the proof in [22]. We write them down here for completeness.

Proposition 3.5. Under the assumptions in Theorem 1.3, it holds that

T
2
sup 1 [ (v/oue(T), Be(D) ||,y1 + f |(Vue, VBo 12 dt] <oo. (3.61)
0<T<T*

0
Proof. Taking t-derivative of Eq. (3.29),, then one gets that

pue + (pu - V)ur — Aug + VP
= —peUs — (e - VYu — (pue - VYu + (Bt - V)B4 (B - V)By. (3.62)

Multiplying (3.62) by u; and integrating over £2,
2 2
- — ue|”dx Vue|©dx
s at [ ptutant [ 17u
= —/Pt|ut|2d"— /(Ptu -Vu - uedx

— /(put -V)u - updx + /(Bt -V)B - urdx + /(B - V)B; - urdx. (3.63)
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We estimate the terms on the right hand one by one. Taking (1.1); into consideration, we get that

—/ptlutlzdx:/diV(pU)IUrlzdx
=—/2pu~Vut-utdx
< IVl + Cl /Bl ul (3.64)
and also for the second term,
—/(ptu -V)u -utdx=—/pu V[ Vyu-u]dx
<f|put||u||Vu|2dx+/|put||u|2\v2u!dx
—|—/,0|u|2|Vu||Vut|dx. (3.65)

Here by Gagliardo-Nirenberg inequality,

/|put||u||w|2dx< lIv/ouell 2 lullze | V|2

< Cll/Puel 2 lulle I Vull 2 Vull
< Nullfe Ivpucll?, + ClIVullZ ull?,. (3.66)

By Young inequality,

/ |pu|[ul|V2uldx < Cll/puel 2 ullf= | V?u 2
4 2 2
< lullfs lv/Puel?, + Cllul?s. (3.67)

And similarly,
fp|u|2|Vu||Vut|dx<C||u||%oo||Vu||Lz||Vut||Lz
1
< gnwtnfz + Cllullf I Vull?,. (3.68)

For the third term of the right hand of (3.63), by Poincaré inequality and Gagliardo-Nirenberg
inequality,

—f(put-V)u-ufdxg Clly/Bue 2 Vil e

1
< Cllullz Ivoucll?, + 5 IVuel|?,. (3.69)
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Since divB; =0 in 2 and B; -1 =0 on 952, then
/(Bt-V)B-utdx:—/(B[-V)ut-de
< SV + CIBIE B2,
And similarly,

/(B-V)B[~utdx

1
< gIVuelifz + ClIBIZ I BellZ:.

(3.70)

(3.71)

Now we turn to the equation for B. Taking t-derivative of (3.29)3, multiplying by B; and integrat-

ing over £2, then

1d
ialetlzdx+/|VBt|2dx

:—/(ut-V)B-Btdx+/(Bt-V)u-Btdx+/(B~V)ut-Btdx.

Here Poincaré inequality gives that

—/(ut~V)B~Btdx< el VBl Bell 2

<! Vue||%, + C|[VBI|%, || Bl
< g IVuel?, + CIVBIG 1Bl

Gagliardo-Nirenberg inequality gives that
/(Bt -V)u - Bedx < |[Bel| %[Vl 2
1
< glIBellgn + CIVUlE Bl -
And Hélder’s inequality gives that

/(B . V)ut . Bth

1
< gnwtniz + ClIBlI 2 lIBelI2.

(3.72)

(3.73)

(3.74)

(3.75)

Collecting all the estimates (3.63)-(3.75) and taking Propositions 3.2, 3.3, 3.4 into account, we get

that
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1d 5 1d 5 1 5 1 5
—— Ue|“dx + = — Bi|“dx + — Vue|“dx + - VB¢ |“dx
2dt/|\//_)t| +2dt/|t| +4/| tl +4/| ¢l
<c( 4 2 2 2 2 2
SC(T+ llullfse + 1Blizee + llulltz + IBll2) (Iv/Puel 2 + 1Bell72)
+ ClIVull R lullfz + Clullfs I VulFs, (3.76)

which together with Gronwall’s inequality completes the proof of Proposition 3.5. O

As a corollary, we can bound |[ul| 2,24, which will play an important role in the estimates for p.
t X

Proposition 3.6. Under the assumptions of Theorem 1.3, it holds that

sup {||U||L2(0,T;w2,4)} < Q. (3.77)
0<T<T*

Proof. It follows from Lemma 1.5 that

lullw2a < Cllullygr + Cllouellps +C|l(ou - Vyuf 4 +C[ (B- V)B4

< Cllullgr 4 CliVuellp2 + Cllullzee [Vl s + ClI Bl [V B]| 4

172, ,1/2
12 H?

1/2
L2

1/2

< Cllullgr 4+ CliVuellp2 + Clluflee [ Vul| H2 o

lull 2 + CliBlliee VB 5"l Bl
which finishes the proof of (3.77), owing to Proposition 3.5. O
Furthermore, we have the following proposition.

Proposition 3.7. Under the assumptions of Theorem 1.3, it holds that

sup {llullyz + 1Bz} < oo. (3.78)
O0<T<T*

Proof. If the inequality (3.48) is reconsidered, then the proof is done. O
Step V. Estimates for |V pll oo, 1. 51y and [|(u, B)ll 20,7 13)-

Proposition 3.8. Under the assumptions of Theorem 1.3, it holds that

T
sup iHPHLw(o,T;HZ) + /(||u||f_13 + ||B||f43)dt] < 00. (3.79)
O0<T<T*

0
Proof. Taking the x; (j =1, 2)-derivative of (3.29)4,

(Px))e +U -V py; = —Uy; - V. (3.80)

Multiplying the new equation by px;, integrating over §2, and summing up, then we obtain

d
E/|Vp|2dx<c/|w||vm2dx<C||Vu||Loo||Vp||fz. (3.81)
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Similarly, we have the following higher order estimate for p,

%/|V2p|2dx < C/‘(|Vu||V2,0|2 +[V2u||Vpl|V2p]) dx
<CIVull= [ V2o |2 + | V2u] 11Vl | V20 2. (3.82)
Making use of Sobolev embedding inequality and Gronwall’s inequality, we get that

T

|Vo(T) 3 < ClIVpol3, exp / CIVu® | yradt ) < oo. (3.83)
0

It follows from Lemma 1.5 that

lulls < C(lullyr + llouellyr + llou - Vullgr + 1B - VB[ 1)
<C(lullg + 1Vol 2 luelz + el g + 1Vl 2 lullie [ Vull2)
+ C(IVullZ, + lullce I Vullys + 1BIF: + 1Bl [[VBll 1) (3.84)

which implies that supgr_7+ [ull;2¢0. 1,53y < 0o. Similar proof leads to the same conclusion for B.
This completes the proof of Proposition 3.8. O

Combining all the estimates in Propositions 3.2, 3.5 and 3.8, we prove that (3.28) holds and com-
plete the whole proof of Theorem 1.3.
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