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Abstract

TDMA-based MAC protocols are considered an energy efficient solution to prolong wireless sensor network lifetime.

However, their drawbacks such as complexity of slot assignment and schedule maintenance and adaptivity to varying

traffic conditions are yet to be handled in an efficient way. In this paper we present On-demand Convergecast Scheduling-

based (OCS) MAC protocol. It is a centralized and adaptive multihop scheduling-based TDMA protocol which supports

convergecast applications. OCS adopts a novel requests aggregation mechanism for adaptive slot assignment such that

time slots are assigned on-demand to currently active sources as well as relays. The performance of OCS is compared to

existing protocols based on simulations in ns-2. Results show that OCS outperforms protocols such as Z-MAC, S-MAC,

and others in terms of delay, throughput and energy efficiency.
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1. Introduction

Wireless Sensor Networks (WSN) are being deployed to support many different real-world applications,

e.g. event detection, target tracking and field monitoring. Data communications in most of these applica-

tions are from sources to sink (convergecast) [1], [2], [3], [4]. In addition, it is expected that these networks

remain active for a long period of time (i.e. have a long lifetime) while maintaining a specific level of con-

fidence (accuracy) in the collected data. However, WSN utilize sensors that are usually inexpensive, small

in size and weight, and most importantly battery powered. These characteristics lead to the requirement of

designing protocols that aim to conserve energy consumption and extend network lifetime [5].

In the area of MAC design for WSNs, duty cycle and on-demand wakeup MAC protocols owe in part

their performance gain to the use of CSMA as their underlying access mechanism. However, for the same

reason, they might experience performance degradation under high contention and/or high traffic rate. On

the other hand, TDMA-based MAC protocols where each node is assigned specific time slots to send, receive

data or sleep, inherit the advantage of energy conservation due to the existence of the built-in duty cycle.
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Furthermore, they can avoid the hidden terminal problem by scheduling transmission of interfering nodes at

different times.

Nevertheless, a conventional TDMA protocol has a number of drawbacks which make it undesirable

for certain sensor applications and/or network configurations. Some of these drawbacks are: tasks of slot

allocation and schedule maintenance could be complex and it is difficult to change frame size and slot

assignment when introducing new nodes. In addition, following a rigid transmission schedule does not

allow for effective avoidance of idle listening.

In this paper we present a centralized yet an adaptive multihop scheduling TDMA-based MAC protocol,

which supports convergecast applications in event-driven WSNs with the objective of energy efficiency and

delay guarantee. The proposed protocol adopts a novel slot requests aggregation mechanism to determine

with high confidence the active nodes within the detected event area. Based on the collected topology

information and the aggregated slot requests, time slots are assigned to nodes.

The rest of the paper is organized as follows: Section 2 reviews related MAC protocols in WSNs while

focusing on TDMA and scheduling-based protocols. Section 3 presents the proposed adaptive TDMA

scheduling protocol for in WSNs. Performance evaluation of the proposed protocol is discussed in Sec-

tion 4. Finally, Section 5 concludes the paper.

2. Related Work

Duty cycle protocols, such as S-MAC [6] , T-MAC [7] and DMAC [8] rely mainly on CSMA in their

operation. They allow nodes to alternate between two periods: active period and sleep period. During the

listen period, nodes listen to the channel for possible traffic from neighbors and go back into sleep mode

when that period expires. A potential transmitting node must acquire knowledge about listen periods of

targeted receiving nodes and send its packet at the right time. An entire cycle consisting of a sleep and

listen period is called a wakeup period. The ratio of the listen period length to the wakeup period length is

called duty cycle. It is important to note that a short duty cycle means that a node sleeps most of the time to

avoid idle listening and conserve energy. However, as the duty cycle gets shorter, the listen period also gets

shorter, which might increase contention and subsequently collisions among nodes wanting to transmit to

the same target node, especially in heavy load situations. In addition a long sleep period increases latency.

TDMA MAC protocols [9, 10, 11, 12, 13] assign time slots during which nodes either send/receive

or sleep. The scheduling process can be centralized or distributed. For example, the Interleaved Spatial

Temporal (IST) Scheduling [9] proposes a centralized slot assignment based on nodes’ relative distance (hop

count) from the sink. The objective is to facilitates the flow of traffic from nodes to the sink in convergecast

applications. Two scheduling schemes are proposed: Top-Down (TD) scheduling and Bottom-Up (BU)

scheduling. In TD scheduling all possible transmission slot assignments, i.e. send, receive or sleep, for

nodes one hop from the sink are performed then for those in the second hop, and so on. While in BU,

nodes with the maximum hop count are the first to be assigned transmission slots, then nodes in the next

hop closer to the sink and so on. Unlike, IST scheduling, Data Aggregation TDMA Protocol (DATP) [12]

is a distributed protocol and does not require nodes to keep track of their neighbors schedules. It consists of

three phases of operations: a quiet phase in which time synchronization and a routing tree are performed;

an event-triggered scheduling phase in which DATP is executed; and a data transmission phase in which the

event is reported.

Hybrid TDMA MAC protocols [14, 15, 16, 17] attempt to integrate the controllability of TDMA proto-

cols with the flexibility of distributed protocols. Therefore, adapt to current network and traffic conditions.

For example, Z-MAC [16] proposes a novel way of combining CSMA and TDMA to adapt to the level of

contention in the network. During Z-MAC steady state operation, a node can be in one of two modes: low

contention (LCL) or high contention level (HCL). In the LCL mode, any node can compete to transmit in

any slot (Z-MAC behaves like CSMA) while in the HCL mode, only the owners of the current slot and their

one-hop neighbors are allowed to compete for channel access (Z-MAC enforces the use of TDMA). To con-

serve energy, Z-MAC runs on top of B-MAC [18], a preamble sampling LPL protocol. Each node maintains

a listening duty cycle separated by a check period and each transmission is preceded by a preamble as large

as the check period.
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3. OCS

In this paper, we propose an adaptive and energy efficient MAC layer protocol that allows nodes to sleep

most of the time then wake-up at specific time slots to send and/or relay requests for slot assignment to the

sink. Based on current topology and network activity information, the sink creates a multihop schedule that

carries a new slot assignment for the requesting nodes as well as the relaying ones. Unlike many proposed

TDMA-based protocols, time slots are only assigned to nodes that are sources or relays of traffic. In addition,

when there is no traffic is received from these sources for a specific time period, the sink will remove those

nodes from the last slot assignment.

The proposed protocol goes through two main phases during its operation: a setup phase and a steady

state phase. In the following we discuss the details of each phase.

3.1. Setup phase

The setup phase is the initial step during which sensors determine the presence of neighboring nodes in

their vicinity. This information is relayed to the sink which will use it during the slot assignment phase. For

the setup phase we use PROGRESSIVE, [19] which is an energy and time efficient topology construction

and setup protocol. It consists of three phases: neighbor discovery, topology collection and construction,

and progressive adjustment. The advantage of PROGRESSIVE is that is conserves energy by controlling

the use of CSMA while collecting network connectivity information. Undiscovered nodes allowed to enter

the sleep mode and only those, which have one or more scheduled neighbor will wake up at specific time

interval to send their connectivity information to the sink. Doing so, will progressively collect topology

information at the sink using less energy consumption.

3.2. Frame Structure and Size

During the course of the steady state phase, nodes operate in one of two types of frames: a sleep frame
or an active frame. Each frame has S data exchange slots. During the sleep frame (see Figure 1) all nodes

are assigned SLEEP in each data slot. In the active frame, however, nodes can be assigned SEND, RECEIVE, or

SLEEP depending on the outcome of the scheduling algorithm, which is discussed in more detail later Section

3.3. During the steady state , the data exchange slot duration Tslot can be represented by:

Tslot = TCCA + TDAT A + TACK (1)

where TCCA is the Clear Channel Assessment time while TDAT A and TACK are the transmission times of data

packet and the acknowledgement, respectively.

The two other types of slots are SCHEDULEREQ slot and RESP/SYNC slot. These slots are key elements in

achieving energy- and delay-efficient design of OCS. There is a single SCHEDULEREQ slot within each sleep

frame. This slot is used as a low power listening mechanism by nodes to transmit and/or relay schedule
requests (when sampled data is ready) to the sink. Based on the received node requests, the sink schedules

nodes and transmits the new slot assignment in what we call SCHDL packet during the RESP/SYNC slot. The

time (number of data slots) between the SCHEDULEREQ and the next RESP/SYNC should be long enough for

the sink to compute a new schedule. If requests are not received then, the SCHDL packet is not transmitted

and the next frame remains as a sleep frame. This mechanism allows nodes to sleep during the sleep frame

and only wake up for a short period of time during the SCHEDULEREQ slot to sense any traffic request in case

there is some or to continue sleeping in case there is none. The other function of the RESP/SYNC slot is to

synchronize nodes by using the SCHDL packet or Beacons when there is no network activity, i.e. when the

SCHDL packet is not transmitted.

Setting the sleep frame size is important for achieving certain application requirements, for instance

energy and delay. With respect to energy, nodes sleep time is proportional to frame size, i.e. the bigger

the frame size, the longer nodes are able to sleep and hence, conserve energy. However, for event-driven

applications with short delay requirements, the longer sleep periods translate into longer end-to-end delays.

Therefore, the application sampling rate - rsampling and maximum end-to-end delay - delaymax requirements

must be considered in deciding the optimal frame length.
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Sleep
schedule

computation

......... ......

Data exchange slot 
(not used in sleep frames)

SCHEDULEREQ slot RESP/SYNC slot

Fig. 1. Sleep frame structure.

3.3. Steady State Phase with Adaptive Slot Assignment

The underlying scheduling schemes provide a highly conflict-free multihop TDMA access for sensors to

transmit their sensing data back to the sink. In this paper we use the IST scheduling schemes [9]. However,

unlike our previous work, to achieve energy efficiency we assume that the default mode of operation uses

sleep frames. Except during the SCHEDULEREQ, nodes sleep for the whole frame. Nodes stay active in the

SCHEDULEREQ slot to transmit (if a slot is needed) and/or relay schedule requests transmitted by neighbors.

When an event is detected or data is sampled as a result of a query, the involved nodes utilize the upcoming

SCHEDULEREQ slot to demand a new schedule during which these nodes are being assigned transmission slots.

This way the protocol assign active time slots to nodes adaptively and on-demand only to active sources and

relays. A frame that has SEND or RECEIVE slots is called an active frame (Figure 2).

Sleep/Active
schedule

computation

......... ......

Data exchange slot 
(SLEEP, SEND, RECEIVE)

SCHEDULEREQ slot RESP/SYNC slot

Fig. 2. The Active frame structure.

A special care must be taken in developing the mechanism to transmit and forward schedule requests to

the sink. First, successfully delivering schedule requests to the sink is the only way to guarantee that nodes

are able to get slot assignment and, subsequently, communicate their sensing data. Second, schedule requests

are overhead that eventually contributes to energy consumption. Third, the duration of the SCHEDULEREQ slot

affects the delay as well as energy consumption. Having a long SCHEDULEREQ slot means longer periods of

idle listening, especially when data is not sampled which translates into higher energy consumption. In

addition, nodes would experience more delay before being able to transit their data.

To address these issues, a schedule request aggregation mechanism during which multiple schedule

requests are combined into a single one is proposed. This mechanism requires dividing the SCHEDULEREQ

slot into fixed size request sub-slots. Each sub-slot is long enough to transmit a single schedule request (see

Figure 3). Moreover, a schedule request aggregation tree, computed by the sink is used to assign a request
listen window (a number of request sub-slots) for each node within the SCHEDULEREQ slot. Listen window

assignment information is included in the SCHDL frame transmitted by the sink. During each window a node

must listen for schedule request transmissions made by its child nodes. Once the listen window expires, the

aggregated schedule requests (including that of the receiving node, if available) are broadcasted in a new



82   Abdulaziz Y. Barnawi  /  Procedia Computer Science   10  ( 2012 )  78 – 85 

packet. It has to be noted that there could be more than one parent (upstream node) listening to the same

child. Hence, the same schedule request might be routed through out multiple paths before reaching the

sink.

............

Sleep/Active

......... ......

SCHEDULEREQ slotschedule request sub-slot

Fig. 3. Schedule request sub-slots.

The proposed request aggregation mechanism is simple and yet energy-efficient in transmitting many

schedule requests in a short period of time. The objective is to control the duration of SCHEDULEREQ slot

by using very small fixed-size request packets. The design of these packets is based on the assumption

that nodes in close proximity can detect the same event, therefore, generate schedule requests at very close

time intervals. The variation of the time instant when the event is detected and reported may depend on the

application and the observed phenomenon. In this work, we assume that this variation is very small such

that nodes are able to detect and start reporting the event at a negligible time difference. Therefore, it is

sufficient for the sink to identify, with some degree of confidence, the relative perimeter of the active area,

hence schedule nodes within that active area.

To obtain a slot assignment nodes broadcast their schedule requests during the next SCHEDULEREQ slot.

Each schedule request packet is assumed to have two main fields: activity rootID and activity depth. After

receiving a schedule request, the node sets itself as the activity root in two cases. First, if it is a source node

and second, if it has received schedule requests from different branches of a tree rooted at itself. Otherwise,

it would forward the request packet as is. The activity depth is the difference in hop count between the

activity root and first initiator of the schedule request. Received schedule requests are stored and aggregated

until the schedule listen window expires. Then they are forwarded to the next hop. Once a schedule request

is received at the sink, the activity root and all nodes within the activity depth from that root are set as active

sources. Figure 4 provides an example of a network with two detected. The schedule request aggregation

trees show the activity root and activity depth for each event.

A

B

d 
=

 3

d 
=

 2

Fig. 4. Schedule request. (a) Events A and B are detected in two different geographical areas of a network (b) Request transmission

and request aggregation tree for event A (depth = 3) (c) Request transmission and request aggregation tree for event B (depth = 2).
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Despite the advantages this mechanism offers, it has some drawbacks:

• Inactive sources are unnecessarily selected as members of the aggregation tree. Figure 4 shows two

inactive nodes which are in event A’s aggregation tree.

• Large number of inactive nodes are redundantly scheduled if sources are scattered throughout the

network and the activity root is set on the bases of different schedule requests generated by nodes,

which are very far, in terms of hop count, from the activity root.

• Schedule requests are unacknowledged, end-to-end delays might increase if request packets are lost

due to transmission errors.

A possible solution to the first problem is to associate a timer - tactive−source(n) for each source node n.

This timer is activated whenever a new data packet is received from n. If data is not received, the timer

expires and this particular source is removed from the list of active sources and eventually, would not be

removed from future slots assignments. As for the second problems, any node receiving schedule requests

from two different nodes would not set itself as the activity root. Instead, it would forward the schedule

request with the larger activity depth and eliminate the other.

4. Performance Evaluation

To assess the performance of OCS MAC, various simulations are conducted using ns-2 [20] v2.31.

Simulations results are averages of 20 independent (different seed) replications, plotted with 95% confidence

intervals. The performance OCS is compared against that of ALWAYS-ON, S-MAC, DMA and Z-MAC in

terms of delay, total energy consumption and energy efficiency. For all protocols, it is assume that the

routing paths are predetermined. This is necessary to have a fair comparison among protocols and to isolate

delays and energy consumption due to acquiring these routing paths.

Table 2 shows the time and current drawn while performing radio and microcontroller operations in

MICA2 [18, 21, 22, 23] sensor nodes. The choice of MICA2 as a platform for evaluating OCS makes it

possible to validate and compare our results with that of other protocols. With respect to the sink, it is

assumed to have an unlimited source of energy.

Nodes’ Placement Randomly uniform Avg. Node Degree 5

Sink Placement Center of the field Number of Sink(s) One

Transmission Range 20m Interference Range 45m

Table 1. Default Simulation Parameters.

Turn on radio 1.5 ms Switch to RX/TX 250 μs

Time to sample radio 350 μs Evaluate radio sample 100 μs

Radio Tx Current 16.5mA Radio Rx Current 9.6mA
Radio Idle Current 7.68mA Radio Sleep Current 0.2μA
MCU Active Current 8mA MCU Sleep Current 14μA

Table 2. MICA2 Sensor Timings and Power Consumption.

4.1. Network Size

This section discusses protocols’ performance when the network size is varied in [40 - 160] nodes and

the sampling rate is 0.1 pkt/sec. Figure 5 shows the delay of all protocols when the optimal energy efficiency

is the primary requirement. It can be observed that OCS, DMAC and ALWAYS-ON protocols experience

a continuous increase in the delay as the network size increases. OCS shows a slight increase in delay
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because the value of S is the same for all network sizes. The increase can be looked at as an increase in

the scheduling delay. On the other hand, the effect of choosing different parameter values is reflected on

the performance of Z-MAC and S-MAC as a fluctuation in delay. While S-MAC maintain a delay within

1s, Z-MAC’s delay increases sharply once the network size is over 80 nodes. DMAC is the most severely

affected protocol when the network size increases while ALWAYS-ON has the best delay among all. The

reason for DMAC’s performance is its spatial contention problem in which nodes in the same hop wake up

at the same time and compete to transmit to the same neighbor, but only one successfully do. Nodes with

unsuccessful transmissions have to wait for the next wakeup interval to go through the same process.

In terms of throughput, Figure 6, ALWAYS-ON maintains high throughput for all network sizes. Like-

wise, both OCS and S-MAC achieve high throughput. The reasons are that S-MAC is based on a simple

CSMA duty-cycle based operation and OCS because of its adaptivity and near-conflict free scheduling.

Among all, DMAC has the worst throughput when the network size increases.
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Fig. 5. Delay of all protocols under variable number of nodes.
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Fig. 6. Throughput of all protocols under variable number of nodes.

Similarly, an increase in network size causes an increase in nodes energy consumption, Figure 7. OCS

has a superior performance compared to other protocols. It consumes the least energy per node, less than

0.5 Joule hence, the best energy efficiency. OCS low energy consumption is a result of its ability to put

nodes to sleep for the longest possible period and when nodes wake up they experience no contention and

the least interference during data transmission. ALWAYS-ON is the highest energy consuming protocol

because nodes remain in the idle state most of the time. DMAC consumes less energy than both Z-MAC

and S-MAC and it is also more energy efficient.
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Fig. 7. Energy consumption of all protocols under variable number

of nodes.
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5. Conclusion

This paper presents OCS, an adaptive TDMA MAC protocol for wireless sensor networks . OCS utilizes

requests aggregation to dynamically allocate time slots for active sources and the required relays. The

protocol utilizes Interleaved Spatial Temporal scheduling, which facilitates the flow of the collected data

from sources to the sink in convergecast applications. Simulation results show that OCS outperform a

number of other WSN MAC protocols in terms of delay and energy efficiency.
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