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We consider some problems of optimal recovery of holomorphic and harmonic 
functions in the unit disc. We obtain extensions of Schwartz’s Lemma and optimal 
formulas for numerical differentiation. Q 1992 Academic Press, I~c. 

Let X be a linear space, let Y and Z be normed spaces, and let WC X. 
Consider the problem of optimal recovery of the operator L: W + Z using 
the values of the information operator I := W -+ Y in the case where those 
values are inaccurate ones. More precisely, let us consider the extremal 
problem 

E( L, Z, 6) = inf SUP IILX - WI, (1) 
S IE U‘ 

IIJX-YII GS 

where S: Y + Z is some mapping (algorithm). E(L, Z, 6) is called the 
intrinsic error of recovery. An algorithm SO is called an optimal one if 

sup IILX-sy/ =E(L, z, 8). 
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If S,, is an optimal algorithm, x0 E W, and 

then x0 is called a worst element. 
The investigations of the problem (1) were initiated in [ 1 ] for the case 

dim Y< CO. The case dim Y = CC was worked out in [2] (see also [3]). In 
this paper we consider some problems of optimal recovery of analytic 
functions from the Hardy space HP and the Bergman space A,, 16 p Q CO. 
We also consider the same problems for harmonic functions from similar 
classes h, and aP. Some results related to H, can be found in [4-71. 

In Section 1 we prove some general theorems on optimal recovery from 
inaccurate data, which closely relate to results obtained in [2, 3, 8, 91. In 
Section 2 we apply these theorems to finding optimal recovery algorithms 
for functions from HP, A,, h,, and a2 in some point of the unit disc of C:, 
when the disposed data is the inaccurate value of these functions in some 
other point. In particular we obtain some generalizations of Schwartz’s 
Lemma. In the last section we find optimal algorithms of recovery of f’(Oj 
from inaccurate data f( -h) and f(h), h E (0, 1) in Ii, spaces. Tn N, we 
also find the optimal value of h for which the intrinsic error is minimal. 

1. SOME GENERAL THEOREMS ON RECOVERY FROM INACCURATE DATA 

Now our aim is proving the sufficiency of some conditions for the So to 
be an optimal algorithm and x0 to be a worst element. These conditions 
were originally found by Micchelli and Rivlin [2]. Though it is closely 
connected with Micchelli and Rivlin’s result the theorem we need is slightly 
different. 

THEOREM 1. Let X~E W, -XoE W, L( --X0) = -L(x,), ljIX,i/ < 6, 
ll~(--~o)ll 6 6, and 

sup /I Lx - So ]‘/I = IlLx,!l, 
XE CG’ 

II~x--J’llC6 

(i) S, is an optimal algorithm, 

(ii) x0 is a worst element, 

(iii) the intrinsic error is E(L, Z, 6) = IjLx,ll. 
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ProojI It follows from (1) that 

E(L, z, 6) < sup I(Lx- &y(I = IILx,ll. 
YE U’ Ilir-YII <6 

On the other hand, for any algorithm S we have 

IL%- W)ll + IIU -.d - W)ll 3 2 II-&Al 

and therefore 

(2) 

sup IlLx- WI ~max{ll~~o-W)lI, II-U-~~o)-W)II)3 lI~xoll. 
.‘i E w II I.Y ~ 1’11 6 d 

Thus E(L, I, 6)= JJLx,JJ and S, is an optimal algorithm. Now suppose that 
x0 is not a worst element, i.e., 

sup I(L.x,-S,yII < sup = IILx,ll. 
Ill.Yo-.vil~s XE w II Ix - )‘I) < h 

Then 

which contradicts (2). 1 

COROLLARY 1. Let x0 E W, -x,,E W, L( -x,,) = -LX,, (I&,]( ~6, 
IlI( -x0)11 < 6, let S, be a linear operator, and ler 

sup [ILS-SJYjl = /L&II -6 )IS,I/. 
.YE M’ 

Then 

(i) So is an optimai algorithm, 

(ii) x0 is a worst element, 

(iii) the intrinsic error is E(L, I, 6) = supxE A,, l,r.yl, G6 liLxll = IILx,ll. 

Proof. Note that 

sup IILX-&J’Il= sup ~~Lx-Ss,lx+S,(Zx-y)~J 
.rCE w lIl.x--gll C6 .‘;E w Ilk-.Vll <d 

< sup IILX-SolxlJ +6 llS,JJ = ))Lx*ll. 
IE IV 
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Since //Zx,lj < b we have 

Thus 

Now the corollary follows from Theorem 1. 

Let R be a subset of @” and p be a nonnegative measure on 0. Denote 
by L,(Q, p) the Lebesgue space of complex- (or real-j valued functions 
with the usual norm 

llfll x = ess SUP If( 
ZE.0 

Let X, be some linear subspace of L,(Q, p) and Bk; = 
(SEX, : Ilfll,< 11. Consider the problem (1) for X=X,, kV= SXD and 
z= C(R). 

The following theorem is a generalization of the appropriate results from 
18, 91 obtained for the case d = 0. 

THEOREM 2. Let g~x,, llgllp#O1 g,=g/ljgli,. a!.90 ie? L be ci 

funcfional on X,, L( -go) = -Lg,, IlZg,ll < 6, III(gO)/l < 6, and S, a linear 
functiona!. Let S,Zg, = 6 II&,/l and for every .f E BX,, let 

ic’here 9 > 0, cp E L , (52, p) and if p = tw then I g(z)! = I almost everywhere on 
R with respect to measure p. Then 

(i) So is an optimal algorithm, 

(ii) go is a worst element, 

(iii j the intrinsic error is 
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Proof For every JE SX, from (3) and the HGlder inequality we have 

On the other hand we obtain 

&o - 6 ll~oll = &cl - wgo = 
i 

c! Ml ;- ‘7 l<p<co 

;I41 13 p=m. 

Hence 

SUP Kf- sovI = Lgo- 6 Wall. 
.f l BX, 

Now the theorem follows from Corollary 1. 1 

Let Z’J be the space @” supplied with the norm 

Iblly= lIta,, . . . . am)lly= i 
( ) f laily ‘I’, l<q<a, 

j=’ 
max lajl, q=a, 

lCj<tW 

and by (a, b) denote the Hermitian inner product 

(a, b) = f aii;i. 
j= I 

Let a#O, a*e Bly and 

(4 a*) = IMqs, i+$= 1. 

It is easy to see that 

ai* = aj lajj4’-2 
lla114,1p1 ’ 

l<q’<co, 

and for q’ = cc 

ai* = ajo 

'I- lai,l ’ 
j=.io, 

where j, such that lujOl =max,GjG, Iail. 
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COROLLARY 2. Let I: BX,-+i~, S,y=(~~,aj, GEC’~. geX,, j/gilpfO, 
go=g/ll&? L be a functional, L( -go)= -Lg,, and ilZ( -g,j//,d S. 
Suppose that for every f E BX, the equality (3) holds and Zgso = da* if a + 8, 
or llZgoll 4 < 6 if a = 0. Then 

(i) S, is an optimal algorithm, 
(ii) g, is a worst element, 
(iii) the intriilsic error is 

2. OPTIMAL RECOVERY OF ANALYTIC AND HARMONIC FUNCTIONS 

Let D = {z E C : IzI < l> and HP be the Hardy space, i.e., the space of 
functions which are analytic in D and for which 

ll.fllH, = sup If( -=I GQ. 
L-ED 

It is well known that the functions from HP have boundary values almost 
everywhere and therefore HP can be considered as a subspace of L,(Q, ti) 
for 52 = {z E @ : jz/ = l} and &(ei8) = (1/2x) de. 

Recall that the Bergman space A, is the space of analytic functions which 
satisfy the inequality 

where CT(~) is the Lebesgue measure on D (for p = CC A oI = H, ). TInus the 
space A, is the subspace of L,(D, p) for C+(Z) = (l/x) do(z). 

Denote by h, and aP the spaces of harmonic functions in D which satisfy 
(4) and (51, respectively. 

Consider the problem ( 1) when A’ is one of the spaces HP, A,, h,, OP aF , 
W=BX, Lf=f(t), Zf=f(z,), 5 and zr are distinct points in D. The 
relative intrinsic error will be denoted by E(<, z!, 6, X). 

Put 
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where cp is determined from the condition W( 0 = p, 

where a~ [0, l] and satisfies the equation 

ad2 
h(z,)( 1 + 2ap + a2)“P 

= 6, 066<6,. 

(The existence of a solution follows from the continuity of the function 
from the left hand side of (7).) Put a=0 for 6 26,. 

PROPOSITION 1. Let X = H,. Then for every 1 6 p =C 0~’ and b > 0 

6) 

4ZLNl -P’) 1 - &, 

( ) 

UP 
soy= 

h(C)(l +ap)*‘p--) 1 - 15’12 y 

is an optimal algorithm, 

(iij 

gcsz) = 
( 

l- 151* 1/P (W(z)+a)(l +.w(z))(*-p’:p 
1+2ap+a2 > h(z)( 1 - &)2’” 

(8) 

is a worst function, 

(iii) the intrinsic error is 

E(t, zl,& HP) = 
(p+a)(l +.p)(2pp)Ip 

h(~)(l+2ap-z2)‘~P(1-~‘~‘)1:‘P’ k 
ProoJ Put 

g(z) = ( W(z) + a)( 1 + a w(z))(2--p)@ p(l- 1~IL)W‘VP 

h(z)( 1 - [z)*lp ’ ‘=h(t)(l +ap)*(P-I)jP’ 

By the residue theorem we have for every f~ HP 

1 - 
“zc 0 s 2a g(e”) Jg(e’e)(P-2 f(eie) dtl 

P 
=I2 iii s 

(1 + a W(z))““- ‘)AJ h(z) 
,;,=I W(z)@-i)(l -i;)(P-2),‘P f (~1 dq 

=f(s’) - &f(z,). 
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In addition, 

It follows from (7) that for 0~6~6, /g,(z,)j =6 and for ~336, Ig,,(z,jj = 
d2 66, Soy-O. Since S,g,(z,)>O, we have S,g,(:,) = E Il.&II for every 
6 > 0. Now the proposition follows from Theorem 2. 

Note that in virtue of Theorem 2 the following generalization @rf the 
Schwartz Lemma can be obtained from Proposition 1: 

’ (1~1 +a)(1 +U l~l)(~-pl;p 
(1 - 1~1’)“~ (1 +- 2~ 1-71 + a” j”P’ 

066< 
1 - jZ/ 

( ! 

l/p 
2 ’ 

(1 + a I=/ )“” 

Here a is defined by (7) for z1 = 0. 
Now consider the same problem for X= .4,. Put 

(2 + pp( 1 - p)2’P 
6l = 293 -p2)l’P (1 _ ,z,12)‘:P’ 

6 =/ 1-g 2iP 
2 (1 _ lz,12 

> 
’ 

1 

1 +ap’ I- Odb<d,, 

b= 
a 

a+p’ 
dad,, 

where a E [0, l] and satisfies the equations 
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ap”‘“((p/2 - l)( 1 -a’) b’ + b + b2)2/p (1 - p2)*‘p 
((p/2-l)(l-a2)(1+2ap+a2)(1-p2)p2b4 

+ 1 - 2( 1 - /J*)~ b* + (1 - p2)2 b4)‘lp > 

(10) 

for 0<6<6, and 
(1 - b2)2/P ( 1 - $)2/i’ 

for 6, < 6 < d2. (The solution of the last equation may be given in direct 
form and the existence of solution (10) will be shown below.) Put a = 0 for 
6>6,. Let 

dz) = 

i 

0<6<6,, 
(1 +~Wz)K2+P-~PWz)), 

6261, 

1 

W(z) + a (cp(z))“” 
1 +uW(z) (1 -Cz)41P 

06d<6,, 

dz) = (cp(z))‘/P 

(1 - ~z)“‘P’ 
686,. 

PROPOSITION 2. Let X = A,. Then for every 1 < p < 03 and 6 B 0 

0) 

is an optional algorithm, 

(ii) go = g/llg/l, is a worst function, 
(iii) the intrinsic error is 

i 

P((P/2)(1 -P2) + lYp 
(1- /Q2)2’P ’ 6 = 0, 

E((, z,b, Ap)= 

( 

6b f$f 
( 

&~;;:,,)” ($32’p, o<a<a,, 
1 

(1- 1</2)2’P’ 6262. 
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ProojI Note that the functions 

(p/2 - 1 )( 1 - a’)( 1 - po) + (1 + f7W)(2 + up - p) 

and 

( 1 + UW)( 2a + p - op’), 

as the functions of W, have real zeros which are outside the interval 
( - 1, 1). Therefore cp(z) is zero free in D. Let 0 < 6 < 6, I For f E H, denote 

Jf=+.J 
(1 +aW(z))* (m)P-2)~p 

Izl=l w(z)(w(~)-p)(l-~~)2i~-2~~p 
Jf(z) dz, 

Since W(Z)-p=e”P(z-~)(l - 12,12/(1 -Z,z)(l -Z,t) we obtain by the 
residue theorem 

p(l- 12#)(1- 1(12)2(p-*)‘p 
e’q (1 +ap)2 (1 -fi~)((p(~))iP-2z)/p -‘f=f(C)-SOf(z!)~ 

On the other hand, in view of the equality W(eis) = W-‘(e”), we obtain by 
Stockes’ formula 

4f=& “f ( 
W(z)+a * (1+aw(z))“(sp(z))‘~-*~~~ i’(‘)dz 

Izl=l l+a-qq > (-pZ+g)(1-[)2’p--~~~ L 

1 w(z)+a p!2+1 (l+ W(z))’ 
=5i (;(=I “f ( l+aW(z) -y- > (r -,wi,, (l~~~~i-~ 

(&))(P-2)!P 

x (1 _ r;F)2(P-*vP 
f(z) dz 

- =e 
--irp (1-71t)* 1 

J’( 

W(z)+a p’2 - -1 l- lz112 i-c D 1 +aW(z)/ 

(cp(z))‘“-2”” 

Thus for every f~ H, we have 

/$I_ 1<12)2iPP2)lP 1 __ 

(1 sap)* (q(cg)‘“-“!” ; s 
g(z) Ig(z)lp-’ f(z) de(z) =f(t) - S,f(zi). 

D 

(11) 
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As functions from H, are dense in A, for every 1 <p < CXJ, the equality 
(11) holds for every function from A,. It is easily seen that &g(z,) 3 0. 
Therefore it follows from Theorem 2 that if a E [0, l] satisfies the condition 
lg(z,)l/llgllA, = 6, then So is an optimal algorithm. For f = g, from (11) we 
have 

p(l _ 1512)2(P--2)9 

(1 +ap)2 ((p(c))ip-2);p ligll$ 

(P + 4keP l-02 2 

=(I +ap)(1- 1~12)4~~- l+ap ( ) 

a4+,) 

(1 _ 15/‘)4!P ((p(5))‘PP2)lP’ 

Hence 

Ilgllp =(P+4U +v) (p(5)- 41 -P212 
4 PC1 - 151212 7 Al- Id-) 2 cpbl). 

We find by direct calculation that 

lliq= l b4p’( 1 - /[I’)2 

X (l-a2)(1-p2)(1+2ap+a2)p2b4 

+1-2(1-p2)‘b2+(1-p2)2b4 . 
> 

Since jlgll Ap > 0 for every UE [0, I], the function in the left-hand side 
of (10) is continuous as a function of a (a~ [0, I]), and therefore the 
equation (10) has a solution for every 6 E [0, S,]. We have 

I g(zl)I = a I’p(z$2;p = a ((p/2-1)(1-a2)+2+ap)2”P 

11 -t_rz,l ’ 11 -[zl14/P 

=a((p/2-1)(1-a’)+1+b-‘)2ip(1-pZ)Z.’p 
(1- 1512)2’P (1 - Iz,l2)2’P 

and so the equation (10) means that jg(z,)l/ligll Ap = 6. 
The case 6 E [6,, S,] can be considered in the same way if we set 

Jf=& j 
( W(z) + aj2 (dz))‘p-2”” f(z) dz 

I;I=l W(z)(W(z)-p)(l -5;)2(p--2)+ 

1 (1 + aW(z))2 (cp(z))‘“-‘“” 
=zG 5 ,;,=I 1 _gQj(l -&)2(P--2)@ f(z) dz. 
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Let now 686,. Then a=O, g(:)=p'~p(1-~z)-4pT and 

(Here we use the fact that the Bergman kernel (1 - t?)-’ is the repro- 
ducing kernel on Ap.) Thus 

Now let us verify that Ig(z,)l~‘IIg(l,,~< 6. Substituting f = g in (13 we 
obtain 

which yields 

Igol= l-P2 

II Al .Ap ( 1 z.p=b <d, 
l-lz,l’ 2’ 

The proposition is proved. [ 

Now we consider the same problem for X= h,, p > i. Put 

c((;I) = (1/2n) j$ P(z,, e”)(P(& P) -iP(;,, eio)),q) d8 

IjP(<, blP(z,,.)I/qq-l 
2 6, =ct(Oj, 

where P(5,3)=1-11512/11-~~/2 is the Poisson kernel. l/~+l,‘q=l~ 
(.Y),~) = Ixyly-’ sign x, and 

Let us show that for every 0 d 6 d 6, the equation 

ct(dj = 6 (13) 

has a solution 1 E [0, (1 +p)/(l -p)]. For z= 2’ and <= W(z) = 
elq(z -- z1 j/( 1 - I, z) we have 
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(p and cp are the same as in (6)). Thus for every z = eiO, 

l-fP P(t, z)-- P(z,, z)GO. 
1-P 

Therefore 

( > 
l+p <o 

Y--p . 

Since ~(2) is continuous for AE [0, (1 +p)/(l -p)] and or(O)=6,, the 
equation (13) has a solution in this interval for every 0 6 6 < b i . We denote 
this solution C,({,z,,6). For 6>6, we put C,(LJ,z,,S)=O. 

PROPOSITION 3. For X= h,, p > 1, 

(i) So ~7 = Cp(5, zI, 6) y is an optimal algorithm, 
(ii) 

is a worst function, 

(iii) the intrinsic error is 

ProoJ: It is known (see [lo]) that every function from h,, p > 1, has 
boundary values almost everywhere. It is also known that boundary values 
reconstruct this function by Poisson transformation. So for every u E Bh,, 
p > 1, we have by the Holder inequality 

l43-q~~ Zlv 6) uk1)l 

1 .2a 

=---- 

I J 271 0 
(P(<, e”- C,(<, z,, 6) P(z,, eie)) u(eie) de 

d IIP(5,.)-Cp(5, ZI, 6) P(z,,.)ll,. 

On the other hand, the function 

f(e) = (P(L eie) - C,(L zl, 4 P(zl, eie))cylE BL (o 271) 
IIP(5, .) - qt, z,, 6) P(z,, 41p’ p ’ 
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and therefore (see [lo]) u0 E Bh, and has almost everywhere boundary 
values which coincide with f(S). Thus we obtain that 

Let 0 < 6 < 6,. It follows from the definition of C&t, z1 r 6) that uO(zi ) = 8, 
Since C,(t, zl, S)ZO, we have from (15) that u,(t)>0 and 

sup lu(r)- C,(sr, Zlr 6) 24(z,)l = luo(r)l -SC,(<, ZIY 6). 
ucBhp 

For 6 > 6, the same equality holds because C&c, zl. 6) = 0. Now the 
proposition follows from Corollary 1. 1 

We can easily find C,(<, zl, 6). In this case q = 1 and 

In view of (14) the substitution z = (e -‘+‘[ + zr )/( I+ ‘I c7 -@i) yields 

sign(P(p, 8) - A) &I 

2 
= - arccos n(l+P2Hl-P2J-1 

3 x 2Pl 

-1, 

Hence for 0 < 6 < 1 the solution of (13) is 

1-P E. <------ 
1 ip’ 

1 -,p l+p 
-<A<----- 
l+e I -p’ 

lip 
A>------ 

i-p’ 

C,(S, =I 3 4 = 
1-p* 

1 + 2p sin(n6/2) + p2’ 

IfS=l, every A~[O,lp/(l-p)] is a solution of (13). 
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b‘or OQ6<1 and z=ei’ we have 

sign(P(5,z)-C,(5,z,,6)P(z,,z))=sign ,1~~~~.,,2-C~,(,,z~.,,) 
( z 

= sign Re W(z)+sin z-6 

= sign Re 
W(z) + tan(7c6/4) 

1 + W(z) tan(7r6/4) 

= 4 Re arctan 
W(z) + tan(7c6/4) 

?l 1 + W(z) tan(7$/4) 

In the case p=“cj, Odk 1, we obtain 

4 
u,(i) =; Re arctan 

W(i) + tan(7c6/4) 
1 + W(i) tan(&/4)’ 

Thus the next corollary follows from Proposition 3. 

COROLLARY 3. For X=h, 

(i) 

i 

l-p’ 

1 + 2p sin(&/2) + p2 “’ 
0<6<1, 

s,J’= 
I 

1-P c-y. 
l+p- ’ 

0, 

6= 1, CE [O, 1-J 

6> 1, 

is an optimal algorithm (Zn the case b = 1, c is an arbitrary value in [0, 11.) 
(ii) 

4 
uO(z) =; Re arctan H’(z) + A 

1 AH’(z)’ 
where A = 

tan(n6/4), 0 d 6 < 1, 
+ 1, s3 1, 

is a worst function, 

(iii) the intrinsic error is 

E(5, ~1, 
4 P+A 6, h,)=uo(4)=- arctan - 
7I l+Ap’ 



SOME PROBLEMS OF OPTIMAL RECOVER1 221 

The solution of the equation (13) may also be obtained in direct form for 
p = 2. Nevertheless, we prove a more general result for the Hilbert space. 

Let X be a complex (or real) Hilbert space. Consider the problem ( I ) ir, 
the case W=SX, Y=Z=@(R), Lx=(x,.w,j, I.~=(x,x~). .ytr x,EX. The 
intrinsic error will be denoted by E(x,, x2, 6, X). 

PROPOSITION 4. Let x, and x2 be linear independent elements ,fiom the 
Hilbert space X. Put 

is an op¶imal algorithm, 

(iij 

is a worst element, 

(iii) the intrinsic error is 

Proof We have 
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Moreover 

and 

we obtain S,(x,, x2) = 6 IIS,II. To finish the proof of the proposition we 
need only apply Corollary 1. 1 

The problems of optimal recovery in Hilbert spaces from inaccurate data 
were investigated in [ll]. (See also [Z] for a more general situation.) 

Let X be a Hilbert spaced of functions f: 52 -+ C(R) with the reproducing 
kernel K: Q x Q -+ C(R), i.e., 

f(z)= (ft.), W-9 z), 

for every f E X and z E 52. Consider the problem ( 1) for W = BX, I.. = f( {), 
Zf=f(zi). If K( =, 5) and K( e, zr) are linearly independent (i.e., the class BX 
distinguishes the points 5 and z,), then from Proposition 4 we get 
Corollary 4. 

COROLLARY 4. Put 

Then 

(0 

where 

E =min 6, lK(z,, 511 
1 v4E-G’ 

/K(t, 

‘=‘- IK(z;,c), d 
5) @I, zl)- I&z,, 511 

2 

K(z,, x1)-c2 
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k an optimal algoritkm, 

(ii) 

is a worrt.finction, and 

(iii) the intrinsic error is 

We list some examples of Hilbert spaces with reproducing kernels: 

(1) H,, K(&z)=(l-<zjP’, 

(2) .4,, K(<,z)=(l-tZ)-‘, 

(3) hz,K(i;,z)=2Re(I--@-‘-I, (u, u) = & j*” u(e’“) u(e’“) d&J, 
0 

(4) az,K([,z)=2Re(l-t-)-“-l, (u, u) = i J’, u(z) u(z) dc(zj. 

Note that we can obtain the generalization of Schwarz’s Lemma in the 
same way as (9): 

where E(& zr, S, X) can be found from the corresponding proposition for 
X=H,, Ap, h,, and a,. 

Put 

DC5 ,z,,6,X)=(z~D:Ig~(z)1~6j, 

where X = HP ~ A,, h,, or a2 and g,(z) is a worst function for the 
appropriate recovery problem. Consider the information operator 
Tj”=fl D(S,r,,s Xj instead of If=f(z,) and let Y be the space of functions 
which are continuous in D(c& zr, 6, X) with the norm 
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It follows from Corollary 1 that the optimal algorithm, the worst function, 
and the intrinsic error will stay the same. Thus the additional information 
(with the same inaccuracy) about the behaviour of the function f in 
D(cl, ~1, 6, X) will not decrease the intrinsic error. In other words, the point 
zi forms some “shadow” set in which any additional information is useless. 

3. OPTIMAL RECOVERY OF THE DERIVATIVE FROM INACCURATE DATA 

We turn now to the problem (1) for X= H,, Z= C, Y= Ef, Lf=f’(O), 
If= (f( --A), f(h)), hi (0, 1). The intrinsic error will be denoted by 
-c/v& 6, HP). 

There is the well-known algorithm 

f’(o) J(h) -A-h) 
2h 

which is not optimal even in the case b = 0 (see [ 121). It was shown in [2] 
that 

is an optimal algorithm for 6 = 0 and p = co. It follows from [S] that this 
algorithm is optimal for 6 = 0 and every 1 <p < co. Moreover it is also 
optimal for 6 = 0 and X= h, (see [9]). 

Now we consider the case when the value of functions in the points -h 
and h are known with an error ~6 in the norm of I z, that is, we know yi 
and JJ~ such that 

Put 

6, =2”r-%(l +h2)-“p, 6, = h2”q, 
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Let UE [A, 11 be a solution of the equation 

,$(a’ - h2)( 1 _ &2)2”~- 1 

ct(k)( 1 - h2)“P (1 - 2a’h2 + a4j+ 
=62-Q, (16j 

where 0 < 6 < 6,. (The existence of the solution follows from the continuity 
of the function in the left hand side of this equation). Put a = h for b > 6,. 

PROPOSITION 5. For etlery 6 2 0, 1 < p, and q Q ,x 

iii 

f'(o)Z&J~= 
a(h)( 1 - a2k2j2” -‘pr) J’> - J,, 

cr(O)( 1 - h4)’ -“p 21: 

is an optimal algorithm, 

(ii) 

go(i) = 
l-h4 

> 

Ep i(a” _ z2)( 1 - (39 )2&P - ! 
1 - 2a2h2 + a4 x(z)( 1 _ j&‘)‘“r 

is a \l:orst functiol;2, 

(iii) the intrinsic error is 

ProoJ: Put 

g(i) = 
i(a’ - z’)( 1 - az;z)2EP- ’ 

a@)( 1 - IzYp@ ’ 

For every f E HP and z = eie we obtain by the residue theorem f’(O)-s,lf= -hZ -A- s M(i)(l -a*z2)2(‘-%’ 
a(O) 2ni l=,=L z2jz2-/12)(l -h2z’)!-2&p fkJdz 
r 
h2 1 -27~ - - - 

43) 27l J g(i) Ig(~)l”-*f(~)4 l<p<O& 0 = 
h2 1 2rr - 

- - 
a(0) 271 s g(i) lrp(z)l f(z) de. p==. 0 

For f = g we have from these equations 
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Note that if p = co, lg(e”)l = 1. Now to use Corollary 2 we must prove that 

zgo=6a*=& t-1911 

if 0<6<6, and ljlgollrl<6 if 636,. Let 066<6,. Since 
gO( -A) = -g,(h) it is sufliciefft to prove the equation 

g,(h) = 62 -+ 

which coincides with (16). If 6 >6,, go(z) =z and IlZg,/l,;=h2’~=&<8. 
This completes the proof of the proposition. 1 

Note that S,, y E 0 for 6 2 /22&q. If 6 < 2&q we can consider the problem of 
finding such a value h, that 

The value h, is called an optimal value of h. We give the solution of this 
problem for p = co. 

PROPOSITION 6. For p = CCI, 1 < q < CXI, and 0 < S < 2&q the optimal value 
h, satisfies the equation 

61z~+2’~“*h~-6221~“qk,-6=0. (17) 

The equality 

lim 
hECO,l) 

E;(h, 6, H,) = hi 

holds. The optimal value ho can also be found from the equality 

ho = & sn(Kf3, k), 

where k is determined by the equation 

*=2k;‘4 x=0 hT+“, 
1 +2 C;;=, hy-’ h =e-nn’J3A 

or 

K’ A’ -=-. 
K 3A’ 

(18) 

(19) 

here K, A denote the complete elliptic integrals of the first kind with respec- 
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tioe mod&i k, I = 6 ‘4-Q and K’, A’ denote the ones with compie.mentar~v 
moduii. 

Proqf: From Proposition 5 we have 

where a E [k, 1] and is determined by the equation 

h 
a= - h= 
~ = (52 -Q. 
1 - a2h2 

(20) 

Extracting ar from this equation and minimizing it as a function of 
h E (0, 1) we obtain tha the minimum h, is unique and satisfies the equation 
(17). Taking a derivative from (20), we have 

a’-h2 1-a’ 
~ - 2h’ ( 1 _ a2h2)2 + 2aa’h 

1 -h4 
1 - a’h’ (1 _ a2h2)2 = ” 

Thus if h, is minimum then gb(h,) = 0, where 

g,(z) = z s (21) 

Now it is sufficient to find a function go(z) like (21) such that for some 
k, E (0, l), g,(h,) = 62-&q and gb(h,) = 0. It follows from Lemma 2.2 of [7] 
that this function is a Blaschke product of order 3 with minimal norm 

llgd = ma_x 
ZE [-,;k. ,,JXl 

Igo = 622°C: 

where k is determined by the conditions lg,( -Ji)\ = lg,(&)J = 62-Q. 
From [13] this function can be written in the form 

g)(z) = z 
k sn2(2K/3, k) - z2 
1 -k sn2(2K/3, k) z2’ 

This function can be rewritten by using the first fundamental transforma- 
tion of degree 3 (see [ 141) 

go(z) = 45 sn(3Au/K, A), r=&sn(u, k), 

where A.=L?~~-&~ and k satisfies (18), (19). If we put h,=,,%sn(K/3,k) 
then g,(h,) = 62-&q and gb(h,) =O. This completes the proof of the 
proposition 1 
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It is easily shown from (17) that 

j =2~(1+41,:3~1,‘3+~(65~3), 
0 

and consequently 
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