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## § 1. The resulit

Conjecture (Tном, [11], Problem 3, p. 229). If an $r$-jet $w \in J^{r}(n, p)$ is not $C^{0}$-sufficient, then $w$ has an infinite family of realizations $\left\{f_{\alpha}\right\}$ such that for $\alpha \neq \beta$, (the germs of) $f_{\alpha}$ and $f_{\beta}$ are not topologically equivalent.

The purpose of this paper is to establish this conjecture when $p=1$. The case $n=2, p=1$ has been proved in [4].

The terminology involved is explained as follows. The jet space $J r(n, 1)$ consists of all real polynomials $w\left(x_{1}, \ldots, x_{n}\right)$ of degree $\leqslant r$ with $w(0)=0$. If $w \in J^{r}(n, 1)$ coincides with the Taylor's expansion up to degree $r$ of a given $C^{r}$ - (resp. $C^{r+1}$ ) function $f$, then $f$ is called a realization of $w$ in $\mathscr{E}_{[r]}$ (resp. $\left.\mathscr{E}_{[r+1]}\right)$. Here $\mathscr{E}_{[s]}$ denotes the set of all germs of $C^{8}$-functions. An $r$-jet $w \in J r(n, 1)$ is $v$-sufficient in $\mathscr{E}_{[r]}\left(r e s p . \mathscr{E}_{[r+1]}\right)([2]$, [3], [4]), if for any two realizations $f$ and $g$ of $w$, the germs of the varieties $f^{-1}(0)$ and $g^{-1}(0)$ are homeomorphic. If there exists a local homeomorphism $h$ : $\left(\mathbf{R}^{n}, 0\right) \rightarrow\left(\mathbf{R}^{n}, 0\right)$ such that $f \circ h=g$, then $w$ is called $C^{0}$-sufficient.

It has been proved in [2] that $C^{0}$-sufficiency is equivalent to $v$-sufficiency in $\operatorname{Jr}^{r}(n, 1)$. Hence in this paper we shall abreviate both notions simply as sufficiency.

Theorem. If $w \in J^{r}(n, 1)$ is not sufficient in $\mathscr{E}_{[r]}$ or in $\mathscr{E}_{[r+1]}$, then there exists an infinite sequence $\left\{f_{i}\right\}_{i \in \mathrm{~N}}$ of realizations of $w$ with mutually non homeomorphic (germs of) varieties $t_{i}{ }^{-1}(0)$.

## § 2. The proof

We shall only consider the case $\mathscr{E}_{[r+1]}$; that for $\mathscr{E}_{[r]}$ is similar. The case $n=1$ is trivial, we shall assume $n>2$.

Illustrative Example. The 5-jet $w(x, y)=x^{4}-2 x^{2} y^{3} \in J^{5}(2,1)$ admits a realization $f(x, y)=\left(x^{2}-y^{3}\right)^{2}$. The variety $f(x, y)=0$ is singular (i.e. grad $f=0$ ) along the arcs $x= \pm y^{3 / 2}$. Now adding perturbations such as $\pm y^{2 N}(N>3)$ and $(\cos 1 / y) \exp \left(-1 / y^{2}\right)$ to $f$ will cause catastrophic changes to the variety near $x= \pm y^{3 / 2}$. Hence $w$ is not sufficient and in this way

[^0]one can find infinitely many different realizations. (Similar examples:
\[

$$
\begin{gathered}
w=x^{2}-2 x y^{2} \in J^{3}, \text { with } f=\left(x-y^{2}\right)^{2} ; \\
\left.w=x^{3}-3 x y^{5} \in J^{6} \text { with } f=\left(x-y^{5 / 2}\right)^{2}\left(x+2 y^{5 / 2}\right) .\right)
\end{gathered}
$$
\]

These examples suggest that the proof of the theorem should be divided into three steps. The first is to detect an arc for $w$ (such as $x=y^{3 / 2}$ ) elong which a realization is singular. The second step is to construct such a realization. The final step is to construct infinitely many perturbations giving rise to infinitely many different realizations.

Step 1. For a given (germ of) polynomial function $g$ of $n$ variables, let

$$
E_{g}=\left\{u \in \mathbf{R}^{n}:|\operatorname{grad} g(u)|=\min _{|x|-|u|}|\operatorname{grad} g(x)|\right\} .
$$

(On the sphere $|x|=$ constant, $\mid$ grad $g \mid$ takes its minimum on the points of $E_{g}$ ). By the Seidenberg-Tarski theorem ([5], p. 17), $E_{g}$ is a semi-algebraic set. Applying the Curve Selection Lemma ([7], p. 103; [10], § 3), one can find an analytic are

$$
L_{g}: x_{i}=\lambda_{i}(t), \quad 0 \leqslant t<\eta
$$

(each $\lambda_{l}(t)$ is a convergent power series) such that $\lambda(t)=\left(\lambda_{1}(t), \ldots, \lambda_{n}(t)\right) \in E_{g}$ $\lambda(0)=0, \lambda(t) \neq 0$ for $t>0$. Observe that $\lambda([0, \eta))$ is a semi-analytic set. We shall call such an arc in $E_{g}$ a Lojasiewicz are for $g$.

The most important property of $L_{g}$ is the following. Let $\varrho<\infty, \mu \leqslant \infty$ be the numbers such that $|\lambda(t)| \sim t^{2},|\operatorname{grad} g(\lambda(t))| \sim t^{\mu},(A(t) \sim B(t)$ means that $A / B$ lies between two positive constants, for $t>0$ and $t$ small). Then $|\operatorname{grad} g(x)| \geqslant \varepsilon|x|^{\mu / e}$ for $x$ near 0 , where $\varepsilon>0$ is a constant.

Now for the given non sufficient jet $w$, choose a Lojasiewicz arc $L_{w}$ and let $\mu, \varrho$ be defined as above. Then we must have

$$
\begin{equation*}
\frac{\mu}{\varrho} \geqslant r \tag{2.1}
\end{equation*}
$$

since otherwise $w$ would be sufficient ([4], Theorem 0 with $\delta=r-\mu / \varrho$ ).
(For non-sufficiency in $\mathscr{E}_{[r]}$ we must have $\mu / \varrho>r-1$ by KuIPER's theorem [3]).

Step 2. By rotating $\mathbf{R}^{n}$, if necessary, we can assume that $L_{w}$ is tangent to the positive $x_{1}$-axis. Then

$$
\begin{equation*}
0\left(\lambda_{t}(t)\right)>0\left(\lambda_{1}(t)\right), \quad i>2, \tag{2.2}
\end{equation*}
$$

where $0(\lambda(t))$ is the (lowest) order of the series $\lambda(t)$.
Moreover, we may assume

$$
\lambda_{1}(t)=t q, \quad q=0\left(\lambda_{1}(t)\right)
$$

This can be achieved by changing the parameter $t$ analytically (if necessary). (If $\lambda_{1}(t)=a_{q} t q+\ldots, a_{q}>0$, then change $t$ to $s=t\left(a_{q}+a_{q+1} t+\ldots\right)^{1 / q}$.)

To sum up, we have put $L_{w}$ in the form

$$
\begin{equation*}
\lambda_{1}(t)=t q, \lambda_{i}(t)=\sum_{j \geqslant q+1} a_{i j} t^{j}, 2 \leqslant i \leqslant n . \tag{2.3}
\end{equation*}
$$

With the above preparation, we now state the main result in this step.
Proposition 1. For a non sufficient jet $w \in J r(n, 1)$ with a Łojasiewicz are $L_{w}$ of the form (2.3), there exists a realization $\varphi$ having the following properties:
(1) $\varphi=0$ and $\operatorname{grad} \varphi=0$ along the arc $L_{w}$.
(2) $\varphi=\psi_{1}+\psi_{2}$, with $\psi_{1}$ analytic and $\psi_{2}$ of the form $\psi_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=$ $=f\left(\sigma_{q}\left(x_{1}\right), x_{2}, \ldots, x_{n}\right)$, where $\sigma_{q}\left(x_{1}\right)=x_{1}\left|x_{1}\right|^{1 / q-1}, \sigma_{q}(0)=0, q \in \mathbf{N}$ and $f$ is an analytic function.
(3) $\varphi^{-1}(0)$ is semi-analytic (in a neighborhood of 0 ).
(4) For any $x_{1}>0$ ( $x_{1}$ small), the function

$$
\left(x_{2}, \ldots, x_{n}\right) \rightarrow \varphi\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

admits the point $\left(x_{2}, \ldots, x_{n}\right)=\left(\lambda_{2}\left(x_{1}^{1 / q}\right), \ldots, \lambda_{n}\left(x_{1}^{1 / q}\right)\right)$ as a non-degenerate critical point.

Proof. Consider the local $C^{1}$-coordinate transformation

$$
\left(x_{1}, x_{2}, \ldots, x_{n}\right) \rightarrow\left(x_{1}, x_{2}-\lambda_{2}\left(\sigma_{q}\left(x_{1}\right)\right), \ldots, x_{n}-\lambda_{n}\left(\sigma_{q}\left(x_{1}\right)\right)\right)=\left(y_{1}, \ldots, y_{n}\right)
$$

This transformation is $C^{1}$ since $0\left(\lambda_{i}(t)\right)>q$. The arc $L_{v v}$ is transformed into the positive $y_{1}$-axis. Let us write $w$ in the coordinate system $\left(y_{1}, \ldots, y_{n}\right)$ :

where $g, g_{j}, g_{i_{2} \ldots i_{n}}$ are analytic functions in a neighborhood of 0 in $\mathbb{R}$.
Observe that

$$
\frac{\partial w}{\partial y_{1}}\left(y_{1}, 0\right)=\frac{d\left(g \circ \sigma_{q}\right)}{d y_{1}}\left(y_{1}\right), \frac{\partial w}{\partial y_{j}}\left(y_{1}, 0\right)=g_{j} \circ \sigma_{q}\left(y_{1}\right), j=2, \ldots, n .
$$

Let $\varrho, \mu$ be the numbers such that
and

$$
|\lambda(t)| \sim t^{2}
$$

$$
|\operatorname{grad} w(\lambda(t))| \sim t^{\mu}
$$

Then by (2.1), $\mu / \varrho>r$. By (2.3), $|\lambda(t)| \sim\left|\lambda_{1}(t)\right|=t{ }^{2}$ and so $\varrho=q, t^{\mu}=\left|y_{1}\right|^{\mu / Q}$. Hence

$$
\left|\left(\frac{\partial w}{\partial y_{1}}\left(y_{1}, 0\right), \frac{\partial w}{\partial y_{2}}\left(y_{1}, 0\right), \ldots, \frac{\partial w}{\partial y_{n}}\left(y_{1}, 0\right)\right)\right| \sim\left|y_{1}\right|^{r_{1}}
$$

where $r_{1}=\mu / \varrho>r$.

Thus the order of $g$ (resp. $g f, j=2, \ldots, n$ ) is greater than or equal to $q(r+1)$ (resp. $q r$ ). This implies that

$$
P\left(x_{1}, \ldots, x_{n}\right)=g\left(\sigma_{q}\left(x_{1}\right)\right)+\sum_{j=2}^{n} g_{j}\left(\sigma_{q}\left(x_{1}\right)\right)\left(x_{j}-\lambda_{j}\left(\sigma_{q}\left(x_{1}\right)\right)\right.
$$

is a $C^{r+1}$ function, $r$-flat at 0 . Now

$$
\psi_{2}=w-P
$$

is a realization satisfying the property (1) of the Proposition.
We shall construct an analytic function $\psi_{1}$, sufficiently flat at 0 , singular along $L_{w}$, so that $\varphi=\psi_{1}+\psi_{2}$ also satisfies (4). We repeat here some arguments due to Łojasiewicz [2].

As we mentioned above, the image $\lambda([0, \eta))$ of the arc $L_{w}$ is semi-analytic. This implies that there exists a system of pseudo-polynomials of two variables $H_{i}\left(x_{1}, \xi\right), i=2, \ldots, n$, of the form

$$
H_{i}\left(x_{1}, \xi\right)=\xi^{m_{i}}+\sum_{i=0}^{m_{i}-1} a_{i j}\left(x_{1}\right) \xi^{j}
$$

where $a_{i j}$ are analytic functions, such that for each $x_{1}>0$ (sufficiently small)

$$
\begin{equation*}
H_{i}\left(x_{1}, \lambda_{i}\left(\left|x_{1}\right|^{1 / q}\right)\right)=0 \tag{2.4}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial H_{i}}{\partial \xi}\left(x_{1}, \lambda_{i}\left(\left|x_{1}\right|^{1 / q}\right)\right) \neq 0 \tag{2.5}
\end{equation*}
$$

This follows as a special case from the general theory of normal decomposition compatible with a given semi-analytic set (LoJasiewicz [6] p. 451, or [7]). (In our case, however, we can simply eliminate $t$ in (2.3) to find an $H_{i}$ satisfying (2.4). Then an $H_{i}$ satisfying (2.4) with minimal degree also satisfies (2.5).)

Put

$$
\psi_{1}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{2} x_{1}{ }^{N} \sum_{i=2}^{n}\left(H_{i}\left(x_{1}, x_{i}\right)\right)^{2} .
$$

The value of $N$ will be decided later.
By (2.4) and (2.5)

$$
\operatorname{det}\left[\frac{\partial^{2} \psi_{1}}{\partial x_{i} \partial x_{j}}\right]_{i, j \geqslant 2}=x_{1}^{(n-1) N} \prod_{i=2}^{n}\left[\left(\frac{\partial H_{i}}{\partial \xi}\right)_{\xi-x_{i}}^{2}\right]
$$

along $L_{w}$. It is different from 0 for $x_{1},>0$.
Now along $L_{w}$, we can write

$$
\operatorname{det}\left[\frac{\partial^{2}\left(\psi_{1}+\psi_{2}\right)}{\partial x_{i} \partial x_{j}}\right]_{i, j \geqslant 2}=\sum_{j=0}^{Q(n-1)} x_{1}^{j N} \Gamma_{j}(x)
$$

where

$$
\Gamma_{0}(x)=\operatorname{det}\left[\frac{\partial^{2} \psi_{1}}{\partial x_{i} \partial x_{j}}\right], \Gamma_{q(n-1)}(x)=\prod_{i}\left(\frac{\partial H_{i}}{\partial \xi}\right)^{2}
$$

(along $L_{w}$ ), and each $\Gamma_{j}$ is independent of $N$. Let $D_{N}(t)$ denote the function obtained by substituting (2.3) into $\sum x_{1}{ }^{j N} \Gamma_{j}$, then

$$
D\left(s^{2}\right)=\sum s^{2 j N} \gamma_{j}(s)
$$

where $\gamma_{j}(s)=\Gamma_{j}\left(\lambda\left(s^{2}\right)\right)$.
By the definition of $\psi_{2}, D_{N}\left(s^{2}\right)$ is an analytic function of $s$. We now show that $D_{N}\left(s^{2}\right) \neq 0$ for all large values of $N$. In fact, the set of values of $N$ for which $D_{N} \equiv 0$ consists of at most $q(n-1)$ elements. For if $D_{N} \equiv 0$ for $q(n-1)+1$ different values $N=N_{1}, \ldots, N_{q(n-1)+1}$, then since $\gamma_{q(n-1)}(s) \neq 0$ ((2.5)), we would have

$$
\left|\begin{array}{cccc}
1 & \sigma^{N_{1}} & \ldots & \sigma^{p N_{1}} \\
& \ldots & & \\
1 & \sigma^{N_{p+1}} & \ldots & \sigma^{p N_{p+1}}
\end{array}\right| \equiv 0
$$

where $\sigma-s^{2}, p=q(n-1)$. But the value of the above determinant is $(-1)^{k} \prod_{1 \leqslant i<j \leqslant p+1}\left(\sigma^{N_{i}}-\sigma^{N_{j}}\right)$ (for some $k$ ), which is not identically zero.

Now choose $N$ so that $D_{N}\left(s^{2}\right) \neq 0$, then due to analyticity, $D_{N}\left(s^{2}\right) \neq 0$ for all positive $s$ ( $s$ small). This implies condition (4), for the function $\varphi=\psi_{1}+\psi_{2}$. Moreover, if $N>r$ also, then $\varphi$ remains a realization of $w$.

It is clear that condition (3) is implied by (2). The proof of Proposition 1 is complete.

Step 3. A proof of the following lemma will be given in § 3.
Lemma 1. There exists a sequence $\left\{A_{i}\right\}_{i \in \mathrm{~N}}$ of closed subsets of $[0, \infty)$ with mutually non-homeomorphic germs at 0 . Moreover, the germ of each $A_{i}$ is not locally connected.

Notation. For a subspace $X$ of $\mathbf{R}^{n}$, let $\tilde{X}$ denote the set of all $x \in X$, such that no neighborhood of $x$ in $X$ is homeomorphic with $\mathbf{R}^{n-1}$.

The ideas in this step are best explained in the following.
Example. Let $w\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=2}^{n} \varepsilon_{i} x_{i}{ }^{2}$ in $J^{r}(n, 1), r \geqslant 3, \varepsilon_{i}^{2}=1$. Take $\varphi=w, L_{w}=$ the positive $x_{1}$-axis. Let $\beta_{i}: \mathbf{R} \rightarrow[0, \infty)$ be a $C^{\infty}$-function, flat at 0 , with $\beta_{i}-1(0)=A_{i}$. Then the realizations $f_{i}=\varphi+\beta_{i}$ give rise to mutually non-homeomorphic germs of varieties. Observe that $\widetilde{f_{i}-1(0)}$ is homeomorphic with $A_{i}$.

The general case is slightly more complicated.
In the following, $\varphi$ is the function in Proposition 1. Firstly, we shall select an open semianalytic subset $U_{w}$ of $\mathbf{R}^{n}$ containing $L_{w} \backslash\{0\}, U_{w} \subset$ $C(0, \infty) \times \mathbf{R}^{n-1}$, in which

$$
\begin{equation*}
\left|\left(\frac{\partial \varphi}{\partial x_{2}}, \ldots, \frac{\partial \varphi}{\partial x_{n}}\right)\right| \geqslant\left|x_{1}\right|^{m} \sum_{i=2}^{n}\left|x_{i}-\lambda_{i}\left(\left|x_{1}\right|^{1 / q}\right)\right|, \tag{2.6}
\end{equation*}
$$

where $m \geqslant 1$ is a constant.

In fact, $U_{w}$ will be a horn-shaped set (a so-called horn-neighborhood) of the form

$$
\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbf{R}^{n}: \sum_{i=2}^{n}\left|x_{i}-\lambda_{i}\left(\left|x_{1}\right|^{1 / q}\right)\right|^{2}<\left|x_{1}\right|^{2 m}\right\}
$$

where the value of $m$ is to be determined.
Observe that, by the conditions (2) and (4) in Proposition 1, the inequality

$$
\begin{equation*}
\sum_{i=2}^{n}\left(\frac{\partial \varphi}{\partial x_{i}}\right)^{2} \geqslant 2 \eta^{2} \sum_{i=2}^{n}\left|x_{i}-\lambda_{i}\left(\left|x_{1}\right|^{1 / q}\right)\right|^{2} \tag{2.7}
\end{equation*}
$$

defines in the $\left(x_{1}, \ldots, x_{n}, \eta\right)$-space a semi-analytic set $E$, containing the arc $\left(L_{w} \backslash\{0\}\right) \times\{0\}$ in its interior. Therefore by Lojasiewicz regular separation theorem for semi-analytic sets ([7]) (cf. [8], p. 14), there exists $m$ such that the set

$$
H_{m}=\left\{(x, \eta): \eta^{2}+\sum\left|x_{i}-\lambda_{i}\left(\left|x_{1}\right|^{1 / q}\right)\right|^{2}<2\left|x_{1}\right|^{2 m}\right\}
$$

which contains ( $\left.L_{w} \backslash\{0\}\right) \times\{0\}$, is contained in $E$.
Now for $x \in U_{w},\left(x_{1},\left|x_{1}\right|^{m}\right) \in H_{m}$ and so by (2.7), we have (2.6).
Let $\gamma\left(x_{1}, \ldots, x_{n}\right) \geqslant 0$ be a $C^{\infty}$-function, flat at $0, \gamma=0$ outside $U_{w}, \gamma>0$ on $L_{w} \backslash\{0\}$ and

$$
\left|\left(\frac{\partial \gamma}{\partial x_{2}}, \ldots, \frac{\partial \gamma}{\partial x_{n}}\right)\right| \leqslant \frac{1}{2}\left|x_{1}\right|^{m} \sum_{i=2}^{n}\left|x_{i}-\lambda_{i}\left(\left|x_{1}\right|^{1 / q}\right)\right| .
$$

(The construction of such a $\gamma$ is easy).
By (2.6)

$$
\begin{equation*}
\operatorname{grad}(\varphi+\gamma)(x) \neq 0 \tag{2.8}
\end{equation*}
$$

in $U_{w}$, except possibly along $L_{w}$. But $\gamma>0$ along $L_{w} \backslash\{0\}$, the variety $(\varphi+\gamma)^{-1}(0)$ is disjoint from $L_{w} \backslash\{0\}$. Hence $(p+\gamma)^{-1}(0)$ is a manifold of codimension 1 in $U_{w}$.

Now let $\beta_{i}: \mathbb{R} \rightarrow[0,1]$ be $C^{\infty}$-function, flat at $0 \in \mathbb{R}$, and $\beta_{i}-1(0)=A_{i}$, where $A_{i}$ are the sets in Lemma 1. We also assume $\left|d \beta / d x_{1}\right| \leqslant 1$. We claim that

$$
f_{i}(x)=\varphi(x)+\beta_{i}\left(x_{1}\right) \gamma(x)
$$

are the desired realizations.
Consider $V_{i}=f_{i}^{-1}(0)$. We shall now show that for $i \neq j$ the germs of $V_{i}$ and $V_{j}$ are non-homeomorphic. Clearly it is sufficient to prove that $\tilde{V}_{i}$ and $\tilde{V}_{j}$ are non-homeomorphic. Suppose that a homeomorphism $h$ exists between these two, we shall then derive a contradiction.

By (2.8) and by the choice of $\beta_{i}$,

$$
L_{w}{ }^{(i)}=\overline{\boldsymbol{V}}_{i} \cap \bar{U}_{w}=\left\{x \in \mathbf{R}^{n}: x \in L_{w}, x_{1} \in A_{i}\right\} .
$$

So by our construction, we have homeomorphisms

$$
\tilde{V}_{i} \cap \widetilde{U}_{w} \approx A_{i}, \text { for every } i \in \mathbf{N}
$$

The germ of the image $h\left(L_{w}{ }^{(i)}\right)$ intersects $\bar{U}_{w}$ only at 0 , since otherwise we would have $A_{i} \approx A_{j}$. Hence

$$
h\left(L_{w}{ }^{(i)} \backslash\{0\}\right) \subset \tilde{V}_{f} \backslash \bar{U}_{w} .
$$

Clearly $\tilde{V} \backslash \bar{U}_{w}=\tilde{V}_{i} \backslash \bar{U}_{w}$, where $V=\varphi^{-1}(0)$, for any $i \in \mathbf{N}$. The set $\tilde{V}$ is semi-analytic (see Lemma 2 below), hence so is $\tilde{V}_{i} \backslash \bar{U}_{w}$ and hence both are locally connected ([7], Prop. 3, p. 76). But $h\left(L_{\left.w^{(i)} \backslash\{0\}\right) ~ i s ~ o p e n ~ i n ~}^{\text {( }}\right.$ $\tilde{V}_{j} \backslash \bar{U}_{w}$ (since $L_{w}{ }^{(i)} \backslash\{0\}$ is open in $\tilde{V}_{i}$ ) and is not locally connected (Lemma 1); this gives rise to another contradiction. Therefore $h$ does not exist.

Lemma 2. If $X$ is a semi-analytio set, then so is $\tilde{X}$.
A proof is given in the next section.

## § 3. Proofs of Lemmas 1 and 2

Proof of Lemma 1. Let $F \subset \mathbb{R}$ be given. We define by recurrence the derived sets $F(1)=\left\{x \in F:\left\{\left\{_{n} x_{i \in \mathbb{N}}, x_{n} \in F, x_{n} \neq x, x_{n} \rightarrow x\right\}\right.\right.$ and $F(n)=$ $=F(n-1)(1)$. It is clear that for compact subsets $E, F \subset \mathbb{R}$, if for some $k$, $E(k)=\emptyset$ and $F(k) \neq \emptyset$, then there does not exist a continuous injection $F \rightarrow E$.

Now let $A_{n}=\left\{\sum_{j=1}^{n} a_{j}: a_{j} \in A\right\}$ where $A=\left\{0,1, \frac{1}{2}, \frac{1}{3}, \ldots\right\}$.
Since

$$
\lim _{k \rightarrow \infty}\left(\sum_{j=1}^{i-1} a_{j}+\frac{1}{k}\right)=\sum_{j=1}^{i-1} a_{j}, \text { we have } A_{i}(1) \supset A_{i-1}
$$

We now show that $A_{i}(1)=A_{i-1}$. For a given $y \in A_{i}(1)$, choose a sequence $x_{n} \in A_{i}, x_{n} \neq y, x_{n} \rightarrow y$, and write

$$
x_{n}=a_{1, n}+\ldots+a_{i, n}
$$

where each $a_{k, n}$ is of the form $1 / m$. Then $\lim _{n \rightarrow \infty} a_{k, n}=0$ for at least one $k(1 \leqslant k \leqslant i)$, since otherwise each $a_{j, n}$ could take only a finite set of different values, $x_{n}$ can not tend to $y$. Now, by replacing $x_{n}$ by a suitable subsequence, if necessary, we can assume that $\lim _{n \rightarrow \infty} a_{j, n}$ exists for each $j$. Hence $\lim x_{n}=\sum_{j \neq k} \lim a_{j, n} \in A_{i-1}$.

Now take $A_{0}=\{0\}, A_{-1}=\emptyset$, then $A_{n}(m)=A_{n-m}\left\{\begin{array}{ll}=\emptyset \text { if } n<m \\ \neq \emptyset \text { if } n>m\end{array}\right.$.
Hence if $p<n$, there does not exist a continuous injection $A_{n} \rightarrow A_{p}$. In particular, $A_{n}$ is not homeomorphic to $A_{p}$ if $n \neq p$.

Proof of Lemma 2. Since $X$ is semi-analytic, $X$ admits a regular stratification $X=\cup M_{i}$ in the sense of Whitney [7], where each stratum $M_{i}$ is a connected semi-analytic manifold. By Corollary (10.2) in [9], any two points of a same stratum have homeomorphic neighborhoods in $X$. Hence for each $i$, either $M_{i} \subset \tilde{X}$ or $M_{i} \cap \tilde{X}=\emptyset$. That is, $\tilde{X}$ is a (locallyfinite) union of semi-analytic strata, hence is semi-analytic.
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