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#### Abstract

This paper is concerned with single server queueing systems with renewal service process and Poisson arrivals modulated by a finite-state Markov chain. Exponential martingales are associated with a chain embedded at service completion epochs in the stochastic process describing the joint evolution of the number of customers in the queue and the state of the environment. The analysis of these martingales leads to a new and unified treatment of various known results concerning the stability condition and the steady state statistics, as well as to several new properties. Noteworthy among them are a conservation law that relates the duration of the busy period to the state of the environment at the end of the busy period, and some absolute continuity properties with respect to other queues of the same type.


## 1. Introduction

The queues in random environment which have been considered in the literature have fallen into two basic catcgorics, depending on whether the environment modulates the input stream or the server's speed. The present paper focuses on single server queueing systems where successive services are i.i.d. and independent of the arrivals which occur according to a Poisson process modulated by a finite-state Markov chain. Systems with Markov modulated input processes have been analyzed under various assumptions with a wide range of mathematical methods, e.g., [6, 9, $10,12]$. The aim of the present paper is to show that, as was the case for the M/GI/1 queue treated by the authors in [1,2], martingales again provide a unified tool for analyzing the dynamic, transient and stationary behaviors of these systems.

This is done by introducing several exponential martingales which are associated with a chain embedded at service completion epochs in the stochastic process

[^0]describing the joint evolution of the number of customers in the queue and the state of the environment. The analysis of these martingales leads to a direct derivation of the stability condition for this class of $\mathrm{M} / \mathrm{GI} / 1$ queues in random environment, and to various new conservation laws that relate the duration of the busy period to the state of the environment at the end of the busy period. These relations take the form of a system of linear relations satisfied by the joint distributions of these random variables, and can be combined with results from the theory of Markovrenewal processes in order to obtain the transient and stationary distributions.

The question of widening the range of validity of some of the conservation laws mentioned earlier, is investigated. To do so, it is necessary to consider the absolute continuity properties of certain queues in random environment with respect to others. This arises naturally in the context of these martingale arguments, once it is recalled that a positive martingale can always be interpreted as a sequence of Radon-Nykodym derivatives (with respect to an underlying filtration).

As is well known, the computation of the distributions encountered in such $\mathrm{M} / \mathrm{GI} / 1$ queues in random environment leads unavoidably to complex analytical or algebraic manipulations. These questions are here approached within the martingale framework developed carlicr. The discussion is only outlined, as the aim of the paper is more to establish a computational framework than to compute the distributions explicitly. This again illustrates the usefulness of martingale methods.

The paper is organized as follows: The model is described in detail in Section 2, together with the notation and assumptions used throughout the paper. A first set of martingales of interest is introduced in Section 3 and their use for studying system stability is demonstrated in Section 4, where results on the first passage time to the empty state and the conservation laws mentioned above are derived by direct probabilistic arguments. Section 5 is devoted to several analytical characterizations and to some computational issues. Several extensions of these results are then considered. The absolute continuity properties are treated in Section 6. More elaborate martingales are introduced in Section 7. Further conservation laws are derived yielding a new and unified approach for computing the stationary and transient statistics of the system.

## 2. The model - notation and assumptions

The collection of all integers (resp. non-negative integers) is denoted by $\mathbb{Z}$ (resp. $\mathbb{N}$ ), and let $\mathbb{R}$ (resp. $\mathbb{R}_{+}$) denote the set of all real (resp. non-negative real) numbers. The set of all complex numbers is denoted by $\mathbb{C}$. For any positive integer $L$, let $\mathbb{R}^{1 \times L}$ (resp. $\mathbb{R}^{L \times 1}$ ) denote the space of $L$-dimensional row (resp. column) vectors with real entries, with a similar interpretation for the notation $\mathbb{Q}_{+}^{1 \times L}$ and $\mathbb{R}_{+}^{L \times 1}$. The $L \times L$ identity matrix is denoted by $I_{L}$.

The random variables (r.v.'s) and stochastic elements considered in this paper are all defined on some fixed underlying probability triple ( $\Omega, \mathscr{F}, P$ ). Throughout,
the characteristic function of any event $A$ in $\mathscr{F}$ is denoted by $I[A]$. All continuoustime processes have $\mathbb{R}_{+}$as time parameter set, and are assumed right-continuous with left limits.

### 2.1. The basic processes

The environment process is modeled as an irreducible Markov process $\{Y(t), t \geqslant 0\}$ taking values in a finite state space $\mathscr{L}$. which is represented for convenience by $\{1, \ldots, L\}$ for some positive integer $L$. This process is characterized by the $L \times L$ stochastic matrix $P:=(\boldsymbol{P}(i, j), 1 \leqslant i, j \leqslant L)$ of one-step transition probabilities for the embedded chain and by the row vector $\mu=(\mu(i), 1 \leqslant i \leqslant L)$ of rates out of the states $\{1, \ldots, L\}$.

The arrival pattern is Poissonian with intensity modulated by the environment in that $\lambda(i)$ is the intensity of arrivals when the environment is in state $i, 1 \leqslant i \leqslant L$. Formally [4], the arrival process $\{A(t), t \geqslant 0\}$ is a counting process with $A(0)=0$ such that the process $\{\alpha(t), t \geqslant 0\}$ defined by

$$
\begin{equation*}
\alpha(t)=A(t)-\int_{0}^{t} \lambda(Y(s-)) \mathrm{d} s, \quad t \geqslant 0 \tag{2.1}
\end{equation*}
$$

is an $\mathscr{F}_{t}$-martingale where $\mathscr{F}_{t}=\sigma\{Y(s), A(s), 0 \leqslant s \leqslant t\}$.
The consecutive service times form a sequence of i.i.d. $\mathbb{R}_{+}$-valued r.v.'s $\left\{S_{n}, n=\right.$ $1,2, \ldots\}$ which is assumed independent of the environment process $\{Y(t), t \geqslant 0\}$ and of the arrival process $\{A(t), t \geqslant 0\}$. Throughout, the common probability distribution of the service times and its Laplace-Stieltjes transform are denoted by $S$ and by $S^{*}$, respectively.

Finally, the initial queue size is modeled as an $\mathbb{N}$-valued r.v. $\Xi$ which is independent of all other basic processes previously introduced.

### 2.2. The embedded queueing process

At time $t=0$, a dummy customer is assumed to complete service and by leaving the system, it generates the 0 th departure. For $n=0,1, \ldots$, let $X_{n}^{\circ}$ and $Y_{n}^{\circ}$ respectively denote the number of customers in the system and the state of the environment as seen by the $n$th departing customer. For $n=1,2, \ldots$, let $\bar{Y}_{n}^{\circ}$ represent the state of the environment at the beginning of the $n$th service period, while $A_{n}^{\circ}$ denotes the number of arrivals during the $n$th service period. With these definitions, the queue size sequence $\left\{X_{n}^{\circ}, n=0,1, \ldots\right\}$ satisfies the recursion

$$
\begin{align*}
& X_{n+1}^{\circ}=X_{n}^{\circ}+A_{n+1}^{\circ}-I\left[X_{n}^{\circ} \neq 0\right], \quad n=0,1, \ldots \\
& X_{0}^{\circ}=\Xi \tag{2.2}
\end{align*}
$$

and the relations

$$
\begin{equation*}
\bar{Y}_{n+1}^{\circ}=Y_{n}^{\circ} \quad \text { if } \quad X_{n}^{\circ} \neq 0, \quad n=0,1, \ldots, \tag{2.3}
\end{equation*}
$$

hold true. Under the enforced assumptions, the $\mathbb{N} \times \mathscr{L}$-valued process $\left\{\left(X_{n}^{\circ}, Y_{n}^{\circ}\right)\right.$, $n=0,1, \ldots\}$ is an irreducible Markov chain with a countable state space.

### 2.3. The free process

The process $\left\{X_{n}^{\circ}, n=0,1, \ldots\right\}$ describes the actual evolution of the number of customers in the queue just after departure epochs, and can be viewed as the reflected version of a free 'random walk' on $\mathbb{Z}$ with semi-Markov increments.

In order to define this free process, introduce the r.v.'s $\left\{T_{n}, n=0,1, \ldots\right\}$ naturally associated with $\left\{S_{n}, n=1,2, \ldots\right\}$ by setting $T_{0}=0$ and

$$
\begin{equation*}
T_{n+1}=T_{n}+S_{n+1}, \quad n=0,1, \ldots, \tag{2.4}
\end{equation*}
$$

and define

$$
\begin{equation*}
A_{n+1}=A\left(T_{n+1}\right)-A\left(T_{n}\right), \quad n=0,1, \ldots, \tag{2.5}
\end{equation*}
$$

so that $A_{n+1}$ represents the number of arrivals in the interval ( $T_{n}, T_{n+1}$ ].
The free process is described through the sequence of $\mathbb{Z} \times \mathscr{L}$-valued r.v.'s $\left\{\left(X_{n}, Y_{n}\right)\right.$, $n=0,1, \ldots\}$, where

$$
\begin{equation*}
Y_{n}=Y\left(T_{n}\right), \quad n=0,1, \ldots, \tag{2.6}
\end{equation*}
$$

and the $\mathbb{Z}$-valued sequence $\left\{X_{n}, n=0,1, \ldots\right\}$ satisfies the recursion

$$
\begin{align*}
& X_{n+1}=X_{n}+A_{n+1}-1, \quad n=0,1, \ldots,  \tag{2.7}\\
& X_{0}=\Xi \geqslant 0 .
\end{align*}
$$

Under the enforced assumptions, the $\mathbb{Z} \times \mathscr{L}$-valued process $\left\{\left(X_{n}, Y_{n}\right), n=0,1, \ldots\right\}$ is an irreducible Markov chain with a countable state space.

The reflected and free processes are related to each other in the following sense: Let $\tau^{\circ}$ denote the first passage time to the empty state for the queue size sequence $\left\{X_{n}^{\circ}, n=0,1, \ldots\right\}$ embedded at service completion epochs, i.e.,

$$
\begin{equation*}
\tau^{\circ}:=\inf \left\{n \geqslant 0: X_{n}^{\circ}=0\right\} \tag{2.8}
\end{equation*}
$$

with the usual convention $\tau^{\circ}=\infty$ if the defining set in (2.8) is empty. Note that $\tau^{\circ}=0$ if and only if $\Xi=0$.

The r.v.'s $\left\{A_{n+1}^{\circ}, n=0,1, \ldots\right\}$ and $\left\{A_{n+1}, n=0,1, \ldots\right\}$ are not equal in general. Indeed, if the queueing system becomes empty for the first time as a result of the $n$th service completion, i.e., $\tau^{\circ}=n$, then for all $k=1,2, \ldots$, the interval ( $T_{n+k-1}, T_{n+k}$ ] does not coincide anymore with the $(n+k)$ th service period, and therefore $A_{n+k} \neq A_{n+k}^{\circ}$. On the other hand, it is plain from the definitions given above that

$$
\begin{equation*}
X_{n}=X_{n}^{\circ}, \quad Y_{n}=Y_{n}^{\circ} \text { and } A_{n}=A_{n}^{\circ} \quad \text { on } \quad\left[\Xi \neq 0, n \leqslant \tau^{\circ}\right], \quad n=0,1, \ldots \tag{2.9}
\end{equation*}
$$

In short, the processes $\left\{\left(X_{n}^{\circ}, Y_{n}^{\circ}\right), n=0,1, \ldots\right\}$ and $\left\{\left(X_{n}, Y_{n}\right), n=0,1, \ldots\right\}$ coincide up to time $\tau^{\circ}$.

### 2.4. The probabilistic building blocks

To fully characterize the probabilistic properties of the M/GI/1 queue in a random environment, it is convenient to introduce several additional quantities: The $L \times L$ substochastic matrices $T^{z}, 0 \leqslant z \leqslant 1$, have entries given by

$$
\begin{equation*}
T^{z}(i, j):=E\left[I\left[Y_{1}=j\right] z^{A_{1}} \mid Y_{0}=i\right]=\sum_{k=0}^{\infty} T_{k}(i, j) z^{k}, \quad 1 \leqslant i, j \leqslant L \tag{2.10}
\end{equation*}
$$

where for all $k$ in $\mathbb{N}$, the coefficient $T_{k}(i, j)$ of $z^{k}$ in (2.10) has the interpretation

$$
\begin{equation*}
T_{k}(i, j):=P\left[Y_{1}=j, A_{1}=k \mid Y_{0}=i\right], \quad 1 \leqslant i, j \leqslant L . \tag{2.11}
\end{equation*}
$$

The radius of convergence of the matrix-valued mapping $z \rightarrow T^{z}$ is the scalar $z^{*}$ defined by

$$
\begin{equation*}
z^{*}:=\max _{1 \leqslant i, j \leqslant L} \sup \left\{z \geqslant 0: E\left[I\left[Y_{1}=j\right] z^{A_{i}} \mid Y_{0}=i\right]<\infty\right\} \tag{2.12}
\end{equation*}
$$

The relation $1 \leqslant z^{*}$ is obvious. It follows from classical results on power series that the matrix-valued mapping $z \rightarrow T^{z}$ can be continued to complex values of the argument $z$ provided $|z|<z^{*}$.

Let $\nu$ denote the first arrival time (or jump time) of the modulated Poisson process $\{A(t), t \geqslant 0\}$ after time $t=0$, and let $Q$ be the $L \times L$ stochastic matrix with entries given by

$$
\begin{equation*}
Q(i, j):=P[Y(\nu)=j \mid Y(0)-i], \quad 1 \leqslant i, j \leqslant L . \tag{2.11}
\end{equation*}
$$

The next proposition summarizes the statistical properties of the sequences $\left\{\left(A_{n+1}, Y_{n}\right), n=0,1, \ldots\right\}$ and $\left\{\left(A_{n+1}^{\circ}, Y_{n}^{\circ}\right), n=0,1, \ldots\right\}$. For all $n=0,1, \ldots$, let $\mathscr{F}_{n}$ and $\mathscr{F}_{n}^{\circ}$ denote the $\sigma$-fields of events generated by the r.v.'s $\left\{\Xi, Y_{0},\left(A_{k}, Y_{k}\right)\right.$, $1 \leqslant k \leqslant n\}$ and $\left\{\Xi, Y_{0},\left(A_{k}^{\circ}, Y_{k}^{\circ}\right), 1 \leqslant k \leqslant n\right\}$, respectively. It is plain that the r.v.'s $\left\{X_{k}, k=0,1, \ldots, n\right\}\left(\right.$ resp. $\left\{X_{k}^{\circ}, k=0,1, \ldots, n\right\}$ ) are all $\mathscr{F}_{n}$ (resp. $\mathscr{F}_{n}^{\circ}$ )-measurable.

Proposition 2.1. Under the foregoing assumptions, the relations

$$
\begin{equation*}
P\left[A_{n+1}=k, Y_{n+1}=j \mid \mathscr{F}_{n}\right]=T_{k}\left(Y_{n}, j\right), \quad n=0,1, \ldots, \tag{2.13}
\end{equation*}
$$

and

$$
\begin{align*}
P & {\left[A_{n+1}^{\circ}=k, Y_{n+1}^{\circ}=j \mid \mathscr{F}_{n}^{\circ}\right] } \\
& =I\left[X_{n}^{\circ} \neq 0\right] T_{k}\left(Y_{n}^{\circ}, j\right)+I\left[X_{n}^{\circ}=0\right] \sum_{l=1}^{L} Q\left(Y_{n}^{\circ}, l\right) T_{k}(l, j), \quad n=0,1, \ldots, \tag{2.14}
\end{align*}
$$

hold true for all $(k, j)$ in $\mathbb{N} \times \mathscr{L}$.

Proof. The relation (2.13) is immediate in view of the enforced assumptions. To prove (2.14), recall (2.3) and observe that simple calculations and the strong Markov
property readily show that for all $(k, j)$ in $\mathbb{N} \times \mathscr{L}$,

$$
\begin{align*}
P[ & \left.A_{n+1}^{\circ}=k, Y_{n+1}^{\circ}=j \mid \mathscr{F}_{n}^{\circ}\right] \\
= & P\left[A_{n+1}^{\circ}=k, Y_{n+1}^{\circ}=j \mid \mathscr{F}_{n}^{\circ}\right] I\left[X_{n}^{\circ} \neq 0\right] \\
& +P\left[A_{n+1}^{\circ}=k, Y_{n+1}^{\circ}=j \mid \mathscr{F}_{n}^{\circ}\right] I\left[X_{n}^{\circ}=0\right] \\
= & I\left[X_{n}^{\circ} \neq 0\right] T_{k}\left(Y_{n}^{\circ}, j\right) \\
& +I\left[X_{n}^{\circ}=0\right] E\left[P\left[A_{n+1}^{\circ}=k, Y_{n+1}^{\circ}=j \mid \sigma\left\{\bar{Y}_{n+1}^{\circ}\right\} \vee \mathscr{F}_{n}^{\circ}\right] \mid \mathscr{F}_{n}^{\circ}\right] \\
= & I\left[X_{n}^{\circ} \neq 0\right] T_{k}\left(Y_{n}^{\circ}, j\right)+I\left[X_{n}^{\circ}=0\right] E\left[P\left[A_{n+1}^{\circ}=k, Y_{n+1}^{\circ}=j \mid \bar{Y}_{n+1}^{\circ}\right] \mid Y_{n}^{\circ}\right] \\
= & I\left[X_{n}^{\circ} \neq 0\right] T_{k}\left(Y_{n}^{\circ}, j\right)+I\left[X_{n}^{\circ}=0\right] E\left[T_{k}\left(\bar{Y}_{n+1}^{\circ}, j\right) \mid Y_{n}^{\circ}\right], \quad n=0,1, \ldots, \tag{2.15}
\end{align*}
$$

The result (2.14) now follows from (2.15) by making use of (2.11) together with the strong Markov property.

Let $z$ be a complex number such that $0<|z|<z^{*}$. Upon multiplying both sides of (2.14) by $z^{k}$ and summing up the resulting equations over $k$ in $\mathbb{N}$, it readily follows that

$$
\begin{align*}
E & {\left[I\left[Y_{n+1}^{\circ}=j\right] z^{A_{n+1}^{\circ}} \mid \mathscr{F}_{n}^{\circ}\right] } \\
& =I\left[X_{n}^{\circ} \neq 0\right] T^{z}\left(Y_{n}^{\circ}, j\right)+I\left[X_{n}^{\circ}=0\right] \sum_{l=1}^{L} Q\left(Y_{n}^{\circ}, l\right) T^{z}(l, j) \\
& -I\left[X_{n}^{\circ} \neq 0\right] T^{z}\left(Y_{n}^{\circ}, j\right)+I\left[X_{n}^{\circ}-0\right]\left(Q T^{z}\right)\left(Y_{n}^{\circ}, j\right), \quad n=0,1, \ldots, \tag{2.16}
\end{align*}
$$

for all $1 \leqslant j \leqslant L$. The integrability of the r.v. $I\left[Y_{n+1}^{\circ}=j\right] z^{A_{n+1}^{\circ}}$ follows from the definition of $z^{*}$, and implies the convergence of the sums $\sum_{k} T_{k}\left(Y_{n}^{\circ}, j\right) z^{k}$ and $\sum_{k} T_{k}(l, j) z^{k}$.

The form of the matrices $T^{z}, 0<|z|<z^{*}$, and $Q$ is only needed at the end of the paper. Analytical expressions for these matrices are derived in Section 5 for later use. In due course, it will be established that $Q$ is always invertible whereas $T^{z}$ is 'almost always' invertible, the necessary and sufficient condition for invertibility being given in Lemma 5.1 of Section 5.

## 3. The martingales associated with the free process

In this section, several sequences are shown to be $\mathscr{F}_{n}$-martingales; their usefulness is illustrated in the remainder of the paper.

For $0<z<z^{*}$, the $\mathbb{R}^{1 \times L}$-valued r.v.'s $\left\{B_{n}^{z}, n=0,1, \ldots\right\}$ are defined componentwise by

$$
\begin{equation*}
B_{n}^{z}(i):=I\left\lceil Y_{n}=i\right\rceil z^{X_{n}}, \quad 1 \leqslant i \leqslant L, n=0,1, \ldots, \tag{3.1}
\end{equation*}
$$

The r.v. $B_{n}^{z}$ is $\mathscr{F}_{n}$-measurable.
The basic result of this section is now presented in the next proposition.

Proposition 3.1. Fix $z$ in $\mathbb{C}$ with $0<|z|<z^{*}$. Under the foregoing assumptions, if the r.v. $z^{\Xi}$ is integrable, then the r.v.'s $\left\{B_{n}^{2}, n=0,1, \ldots\right\}$ are all integrable and satisfy the relation

$$
\begin{equation*}
E\left[B_{n+1}^{z} \mid \mathscr{F}_{n}\right]=\frac{1}{z} B_{n}^{z} T^{z}, \quad n=0,1, \ldots \tag{3.2}
\end{equation*}
$$

Proof. The integrability property is established by induction on $n$. It clearly holds for $n=0$ by assumption. Assume it holds for some $n \geqslant 0$ and fix $1 \leqslant j \leqslant L$. It follows from the dynamics (2.2) and the definition (3.1) that

$$
\begin{align*}
E\left[\left|B_{n+1}^{z}(j)\right|\right] & =E\left[I\left[Y_{n+1}=j\right]|z|^{X_{n}+A_{n+1}^{-1}}\right] \\
& =|z|^{-1} \sum_{i=1}^{L} E\left[I\left[Y_{n}=i\right] I\left[Y_{n+1}=j\right]|z|^{X_{n}+A_{n+1}}\right] \\
& =|z|^{-1} \sum_{i=1}^{L} E\left[B_{n}^{|z|}(i) E\left[I\left[Y_{n+1}=j\right]|z|^{A_{n+1}} \mid \mathscr{F}_{n}\right]\right]  \tag{3.3}\\
& =|z|^{-1} \sum_{i=1}^{L} E\left[B_{n}^{|z|}(i)\right] T^{|z|}(i, j) . \tag{3.4}
\end{align*}
$$

The passage to (3.3) is validated by the fact that the r.v.'s $\mathrm{X}_{\mathrm{n}}$ and $Y_{n}$ are both $\mathscr{F}_{n}$-measurable, and (3.4) follows from (2.13). By the induction hypothesis, since $\left|B_{n}^{z}\right|=B_{n}^{|>|}$, it is now plain from (3.4) that the r.v. $B_{n+1}^{z}(j)$ is integrable, and this completes the induction step.

The arguments leading to (3.4) also show that

$$
\begin{align*}
E\left[B_{n+1}^{z}(j) \mid \mathscr{F}_{n}\right] & =E\left[I\left[Y_{n+1}=j\right] z^{X_{n}+A_{n+1}-1} \mid \mathscr{F}_{n}\right] \\
& =z^{X_{n}-1} E\left[I\left[Y_{n+1}=j\right] z^{A_{n+1}} \mid \mathscr{F}_{n}\right] \\
& =z^{X_{n}-\mathbf{i}} T^{2}\left(Y_{n}, j\right), \quad n=0,1, \ldots, \tag{3.5}
\end{align*}
$$

and the conclusion (3.2) is now immediate.

### 3.1. The invertible case

The search for an exponential martingale is first carried out under the simplifying assumption that the matrix $T^{z}$ is invertible for all $z$ in $\mathbb{C}, 0<|z|<z^{*}$. In this case, let the $\mathscr{F}_{n}$-adapted sequence of $L \times L$ matrices $\left\{\Pi_{n}^{z}, n=0,1, \ldots\right\}$ be defined by the relation

$$
\begin{equation*}
\Pi_{n}^{z}:=z^{n}\left(T^{2}\right)^{-n}, \quad n=0,1, \ldots \tag{3.6}
\end{equation*}
$$

The next proposition identifies the martingale structure of a first sequence of r.v.'s in very much the same way as in the standard M/GI/1 situation treated by the authors in [1].

Theorem 3.2. Fix $z$ in $\mathbb{C}$ with $0<|z|<z^{*}$ and assume the r.v. $z^{\Xi}$ to be integrable. If $T^{z}$ is invertible, then the $\mathbb{R}^{1 \times L}$-valued r.v.'s $\left\{\tilde{M}_{n}^{z}, n=0,1, \ldots\right\}$ given by

$$
\begin{equation*}
\tilde{M}_{n}^{z}:=B_{n}^{z} \Pi_{n}^{z}, \quad n=0,1, \ldots, \tag{3.7}
\end{equation*}
$$

form an integrable $\mathscr{F}_{n}$-martingale sequence.

Proof. The integrability property follows immediately from the integrability of the r.v.'s $\left\{B_{n}^{z}, n=0,1, \ldots\right\}$ established in Proposition 3.1.

Since $\Pi_{n+1}^{z}=z\left(T^{z}\right)^{-1} \Pi_{n}^{z}$, relation (3.2) of Proposition 3.1 readily implies that

$$
\begin{align*}
E\left[\tilde{M}_{n+1}^{z} \mid \mathscr{F}_{n}\right] & =E\left[B_{n+1}^{z} \mid \mathscr{F}_{n}\right] \Pi_{n+1}^{z} \\
& =\frac{1}{z} B_{n}^{z} T^{z} \Pi_{n+1}^{z}=\tilde{M}_{n}^{z}, \quad n=0,1, \ldots \tag{3.8}
\end{align*}
$$

The results obtained so far are not satisfactory on at least two accounts. Indeed, the definition (3.6)-(3.7) depends in an essential way on the invertibility assumption made on the matrix $T^{z}$, and this very fact precludes the use of the martingale (3.7) for handling the general case. Moreover, as far as stability properties are concerned, the M/GI/1 queue in random environment is expected to behave as a onedimensional system. It thus seems awkward, even when the matrix $T^{z}$ is invertible, that the stability behaviour should be studied through a higher-dimensional object. These remarks suggest that additional efforts be made to define a one-dimensional martingale under no assumption on the matrix $T^{z}$, that is structurally rich enough to provide information on system stability.

### 3.2. The general case

The invertibility assumption on the matrix $T^{z}$ is now dropped. For every $0<z<z^{*}$, the matrix $T^{z}$ has positive coefficients and by virtue of the Perron-Frobenius Theorem [8], its eigenvalue of maximal norm - denoted by $\lambda^{z}$ — is real and strictly positive. The corresponding left and right eigenvectors are the elements $\psi^{2}$ and $\phi^{2}$ in $\mathbb{R}^{1 \times L}$ and $\mathbb{R}^{L \times 1}$, respectively, which satisfy the equations

$$
\begin{equation*}
\psi^{z} T^{z}=\lambda^{z} \psi^{z} \quad \text { and } \quad T^{z} \phi^{z}=\lambda^{z} \phi^{z} \tag{3.9}
\end{equation*}
$$

The components of the eigenvectors $\psi^{z}$ and $\phi^{z}$ are all strictly positive. There is no loss of generality in assuming these vectors to be normalized in the sense that

$$
\begin{equation*}
\sum_{i=1}^{L} \phi^{z}(i)=1 \quad \text { and } \quad \sum_{i=1}^{L} \psi^{z}(i)=1 \tag{3.10}
\end{equation*}
$$

A careful examination of (3.2) suggests a natural way to define a one-dimensional martingale in the general case. Postmultiplication of (3.2) by the column vector $\phi^{z}$
and use of the eigenvector property (3.9) lead to the conclusion that

$$
\begin{align*}
E\left[B_{n+1}^{z} \phi^{z} \mid \mathscr{F}_{n}\right] & =\frac{1}{z} B_{n}^{z} T^{z} \phi^{z} \\
& =\frac{\lambda^{z}}{z} B_{n}^{z} \phi^{z}=\frac{\lambda^{z}}{z} z^{X_{n}} \phi^{z}\left(Y_{n}\right), \quad n=0,1, \ldots . \tag{3.11}
\end{align*}
$$

On the other hand, it is plain that

$$
\begin{equation*}
B_{n+1}^{z} \phi^{z}=z^{X_{n+1}} \phi^{z}\left(Y_{n+1}\right), \quad n=0,1, \ldots, \tag{3.12}
\end{equation*}
$$

and (3.11) can be rewritten as

$$
\begin{equation*}
E\left[z^{X_{n+1}} \phi^{z}\left(Y_{n+1}\right) \mid \mathscr{F}_{n}\right]=\frac{\lambda^{z}}{z} z^{X_{n}} \phi^{z}\left(Y_{n}\right), \quad n=0,1, \ldots \tag{3.13}
\end{equation*}
$$

This last relation suggests introducing the $\mathscr{F}_{n}$-adapted $\mathbb{R}$-valued r.v.'s $\left\{M_{n}^{z}, n=\right.$ $0,1, \ldots\}$ given by

$$
\begin{equation*}
M_{n}^{z}=z^{X_{n}} \phi^{z}\left(Y_{n}\right)\left[z / \lambda^{z}\right]^{n}, \quad n=1,2, \ldots, \tag{3.14}
\end{equation*}
$$

with

$$
\begin{equation*}
M_{0}^{2}=z^{X_{0}} \phi^{2}\left(Y_{0}\right) \tag{3.15}
\end{equation*}
$$

That the r.v.'s $\left\{M_{n}^{z}, n=0,1, \ldots\right\}$ are well defined is an easy consequence of the strict positivity properties of the eigenvalue $\lambda^{z}$ stated earlier.

The next result parallels Theorem 3.2.
Theorem 3.3. Fix $z$ in $\mathbb{R}$ with $0<z<z^{*}$. If the r.v. $z^{\Xi}$ is integrable, then the $\mathbb{R}$-valued r.v.'s $\left\{M_{n}^{2}, n=0,1, \ldots\right\}$ form a positive integrable $\mathscr{F}_{n}$-martingale.

Proof. Equations (3.13) and (3.14) give

$$
\begin{align*}
E\left[M_{n+1}^{z} \mid \mathscr{F}_{n}\right] & =E\left[\phi^{z}\left(Y_{n+1}\right) z^{X_{n+1}} \mid \mathscr{F}_{n}\right][z / \lambda]^{n+1} \\
& =\phi_{z}\left(Y_{n}\right) z^{x_{n}}[z / \lambda]^{n} \\
& =M_{n}^{z}, \quad n=0,1, \ldots, \tag{3.16}
\end{align*}
$$

and the martingale property is thus established.
This construction can be extended to complex values of the parameter $z$ satisfying the constraint $0<|z|<z^{*}$ and to all eigenpairs of the matrix $T^{z}$ with a nonzero eigenvalue. Indeed, for $1 \leqslant i \leqslant L$ and $0<|z|<z^{*}$. With $\lambda_{i}^{z} \neq 0$, let $\lambda_{i}^{z}, \phi_{i}^{z}$ and $\psi_{i}^{z}$ respectively denote the $i$ th eigenvalue, right and left eigenvectors of $T^{z}$. With $\lambda_{i}^{z} \neq 0$, define the $\mathscr{F}_{n}$-adapted complex-valued r.v.'s $\left\{M_{n}^{i, z}, n=0,1, \ldots\right\}$ by the relations

$$
\begin{equation*}
M_{n}^{i, z}=z^{X_{n}} \phi_{i}^{z}\left(Y_{n}\right)\left[z / \lambda_{i}^{z}\right]^{n}, \quad n=1,2, \ldots, \tag{3.17}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{M}_{0}^{i, z}=z^{X_{0}} \phi_{i}^{z}\left(Y_{0}\right) \tag{3.18}
\end{equation*}
$$

The next result is an immediate extension of Theorem 3.3, and is established by the same arguments which are omitted for the sake of brevity.

Theorem 3.4. Fiz $z$ in $\mathbb{C}$ with $0<|z|<z^{*}$ and $\lambda_{i}^{z} \neq 0$ for $1 \leqslant i \leqslant L$. If the r.v. $z^{\Xi}$ is integrable, then the $\mathbb{C}$-valued r.v.'s $\left\{M_{n}^{i, z}, n=0,1, \ldots\right\}$ form an integrable $\mathscr{F}_{n}$ martingale.

Proof. The integrability property follows from Proposition 3.1 while the martingale property is established as in Theorem 3.3.

## 4. Stability results

Known stability results for the $\mathrm{M} / \mathrm{GI} / 1$ queue in random environment are now derived by means of the martingale introduced in Section 3. Although these stability conditions are already available in the literature, this new derivation is nevertheless of interest on several accounts. Indeed, the proposed martingale arguments completely bypass the usual analysis of the invariant (or steady-state) distribution of the system state [ 10,12 ], and allow for the null and positive recurrent cases to be treated in a unified fashion. In addition, this new proof yields an interesting conservation law (given in (4.8) of Theorem 4.3) which relates the length of the busy period to the state of the environment at the end of the busy period. To the best of the author's knowledge, this result appears to be new.

The following properties of the eigenvalue mapping $z \rightarrow \lambda^{2}$ are needed in the stability analysis.

Lemma 4.1. The eigenvalue mapping $z \rightarrow \lambda^{z}$ is analytic on the interval $\left(0, z^{*}\right)$ and takes values in $\mathbb{R}_{+} ;$it is monotone non-decreasing and convex with $0<\lambda^{2} \leqslant 1$ for all $z$ in $(0,1]$. The eigenvector mappings $z \rightarrow \phi^{z}$ and $z \rightarrow \psi^{z}$ are analytic on the interval $\left(0, z^{*}\right)$.

Proof. The analyticity of $z \rightarrow \lambda^{z}$ follows from the implicit function theorem. Indeed, $z \rightarrow \lambda^{z}$ has no branch point on the real interval $\left(0, z^{*}\right)$ since by the Perron-Frobenius Theorem the root $\lambda^{z}$ of the characteristic polynomial is isolated and of multiplicity one. In the same way, the right and left eigenvectors are seen to be analytic functions in this region when using their representation based on minors. As for increasingness and convexity, the Cayley's representation of the largest eigenvalue of a matrix yields

$$
\begin{equation*}
\lambda^{z}=\sup _{v \neq 0 \in \mathbb{R}^{1 \times L}} \frac{v T^{z} v^{t}}{v v^{t}}=\sup _{v \neq 0 \in \mathbb{R}_{+}^{1 \times L}} \frac{v T^{z} v^{t}}{v v^{t}} \tag{4.1}
\end{equation*}
$$

where ${ }^{t}$ denotes transposition and where the second equality follows from the fact that the matrix $T^{z}$ has positive entries. For each $v \neq 0$ in $\mathbb{R}_{+}^{1 \times L}$, the mapping $z \rightarrow v T^{z} v^{t}\left(v v^{t}\right)^{-1}$ is obviously positive, monotone increasing and convex since each one of the coefficients of the matrix $T^{\gamma}$ has these three properties. A simple limiting argument based on (4.1) readily completes the proof. That $0<\lambda^{z} \leqslant 1$ for all $z$ in $(0,1]$ follows from the fact that $T^{2}$ is substochastic on that range [8].

The next lemma provides additional information on the eigenvalue mapping $z \rightarrow \lambda^{z}$. The matrix $T^{1}$, as defined in (2.10) for $z=1$, is a stochastic matrix which is irreducible under the enforced assumptions. Hence, $\lambda^{1}=1$ and if $\pi$ denotes the corresponding invariant measure, then $\pi$ coincides with the left eigenvector $\psi^{1}$ of the matrix $T^{1}$.

Lemma 4.2. With the notation given earlier, let $\rho$ denote the constant defined by

$$
\begin{equation*}
\rho:=\sum_{i=1}^{L} \pi(i) E\left[A_{1} \mid Y_{0}=i\right] . \tag{4.2}
\end{equation*}
$$

(i) The relation

$$
\begin{equation*}
\lim _{z \uparrow 1} \frac{\mathrm{~d}}{\mathrm{~d} z} \lambda^{z}=\rho \tag{4.3}
\end{equation*}
$$

holds true.
(ii) If $\rho \leqslant 1$, then $z<\lambda^{z}$ for all $0<z<1$.
(iii) If $\rho>1$, then there exists $\zeta$ in the interval $(0,1)$ such that $\lambda^{z}<z$ for all $\zeta<z<1$.

Proof. Let $e$ denotes the vector in $\mathbb{P}^{L \times 1}$ with components all equal to 1 . It follows from (3.13) that $\psi^{z} T^{z} e=\lambda^{z} \psi^{z} e$, or equivalently that

$$
\begin{equation*}
\lambda^{z}=\psi^{z} T^{z} e, \tag{4.4}
\end{equation*}
$$

upon using the assumption (3.10).
Differentiation of both members of (4.4) for $z$ in $\left(0, z^{*}\right)$ yields

$$
\begin{equation*}
\dot{\lambda}^{z}=\dot{\psi}^{z} T^{z} e+\psi^{z} \dot{T}^{z} e \tag{4.5}
\end{equation*}
$$

where '.' denotes differentiation with respect to the variable $z$. At $z=1^{-}, T^{z} e=e$ since then $T^{z}$ is a stochastic matrix, and $\psi^{1}=\pi$. Hence $\dot{\psi}^{2} T^{z} e$ tends to $\dot{\psi}^{2} e=0$ as $z$ goes to 1 . With these identifications and with the observation that $\psi^{z} \dot{T}^{z} e=\rho$ at $z=1^{-}$, the relation (4.3) follows upon letting $z$ go to 1 from below in (4.5).

Parts (ii) and (iii) are now straightforward consequences of (4.3) and of Lemma 4.1.

The next result already demonstrates the power of the martingale properties discussed in the previous section. Let $\tau$ denote the first passage time to the empty state for the sequence $\left\{X_{n}, n=0,1, \ldots\right\}$, i.e.,

$$
\begin{equation*}
\tau:=\inf \left\{n \geqslant 0: X_{n}=0\right\} \tag{4.6}
\end{equation*}
$$

with the usual convention $\tau=\infty$ if the defining set in (4.6) is empty. The first passage time $\tau$ is obviously an $\mathscr{F}_{n}$-stopping time, with

$$
\begin{equation*}
X_{n} \neq 0 \quad \text { whenever } 0 \leqslant n<\tau \tag{4.7a}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{\tau}=0 \quad \text { on the event }[\tau<\infty] \tag{4.7b}
\end{equation*}
$$

It is noteworthy that $\tau=\tau^{\circ}$.

Theorem 4.3. If $\rho \leqslant 1$, then the relation

$$
\begin{equation*}
E\left[I[\tau<\infty] \phi^{z}\left(Y_{\tau}\right)\left[z / \lambda^{z}\right]^{\tau} \mid \mathscr{F}_{0}\right]=z^{X_{0}} \phi^{z}\left(Y_{0}\right) \tag{4.8}
\end{equation*}
$$

holds for all $0<z<1$.
Proof. Owing to Theorem 3.3. and to Doob's Optional Sampling Theorem [11], the sequence of r.v.'s $\left\{M_{\tau \wedge n}^{z}, n=0,1, \ldots\right\}$ is a $\mathbb{R}$-valued $\mathscr{F}_{n}$-martingale, with

$$
\begin{equation*}
M_{r \wedge n}^{z}=z^{X_{\tau \wedge n}} \phi^{z}\left(Y_{\tau \wedge n}\right)\left[z / \lambda^{z}\right]^{\tau \wedge n}, \quad n=0,1, \ldots \tag{4.9}
\end{equation*}
$$

The martingale property thus translates into the equalities

$$
\begin{equation*}
E\left[z^{X_{\tau \wedge n}} \phi^{z}\left(Y_{\tau \wedge n}\right)\left[z / \lambda^{z}\right]^{\tau \wedge n} \mid \mathscr{F}_{0}\right]=z^{x_{0}} \phi^{z}\left(Y_{0}\right), \quad n=0,1, \ldots, \tag{4.10}
\end{equation*}
$$

valid for all $0<z \leqslant 1$. A simple decomposition argument leads, via (4.7a) and (4.7b), to a rewriting of (4.10) in the form

$$
\begin{align*}
& E\left[I[n<\tau] z^{X_{n}} \phi^{z}\left(Y_{n}\right)\left[z / \lambda^{z}\right]^{n} \mid \mathscr{F}_{0}\right]+E\left[I[\tau \leqslant n] \phi^{z}\left(Y_{\tau}\right)\left[z / \lambda^{z}\right]^{\tau} \mid \mathscr{F}_{0}\right] \\
& \quad=z^{X_{0}} \phi^{z}\left(Y_{0}\right), \quad n=0,1, \ldots \tag{4.11}
\end{align*}
$$

Whenever $0<z<1$, the bound

$$
\begin{equation*}
0<z^{X_{n}} \phi^{z}\left(Y_{n}\right)\left[z / \lambda^{z}\right]^{n} \leqslant\left[z / \lambda^{z}\right]^{n} \max _{1 \leqslant 1 \leqslant L} \phi^{z}(i), \quad n=0,1, \ldots, \tag{4.12}
\end{equation*}
$$

is obtained since $X_{n} \geqslant 0$ for $0 \leqslant n \leqslant \tau$. From Lemma 4.2, $0<z / \lambda^{z}<1$ and therefore

$$
\begin{equation*}
\lim _{n} E\left[I[n<\tau] z^{X_{n}} \phi^{z}\left(Y_{n}\right)\left[z / \lambda^{z}\right]^{n} \mid \mathscr{F}_{0}\right]=0 \tag{4.13}
\end{equation*}
$$

by the Bounded Convergence Theorem for conditional expectations. On the other hand, the Monotone Convergence Theorem readily yields

$$
\begin{equation*}
\lim _{n} E\left[I[\tau \leqslant n] \phi^{z}\left(Y_{\tau}\right)\left[z / \lambda^{z}\right]^{\tau} \mid \mathscr{F}_{0}\right]=E\left[I[\tau<\infty] \phi^{z}\left(Y_{\tau}\right)\left[z / \lambda^{z}\right]^{\tau} \mid \mathscr{F}_{0}\right] \tag{4.14}
\end{equation*}
$$

Now upon taking the limit in (4.10) as $n$ goes to $\infty$, (4.8) readily follows from (4.12) and (4.13).

That Theorem 4.3 is indeed a statement on system stability is more apparent from the following corollary.

Corollary 4.4. If $\rho \leqslant 1$, then

$$
\begin{equation*}
P\left[\tau<\infty \mid \mathscr{F}_{0}\right]=1 \quad P \text {-a.s. } \tag{4.15}
\end{equation*}
$$

Proof. It is plain that $\lim _{z \uparrow 1} \lambda^{z}=1$ and $\lim _{z \uparrow 1} \phi^{z}=e / L$, and the Bounded Convergence Theorem now yields the result upon letting $z$ go to 1 from below in (4.8).

The condition for system instability is now discussed.
Theorem 4.5. If $\rho>1$, then

$$
\begin{equation*}
\lim _{n} X_{n}=\infty \quad P \text {-a.s. } \tag{4.16}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left[\tau<\infty \mid \mathscr{F}_{0}\right]<1 \quad \text { on the event }[\Xi \neq 0] \quad \text { P-a.s. } \tag{4.17}
\end{equation*}
$$

Proof. With the notation $\gamma^{z}=\lambda^{z} / z$ for all $0<z<1$, the relation (3.13) takes the form

$$
\begin{equation*}
E\left[z^{X_{n+1}} \phi^{z}\left(Y_{n+1}\right) \mid \mathscr{F} n\right]=\gamma^{z} z^{X_{n}} \phi^{z}\left(Y_{n}\right), \quad n=0,1, \ldots \tag{4.18}
\end{equation*}
$$

As pointed out in Lemma 4.2, there exists $\zeta$ in the interval $(0,1)$ such that $0<\gamma^{2}<1$ whenever $\zeta<z<1$, in which case

$$
\begin{equation*}
E\left[z^{X_{n+1}} \phi^{z}\left(Y_{n+1}\right) \mid \mathscr{F}_{n}\right] \leqslant z^{x_{n}} \phi^{z}\left(Y_{n}\right), \quad n=0,1, \ldots \tag{4.19}
\end{equation*}
$$

In other words, the r.v.'s $\left\{z^{X_{n}} \phi^{z}\left(Y_{n}\right), n=0,1, \ldots\right\}$ form a bounded positive $\mathscr{F}_{n^{-}}$ submartingale and therefore converge both a.s. and in the mean [11, Theorem 11-2-9, p. 26]. However, upon iterating (4.18), it is plain that

$$
\begin{equation*}
E\left[z^{x_{n+1}} \phi^{7}\left(Y_{n+1}\right)\right]=\left|\gamma^{z}\right|^{n} E\left[z^{x_{0}} \phi^{z}\left(Y_{0}\right)\right], \quad n=0,1, \ldots, \tag{4.20}
\end{equation*}
$$

so that for all $\zeta<z<1$,

$$
\begin{equation*}
\lim _{n} z^{x_{n}} \phi^{2}\left(Y_{n}\right)=0 \quad P \text {-a.s. } \tag{4.21}
\end{equation*}
$$

necessarily. Consequently, $\lim _{n} z^{X_{n}}=0 P$-a.s. since the vector $\phi^{2}$ has all its components strictly positive, and the conclusion (4.16) follows immediately.

The proof of (4.17) follows an argument $a b a b s u r d o$. To set the stage, assume that for all $x \neq 0$ in $\mathbb{N}$,

$$
\begin{equation*}
P[\tau<\infty \mid \Xi=x]=1 \quad P \text {-a.s. } \tag{4.22}
\end{equation*}
$$

and define the event $Y$ by

$$
\begin{equation*}
Y=[\Xi \neq 0] \cap\left[\lim _{n} X_{n}=\infty\right] \cap[\tau<\infty] \tag{4.23}
\end{equation*}
$$

Under (4.22) it follows from (4.16) that

$$
\begin{equation*}
P[Y]=P[\Xi \neq 0] . \tag{4.24}
\end{equation*}
$$

Consider the $\mathscr{F}_{n}$-stopping time $\sigma$ defined by

$$
\begin{equation*}
\sigma:=\inf \left\{n>\tau: X_{n}>0\right\} \tag{4.25}
\end{equation*}
$$

with the convention $\sigma=\infty$ if the defining set in (4.25) is empty. If it could be shown that $\sigma<\infty P$-a.s. on the event $[\Xi \neq 0$ ], then the Markov property of the chain $\left\{\left(X_{n}, Y_{n}\right), n=0,1, \ldots\right\}$ would immediately imply the existence of an increasing family of $\mathscr{F}_{n}$-stopping times $\left\{\tau_{k}, k=1,2, \ldots\right\}$ such that a.s. on $[\Xi \neq 0], \tau_{k}<\infty$ and $X_{\tau_{k}}=0$ for all $k=1,2, \ldots$. As a result,

$$
\begin{equation*}
\liminf _{n} X_{n} \leqslant \lim _{k} X_{\tau_{k}}=0 \quad \text { on the event }[\Xi \neq 0] \quad P \text {-a.s. } \tag{4.26}
\end{equation*}
$$

in clear contradiction with the convergence result (4.16). Consequently, the premise (4.22) has to be dismissed and (4.17) holds true.

In order to show that $\sigma<\infty P$-a.s. on the event $[\Xi \neq 0]$, fix a sample point $\omega$ in $[\tau<\infty]$. Owing to assumption (4.22), the process $\left\{X_{n}, n=0,1, \ldots\right\}$ starting in position $\Xi(\omega) \neq 0$ returns to the state 0 after a finite time $\tau(\omega)$. Then the convergence (4.16) guarantees that eventually the process becomes positive again in finite time, in fact for the first time at time $\sigma(\omega)$. The desired conclusion now follows by combining these remarks and (4.24).

The contents of Corollary 4.4 and Theorem 4.5 can be given the following more symmetric form.

Corollary 4.6. Under the foregoing assumptions,

$$
\begin{equation*}
P\left[\tau<\infty \mid \mathscr{F}_{0}\right]=1 \quad \text { if and only if } \quad \rho \leqslant 1 . \tag{4.27}
\end{equation*}
$$

Theorem 4.5 also admits the following immediate corollary.
Corollary 4.7. If $\rho>1$, then

$$
\begin{equation*}
\lim _{n} X_{n}^{\circ}=\infty \quad \text { P-a.s. } \tag{4.28}
\end{equation*}
$$

Proof. It is plain from Theorem 4.5 that

$$
\begin{equation*}
P\left[\lim _{n} X_{n}=\infty, \tau=\infty \mid \Xi \neq 0\right]>0 \tag{4.29}
\end{equation*}
$$

Since the free and reflected processes coincide up to time $\tau=\tau^{\circ}$ when $\Xi \neq 0$, (4.29) can be rewritten as

$$
\begin{equation*}
P\left[\lim _{n} X_{n}^{\circ}=\infty, \tau^{\circ}=\infty \mid \Xi \neq 0\right]>0 \tag{4.30}
\end{equation*}
$$

and therefore $\lim _{n} X_{n}^{\circ}=\infty$ with a positive probability. This and the fact that $\left\{\left(X_{n}^{\circ}, Y_{n}^{\circ}\right), n=0,1, \ldots\right\}$ is an irreducible Markov chain immediately imply $\lim _{n} X_{n}^{\circ}=$ $\infty P$-a.s.

These results can be combined into a necessary and sufficient condition of stability, which is similar to those already available in the literature; the reader is referred to $[10,12]$ for the Markovian case and to [3] for the case with general statistical assumptions. First define the average arrival rate $\bar{\lambda}$ by

$$
\begin{equation*}
\bar{\lambda}=\sum_{i=1}^{L} \pi(i) \lambda(i) \tag{4.31}
\end{equation*}
$$

and set

$$
\begin{equation*}
E[S]=\int_{0}^{\infty} t \mathrm{~d} S(t)=E\left[S_{n}\right], \quad n=1,2, \ldots \tag{4.32}
\end{equation*}
$$

Theorem 4.8. Under the foregoing assumptions,

$$
\begin{equation*}
\rho=\bar{\lambda} \cdot E[S] . \tag{4.33}
\end{equation*}
$$

Proof. Define the filtration $\left\{\mathscr{H}_{t}, t \geqslant 0\right\}$ on $\Omega$ by

$$
\begin{equation*}
\mathscr{H}_{t}:=\sigma\left\{S_{n}, n=1,2, \ldots\right\} \vee \mathscr{F}_{t}, \quad t \geqslant 0 . \tag{4.34}
\end{equation*}
$$

Since the sequence of service times $\left\{S_{n}, n=1,2, \ldots\right\}$ is independent of the process $\{A(t), Y(t), t \geqslant 0\}$, it is plain that $T_{1}\left(=S_{1}\right)$ is an $\mathscr{H}_{t}$-stopping time and that the process $\{\alpha(t), t \geqslant 0\}$ defined in (2.1) is also an $\mathscr{H}_{t}$-martingale. Consequently, with $A_{1}=A\left(S_{1}\right)$, it is easy to see that

$$
\begin{equation*}
E\left[\boldsymbol{A}_{1} \mid \mathscr{H}_{0}\right]-E\left[\int_{0}^{s_{1}} \lambda(Y(t-)) \mathrm{d} t \mid \mathscr{H}_{0}\right]=E\left[\int_{0}^{s_{1}} \lambda(Y(t)) \mathrm{d} t \mid \mathscr{H}_{0}\right] . \tag{4.35}
\end{equation*}
$$

The first equality results from combining the stated martingale property with the assumed independence between the r.v. $S_{1}$ and the environment process $\{Y(t), t \geqslant 0\}$, while the second equality is a consequence of the fact that the sample paths of $\{Y(t), t \geqslant 0\}$ are piecewise constant. Finally, under the enforced independence assumptions,

$$
\begin{equation*}
E\left[\int_{0}^{S_{1}} \lambda(Y(t)) \mathrm{d} t \mid \mathscr{H}_{0}\right]=\int_{0}^{\infty} I\left[S_{1}>t\right] E[\lambda(Y(t)) \mid Y(0)] \mathrm{d} t \tag{4.36}
\end{equation*}
$$

since the r.v. $S_{1}$ is $\mathscr{H}_{0}$-measurable.
As pointed out in Section 5, it is a simple matter to check that the probability vector $\pi$ (which is invariant for the probability transition matrix $T^{1}$ ) is also invariant for the continuous-time process $\{Y(t), t \geqslant 0\}$. Let $P_{\pi}$ denote any probability measure on the underlying sample space $(\Omega, \mathscr{F})$ that renders the process $\{Y(t), t \geqslant 0\}$ stationary, so that for all $t \geqslant 0$,

$$
\begin{equation*}
P_{\pi}[Y(t)=j \mid Y(0)=i]=\pi(j), \quad 1 \leqslant i, j \leqslant L \tag{4.37}
\end{equation*}
$$

In view of these last remarks, it is plain from (4.2) and (4.35)-(4.37) that

$$
\begin{align*}
\rho & =E_{\pi}\left[A\left(S_{1}\right)\right] \\
& =\int_{0}^{\infty} P_{\pi}\left[S_{1}>t\right] E_{\pi}[\lambda(Y(t))] \mathrm{d} t \\
& =\bar{\lambda} \int_{0}^{\infty} P_{\pi}\left[S_{1}>t\right] \mathrm{d} t=\bar{\lambda} \cdot E_{\pi}\left[S_{1}\right] \tag{4.38}
\end{align*}
$$

and the conclusion (4.33) follows.

As in the M/GI/1 case, the martingale approach provides a direct answer to the question of positive recurrence.

Theorem 4.9. The condition $\rho<1$ implies $E\left[\tau \mid \mathscr{F}_{0}\right]<\infty$-a.s. provided the mapping $z \rightarrow \phi^{2}$ has a finite derivative at $z=1$ (as would be the case for instance when $z^{*}>1$ ).

Proof. Fix $z$ in (0, 1). Differentiating (4.8) with respect to $z$ on the event [ $\Xi>0$ ] readily leads to

$$
\begin{align*}
& \frac{\lambda^{z}-z \dot{\lambda}^{z}}{\left|\lambda^{z}\right|^{2}} \cdot \sum_{i=1}^{L} \phi^{z}(i) E\left[\left.I\left[Y_{\tau}=i\right] \tau\left[\frac{z}{\lambda^{z}}\right]^{\tau-1} \right\rvert\, \mathscr{F}_{0}\right]+\sum_{i=1}^{L} \dot{\phi}^{z}(i) E\left[\left.I\left[Y_{\tau}=i\right]\left[\frac{z}{\lambda^{z}}\right]^{\tau} \right\rvert\, \mathscr{F}_{0}\right] \\
& \quad=X_{0} z^{x_{0}-1} \phi^{z}\left(Y_{0}\right)+z^{x_{0}} \dot{\phi}^{z}\left(Y_{0}\right) \tag{4.39}
\end{align*}
$$

Now let $z$ go to 1 in this relation and use Lemma 4.2(ii). This yields

$$
\begin{align*}
L^{-1}(1-\rho) E\left[\tau \mid \mathscr{F}_{0}\right] & =L^{-1} X_{0}+\dot{\phi}^{1}\left(Y_{0}\right)-\sum_{i=1}^{L} \dot{\phi}^{1}(i) P\left[Y_{\tau}=i \mid \mathscr{F}_{0}\right] \\
& =L^{1} X_{0}+\dot{\phi}^{1}\left(Y_{0}\right)-E\left[\dot{\phi}^{1}\left(Y_{\tau}\right) \mid \mathscr{F}_{0}\right] \tag{4.40}
\end{align*}
$$

on the event $[\Xi>0]$ since $\lim _{z \uparrow 1} \lambda^{z}=1$ and $\lim _{z \uparrow 1} \phi^{z}=e / L$; this concludes the proof.

The formulae obtained so far used the eigenpair associated with the eigenvalue of maximal norm. It is plain from the discussion given at the end of Section 3 that these results can be extended to other eigenpairs. With the notation introduced there, the following strengthening of Theorem 4.3 holds.

Theorem 4.10. For all $1 \leqslant i \leqslant L$, the relation

$$
\begin{equation*}
E\left[I[\tau<\infty] \phi_{i}^{z}\left(Y_{\tau}\right)\left[z / \lambda_{i}^{z}\right]^{\tau} \mid \mathscr{F}_{0}\right]=z^{x_{0}} \phi_{i}^{z}\left(Y_{0}\right) \tag{4.41}
\end{equation*}
$$

holds for all $z$ in $\mathbb{C}$ with $0<|z| \leqslant 1$ such that

$$
\begin{equation*}
\lambda_{i}^{z} \neq 0 \quad \text { and } \quad\left|z / \lambda_{i}^{z}\right|<1 . \tag{4.42}
\end{equation*}
$$

Proof. The proof is similar to the proof of Theorem 4.3. The arguments used for establishing (4.11) yield similarly

$$
\begin{align*}
& E\left[I[n<\tau] z^{x_{n}} \phi_{i}^{z}\left(Y_{n}\right)\left[z / \lambda_{i}^{z}\right]^{n} \mid \mathscr{F}_{0}\right]+E\left[I[\tau \leqslant n] \phi_{i}^{z}\left(Y_{\tau}\right)\left[z / \lambda_{i}^{z}\right]^{\tau} \mid \mathscr{F}_{0}\right] \\
& \quad=z^{x_{0}} \phi_{i}^{z}\left(Y_{0}\right), \quad n=0,1, \ldots \tag{4.43}
\end{align*}
$$

The bound (4.12) is now replaced by

$$
\begin{equation*}
0<|z|^{X_{n}}\left|\phi_{i}^{z}\left(Y_{n}\right)\right|\left|z / \lambda_{i}^{z}\right|^{n} \leqslant \max _{1 \leqslant j \leqslant L}\left|\phi_{i}^{z}(j)\right|, \quad n=0,1, \ldots, \tag{4.44}
\end{equation*}
$$

and the remainder of the proof is exactly as in Theorem 4.3.
Recall that $\tau^{\circ}=\tau$. Moreover the construction of the processes $\left\{\left(X_{n}^{\circ}, Y_{n}^{\circ}\right), n=\right.$ $0,1, \ldots\}$ and $\left\{\left(X_{n}, Y_{n}\right), n=0,1, \ldots\right\}$ implies that the stopped processes $\left\{\left(X_{\tau \wedge n}^{\circ}, Y_{\tau \wedge n}^{\circ}\right), n=0,1, \ldots\right\}$ and $\left\{\left(X_{\tau \wedge n}, Y_{\tau \wedge n}\right), n=0,1, \ldots\right\}$ coincide. Consequently, all the statements of this section, with particular attention to (4.8), (4.17), (4.27) and (4.41), hold for both the free and the reflected processes. For instance, (4.41) also reads

$$
\begin{equation*}
E\left[I\left[\tau^{\circ}<\infty\right] \phi_{i}^{z}\left(Y_{\tau^{\circ}}^{\circ}\right)\left[z / \lambda_{i}^{z}\right]^{\tau^{\circ}} \mid \mathscr{F}_{0}^{\circ}\right]=z^{X_{0}^{\circ}} \phi_{i}^{z}\left(Y_{0}^{\circ}\right) \tag{4.45}
\end{equation*}
$$

## 5. Analytical characterizations

The first part of this section is devoted to the analytical characterization of the matrices $Q$ and $T^{z}$. This characterization is then used to solve the functional equation (4.8) of Theorem 4.3 in order to determine the joint distribution of the busy period duration and the value of the environment process at the end of the busy period.

### 5.1. The matrix $Q$

Let $\Lambda$ be the $L \times L$ diagonal matrix with entries given by

$$
\begin{equation*}
\Lambda(i, j)=\frac{\lambda(i)}{\lambda(i)+\mu(i)} \delta(i, j), \quad 1 \leqslant i, j \leqslant L . \tag{5.1}
\end{equation*}
$$

It is clear that $Q$ is given by

$$
\begin{equation*}
Q=\left[\sum_{m=0}^{\infty}\left(\left(I_{L}-\Lambda\right) P\right)^{m}\right] \Lambda=\left(I_{L}-\left(I_{L}-\Lambda\right) P\right)^{-1} \Lambda, \tag{5.2}
\end{equation*}
$$

where the convergence of the Neuman series is a consequence of the fact that $\left(I_{L}-\Lambda\right) P$ is a submarkovian kernel. From (5.2), it follows that $Q$ is invertible with inverse given by

$$
\begin{equation*}
Q^{-1}=\Lambda^{-1}\left(I_{L}-\left(I_{L}-\Lambda\right) P\right) \tag{5.3}
\end{equation*}
$$

### 5.2. The matrix $T^{z}$

Fix $z$ in $\mathbb{C}$ with $|z| \leqslant 1$. Recall that $S_{n}$ is the duration of the $n$th service, and denote by $N_{n+1}$ the number of transitions of the environment process $\{Y(t), t \geqslant 0\}$ during the interval ( $T_{n}, T_{n+1}$ ], i.e., the ( $n+1$ ) st 'service period' in the free system. With this notation, it is plain that

$$
\begin{equation*}
T^{z}=\int_{0}^{\infty} T_{t}^{z} \mathrm{~d} S(t) \tag{5.4}
\end{equation*}
$$

where for each $t \geqslant 0$, the $L \times L$ matrix $T_{t}^{z}$ has components given by

$$
\begin{equation*}
\left(T_{\imath}^{z}\right)(i, j):=E\left[I\left[Y_{1}=j\right] z^{A_{1}} \mid Y_{0}=i, S_{1}=t\right], \quad 1 \leqslant i, j \leqslant L \tag{5.5}
\end{equation*}
$$

To proceed, consider the decomposition

$$
\begin{equation*}
T_{1}^{z}:=\sum_{k=0}^{\infty} B_{k, t}^{z}, \quad t \geqslant 0 \tag{5.6}
\end{equation*}
$$

where for each $t \geqslant 0$ and $k$ in $\mathbb{N}, B_{k, t}^{z}$ is the $L \times L$ matrix with components given by

$$
\begin{equation*}
\left(B_{k, t}^{z}\right)(i, j):=E\left[I\left[Y_{1}=j, N_{1}=k\right] z^{A_{1}} \mid Y_{0}=i, S_{1}=t\right], \quad 1 \leqslant i, j \leqslant L \tag{5.7}
\end{equation*}
$$

Simple arguments show that the matrix $B_{0, t}^{z}$ is the $L \times L$ diagonal matrix given by

$$
\begin{equation*}
B_{0,2}^{z}(i, j):=\mathrm{e}^{-\alpha^{2}(i) t} \delta(i, j), \quad 1 \leqslant j \leqslant L \tag{5.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha^{z}(i):=\mu(i)+\lambda(i)(1-z), \quad 1 \leqslant i \leqslant L . \tag{5.9}
\end{equation*}
$$

Furthermore, the recursions

$$
\begin{align*}
B_{k+1, t}^{\tau}(i, j)= & \mathrm{e}^{-\alpha^{2}(i) t} \mu(i) \sum_{l=1}^{L} P(i, l) \int_{0}^{t} \mathrm{e}^{\alpha^{z(i) s}} B_{k, s}^{z}(l, j) \mathrm{d} s, \\
& 1 \leqslant i, j \leqslant L, k=0,1, \ldots, \tag{5.10}
\end{align*}
$$

are readily obtained from basic principles and hold for all $t \geqslant 0$.
The notation is conveniently abbreviated by introducing the $L \times L$ diagonal matrices $L_{t}^{z}$ and $M$ with entries given by

$$
\begin{equation*}
L_{t}^{z}(i, j):=\mathrm{e}^{\alpha^{z}(i) t} \delta(i, j), \quad 1 \leqslant i, j \leqslant L, \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
M(i, j):=\mu(i) \delta(i, j), \quad 1 \leqslant i, j \leqslant L . \tag{5.12}
\end{equation*}
$$

In matrix notation, (5.10) now reads

$$
\begin{equation*}
L_{t}^{z} B_{k+1, t}^{z}=\int_{0}^{t} M L_{s}^{z} P B_{k, s}^{z} \mathrm{~d} s, \quad t \geqslant 0, \tag{5.13}
\end{equation*}
$$

so that the matrix function $t \rightarrow T_{t}^{z}$ satisfies the functional equation

$$
\begin{equation*}
L_{t}^{z} T_{t}^{z}=I_{L}+\int_{0}^{t} M L_{s}^{z} P T_{s}^{z} \mathrm{~d} s, \quad t \geqslant 0 \tag{5.14}
\end{equation*}
$$

since the matrices $L_{t}^{z}$ and $B_{0, t}^{z}$ are inverse of each other.
Differentiating (5.14) with respect to the time variable $t$ now yields

$$
\begin{equation*}
\frac{\partial L_{t}^{z}}{\partial t} T_{t}^{z}+L_{t}^{z} \frac{\partial T_{t}^{z}}{\partial t}=M L_{t}^{z} P T_{t}^{z}, \quad t \geqslant 0, \tag{5.15}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\frac{\partial T_{t}^{z}}{\partial t}=\left[M P-\left(L_{t}^{z}\right)^{-1} \frac{\partial L_{t}^{z}}{\partial t}\right] T_{t}^{z}, \quad t \geqslant 0 \tag{5.16}
\end{equation*}
$$

after some simple rearrangements.
It is plain from (5.11) that

$$
\begin{equation*}
\frac{\partial L_{t}^{z}}{\partial t}=L_{t}^{z} A^{z}, \quad t \geqslant 0 \tag{5.17}
\end{equation*}
$$

where $A^{2}$ denotes the $L \times L$ diagonal matrix with entries given by

$$
\begin{equation*}
A^{z}(i, j):=\alpha^{z}(i) \delta(i, j), \quad 1 \leqslant i, j \leqslant L \tag{5.18}
\end{equation*}
$$

Direct substitution of (5.17) into (5.16) readily shows that the matrix function $t \rightarrow T_{t}^{z}$ satisfies the linear matrix differential equation

$$
\begin{equation*}
\frac{\partial T_{t}^{z}}{\partial t}=H^{z} T_{t}^{z}, \quad t \geqslant 0 \tag{5.19}
\end{equation*}
$$

with initial condition $T_{0}^{z}:=I_{L}$, where $H^{z}$ denotes the $L \times L$ matrix given by

$$
\begin{equation*}
H^{z}:=M P-A^{z} . \tag{5.20}
\end{equation*}
$$

The unique solution to (5.19) is known to be

$$
\begin{equation*}
T_{t}^{2}:=\mathrm{e}^{t \mathbf{H}^{z}}, \quad t \geqslant 0 \tag{5.21}
\end{equation*}
$$

so that for each $t \geqslant 0$, the matrix $T_{t}^{z}$ is invertible, with inverse given by

$$
\begin{equation*}
\left(T_{t}^{z}\right)^{-1}=\mathrm{e}^{-t H^{z}}, \quad t \geqslant 0 \tag{5.22}
\end{equation*}
$$

For $1 \leqslant i \leqslant L$ let $\beta_{i}^{z}$ and $\tilde{\phi}_{i}^{z}$ (resp. $\tilde{\psi}_{i}^{z}$ ) denote the $i$ th eigenvalue and corresponding right (resp. left) eigenvector of the matrix $H^{2}$ defined in (5.19). Moreover, recall that $S^{*}$ denotes the Laplace transform of the service time distribution $S$.

Lemma 5.1. The matrix $T^{z}$ is given by

$$
\begin{equation*}
T^{z}=\int_{0}^{\infty} \mathrm{e}^{t H^{z}} \mathrm{~d} S(t) \tag{5.23}
\end{equation*}
$$

For all $1 \leqslant i \leqslant L$, the complex number $\beta_{i}^{z}$ has a negative real part so that $S^{*}\left(-\beta_{i}^{z}\right)$ is well defined. Moreover, the matrix $T_{z}$ is invertible if and only if

$$
\begin{equation*}
\prod_{i=1}^{L} S^{*}\left(-\beta_{i}^{z}\right) \neq 0 \tag{5.24}
\end{equation*}
$$

Proof. Equation (5.23) immediately follows from (5.4) and (5.22), and the rest of the proof deals only with the invertibility problem. The eigenvalues $\beta_{i}^{z}, 1 \leqslant i \leqslant L$, all have a negative real part (because the matrix $\mathrm{e}^{t H^{2}}$ cannot have eigenvalues of norm larger than 1 for $|z| \leqslant 1$ ).

Let $K^{2}$ be the Jordan decomposition of the matrix $H^{2}$ [7, p. 112ff.]. Hence there exists an invertible matrix $U^{z}$ with the property that

$$
\begin{equation*}
H^{2}=U^{2} K^{2}\left(U^{2}\right)^{-1} \tag{5.25}
\end{equation*}
$$

where $K^{2}$ is the upper triangular matrix given by

$$
K^{z}:=\left(\begin{array}{ccccccc}
\beta_{1}^{z} & a_{2}^{z} & 0 & 0 & 0 & \cdots & 0  \tag{5.26}\\
0 & \beta_{2}^{z} & a_{3}^{z} & 0 & 0 & \cdots & 0 \\
0 & 0 & \beta_{3}^{z} & a_{4}^{z} & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \cdots & 0 \\
0 & \cdots & 0 & 0 & \beta_{L-2}^{z} & a_{L-1}^{z} & 0 \\
0 & \cdots & 0 & 0 & 0 & \beta_{L-1}^{z} & a_{L}^{z} \\
0 & \cdots & 0 & 0 & 0 & 0 & \beta_{L}^{z}
\end{array}\right)
$$

In (5.26) the elements $a_{i}^{z}, 2 \leqslant i \leqslant L$, are either zero or one, and the elements $\beta_{i}^{z}$, $1 \leqslant i \leqslant L$, are the eigenvalues of the matrix $H^{z}$ counted with their multiplicities.

Expanding (5.23) and using (5.25) lead to

$$
\begin{equation*}
T^{z}=U^{z}\left[\int_{0}^{\infty} \sum_{n=0}^{\infty} \frac{t^{n}}{n!}\left(K^{z}\right)^{n} \mathrm{~d} S(t)\right]\left(U^{z}\right)^{-1} \tag{5.27}
\end{equation*}
$$

The structure of (5.26) can now be used in (5.27) to claim the existence of an upper-triangular matrix $O^{z}$ with $i$ th diagonal element $S^{*}\left(-\beta_{i}^{z}\right), 1 \leqslant i \leqslant L$, such that

$$
\begin{equation*}
T^{z}=U^{z} O^{z}\left(U^{z}\right)^{-1} \tag{5.28}
\end{equation*}
$$

The unspecified elements of the matrix $O^{z}$ are necessarily finite owing to the remark made earlier on the convergence of the integral expression in (5.23). The matrix $T^{z}$ is thus invertible if and only if none of the diagonal elements $S^{*}\left(-\beta_{i}^{2}\right), 1 \leqslant i \leqslant L$, are zero, and this completes the proof of the lemma.

The case of a Laplace transform vanishing at some points of the complex right half-plane is rather infrequent. The coincidence of one of the complex eigenvalues of $H_{z}$ with one of these possible zeros is an even more uncommon situation, which justifies the assertion of Section 2 that $T^{z}$ is 'almost always' invertible.

The next lemma establishes a property that is needed in the sequel, namely the link between the eigenpairs of $T^{z}$ and $H^{2}$.

Lemma 5.2. For all $1 \leqslant i \leqslant L, \lambda_{i}^{z}=S^{*}\left(-\beta_{i}^{z}\right)$ is an eigenvalue for the matrix $T_{z}$ and the corresponding right (resp. left) eigenvector $\tilde{\phi}_{i}^{z}\left(\right.$ resp. $\left.\tilde{\psi}_{i}^{z}\right)$ can be taken to be $\phi_{i}^{z}$ (resp. $\psi_{i}^{z}$ ).

Proof. By (5.23) (and (5.27)), it is clear that

$$
\begin{equation*}
T^{z}=\int_{0}^{\infty} \sum_{n=0}^{\infty} \frac{\left(t H^{z}\right)^{n}}{n!} \mathrm{d} S(t) \tag{5.29}
\end{equation*}
$$

and for $1 \leqslant i \leqslant L$, the eigenpair property of ( $\beta_{i}^{z}, \tilde{\phi}_{i}^{z}$ ) for $H^{z}$ reads

$$
\begin{equation*}
H^{z} \tilde{\phi}_{i}^{z}=\beta_{i}^{z} \tilde{\phi}_{i}^{z} \tag{5.30}
\end{equation*}
$$

Consequently,

$$
\begin{aligned}
T^{z} \tilde{\phi}_{i}^{z} & =\int_{0}^{\infty} \sum_{n=0}^{\infty} \frac{\left(t H^{z}\right)^{n}}{n!} \tilde{\phi}_{i}^{z} \mathrm{~d} S(t) \\
& =\int_{0}^{\infty} \sum_{n=0}^{\infty} \frac{\left(t \beta_{i}^{z}\right)^{n}}{n!} \tilde{\phi}_{i}^{z} \mathrm{~d} S(t) \\
& =\int_{0}^{\infty} \mathrm{e}^{t \beta_{i}^{z}} \mathrm{~d} S(t) \tilde{\phi}_{i}^{z}
\end{aligned}
$$

i.e.,

$$
\begin{equation*}
T^{z} \tilde{\phi}_{i}^{z}=S^{*}\left(-\beta_{i}^{z}\right) \tilde{\phi}_{i}^{z}=\lambda_{i}^{z} \phi_{i}^{z} \tag{5.31}
\end{equation*}
$$

The proof is thus completed for the right eigenvector. The proof for the left eigenvector is similar, and is therefore omitted.

### 5.3. Joint distributions

As mentioned earlier, (4.8) provides a general relation between the length of the busy period of the queue and the state of the environment at the end of this busy period. It is now shown how this relation together with its extension given in Theorem 4.10 yields a simple way to determine analytically the joint distribution of these two quantities. In this section we make the assumption that each eigenvalue of the matrix $H^{z}$ is analytic in the domain $|z|<1$.

Lemma 5.3. For every complex number $u \in \mathbb{C}$ such that $|u|<1$, and for all $1 \leqslant i \leqslant L$, there exists a unique complex number $z_{i}(u)$ in the open unit disc solution of the equation

$$
\begin{equation*}
z=u \lambda_{i}^{z} . \tag{5.32}
\end{equation*}
$$

Proof. Fix $z$ such that $|z|=1$ and $1 \leqslant i \leqslant L$. It is plain that $\left|S^{*}\left(-\beta_{i}^{z}\right)\right| \leqslant$ $S^{*}\left(-\operatorname{Re}\left(\beta_{i}^{z}\right)\right) \leqslant 1$ where the last inequality follows from Lemma 5.1. Consequently,

$$
\left|u \lambda_{i}^{z}\right|=\left|u S^{*}\left(-\beta_{i}^{z}\right) \leqslant|u|<|z|=1\right.
$$

for every $u$ in $\mathbb{C}$ such that $|u|<1$. It follows from Rouchés Theorem that the function $z \rightarrow z-u S^{*}\left(-\beta_{i}^{z}\right)$ (which is analytic inside the unit disc in view of the preceding assumption and of Lemma 5.1) has exactly as many zeros in the unit disc as the function $z \rightarrow z$, namely one, and this completes the proof of the lemma.

For $1 \leqslant j \leqslant L$ and $u$ in $\mathbb{C}$ such that $0<|u|<1$, set

$$
\begin{equation*}
f(j, u):=E\left[I[\tau<\infty] I\left[Y_{\tau}=j\right] u^{\tau} \mid \mathscr{F}_{0}\right]=E\left[I\left[\tau^{\circ}<\infty\right] I\left[Y_{\tau^{\circ}}^{\circ}=j\right] u^{\tau^{\circ}} \mid \mathscr{F}_{0}^{\circ}\right] . \tag{5.33}
\end{equation*}
$$

Theorem 5.4. For all $u$ in $\mathbb{C}$ such that $0<|u|<1$, the linear relation

$$
\begin{equation*}
\sum_{j=1}^{L} f(j, u) \phi_{i^{\prime}}^{z_{i}(u)}(j)=z_{i}(u)^{x_{0}} \phi_{i_{i}}^{z_{i}(u)}\left(Y_{0}\right) \tag{5.34}
\end{equation*}
$$

holds for all $1 \leqslant i \leqslant L$ such that $\lambda_{i^{z_{i}}}(u) \neq 0$.
Proof. The assumptions $u \neq 0$ and $\lambda_{i}^{z_{i}^{(u)}} \neq 0$ entail $z_{i}(u)=u \lambda_{i}^{z_{i}^{(u)}} \neq 0$. The martingale $\left\{\boldsymbol{M}_{n}^{i_{i}(u)}, n=0,1, \ldots\right\}$ is thus well defined according to Theorem 3.4 and (5.34) is thus a mere rephrasing of (4.36) given in Theorem 4.8.

In order to determine the joint distribution of interest, it suffices to determine the real numbers $f(j, u), 1 \leqslant i \leqslant L$, for $0<u<1$, or even in a real neighborhood of some real number $0<u_{0}<1$. Theorem 5.4 shows that these real numbers satisfy a system of linear equations specified by (5.34), where the (possibly complex-valued) known parameters are the eigenvectors of the matrix $T^{z}$, or equivalently of matrix $H^{z}$, taken at $z=z_{i}(u)$. The natural question whether the rank of that system is sufficient to unambiguously determine these real numbers, is still open as to the writing of this paper.

## 6. Absolutely continous families of queues

The restrictions $0<z<1$ and $\rho \leqslant 1$ were essential in the proof of Theorem 4.3. What happens to the results of this theorem when the definitions are given for $z$ lying in a larger set than the unit interval (in the event $1<z^{*}$ and under appropriate integrability condition), or when $\rho>1$ ? It is the purpose of this section to show that these questions can be settled by considering a larger family of queues in random environment, the sample paths of which are all absolutely continuous with respect to the sample paths of the initial queueing system.

The main results of the section are given in Theorems 6.1 and 6.3 and in Corollary 6.5 where a new conservation law generalizing (4.8) is established. The discussion is based on interpreting the real-valued martingale defined in Theorem 3.3. as a Radon-Nikodym derivative.

Theorem 6.1. Fix $z$ in the interval $\left(0, z^{*}\right) \cup(0,1]$. Under the foregoing assumptions, the relation

$$
\begin{equation*}
E\left[I[\tau<\infty] \phi^{z}\left(Y_{\tau}\right)\left[z / \lambda^{z}\right]^{\tau} \mid \mathscr{F}_{0}\right]=z^{x_{0}} \phi^{z}\left(Y_{0}\right) \tag{6.1}
\end{equation*}
$$

holds true if and only if the condition

$$
\begin{equation*}
\psi^{z}\left[\frac{\mathrm{~d}}{\mathrm{~d} z} T^{z}\right] \phi^{z} \leqslant \frac{\lambda_{z}}{z} \tag{6.2}
\end{equation*}
$$

is satisfied.
The proof of Theorem 6.1 proceeds in several steps which are organized in a series of technical lemmas. Observe that for $z=1$, (6.2) reduces to the condition $\rho \leqslant 1$.

Lemma 6.2. For all $z$ in the interval $\left(0, z^{*}\right) \cup(0,1]$ and $1 \leqslant i \leqslant L$, the mapping $\mathbb{N} \times \mathscr{L} \rightarrow \mathbb{R}:(k, j) \rightarrow \Theta_{k}^{z}(i, j)$ defined by

$$
\begin{equation*}
\Theta_{k}^{z}(i, j):=\left[\frac{z^{k} \phi^{z}(j)}{\lambda^{z} \phi^{z}(i)}\right] T_{k}(i, j) \tag{6.3}
\end{equation*}
$$

is a point mass probability function on the countable set $\mathbb{N} \times \mathscr{L}$.
Proof. Each one of the terms (6.3) is strictly positive, and for every pair $(k, j)$ in $\mathbb{N} \times \mathscr{L}$,

$$
\begin{align*}
\sum_{k=0}^{\infty} \sum_{j=1}^{L} \Theta_{k}^{z}(i, j) & =\sum_{k=0}^{\infty} \sum_{j=1}^{L} T_{k}(i, j)\left[\frac{z^{k} \phi^{z}(j)}{\lambda^{z} \phi^{z}(i)}\right]  \tag{6.4}\\
& =\sum_{j=1}^{L} \frac{\phi^{z}(j)}{\lambda^{z} \phi^{z}(i)} \sum_{k=0}^{\infty} T_{k}(i, j) z^{k}  \tag{6.5}\\
& =\frac{1}{\lambda^{z} \phi^{z}(i)} \sum_{j=1}^{L} T^{z}(i, j) \phi^{z}(j)=1 \tag{6.6}
\end{align*}
$$

where the second part of (6.6) follows from the eivenvalue property (3.13).

At this point of the discussion it is convenient to introduce the set $\tilde{\Omega}$ defined as the cartesian product $(\mathbb{N} \times \mathscr{L})^{\infty}$, with generic element $\tilde{\omega}$ expressed in the form

$$
\begin{equation*}
\tilde{\omega}:=\left(x_{0}, y_{0}, a_{1}, y_{1}, a_{2}, y_{2}, \ldots\right) \tag{6.7}
\end{equation*}
$$

Let $\tilde{\Xi},\left\{\tilde{A}_{n+1}, n=0,1, \ldots\right\}$ and $\left\{\tilde{Y}_{n}, n=0,1, \ldots\right\}$ be the coordinate mappings on $\tilde{\Omega}$, i.e.,

$$
\begin{equation*}
\tilde{\Xi}(\tilde{\omega}):=x_{0}, \quad \tilde{A}_{n+1}(\tilde{\omega}):=a_{n+1} \quad \text { and } \quad \tilde{Y}_{n}(\tilde{\omega}):=y_{n}, \quad n=0,1, \ldots, \tag{6.8}
\end{equation*}
$$

with the representation (6.7). The filtration $\left\{\tilde{\mathscr{F}}_{n}, n=0,1, \ldots\right\}$ is defined on $\tilde{\Omega}$ by

$$
\begin{equation*}
\tilde{\mathscr{F}}_{n}:=\sigma\left\{\tilde{\Xi}, \tilde{Y}_{0},\left(\tilde{A}_{k}, \tilde{Y}_{k}\right), 0<k \leqslant n\right\}, \quad n=1,2, \ldots, \tag{6.9}
\end{equation*}
$$

with $\tilde{\mathscr{F}}_{0}:=\sigma\left\{\tilde{\Xi}, \tilde{Y}_{0}\right\}$, and set $\tilde{\mathscr{F}}_{\infty}:=\bigvee_{n} \tilde{\mathscr{F}}_{n}$ as usual.
Now, for every $z$ in the interval $\left(0, z^{*}\right) \cup(0,1]$, there exists a unique probability measure $P^{z}$ on the $\sigma$-field $\tilde{\mathscr{F}}_{\infty}$ with the property that

$$
\begin{equation*}
P^{2}\left[\tilde{\Xi}=x, \tilde{Y}_{0}=i\right]:=P\left[\Xi=x, Y_{0}=i\right\rceil \tag{6.10a}
\end{equation*}
$$

for all pairs $(x, i)$ in $\mathbb{N} \times \mathscr{L}$, and

$$
\begin{equation*}
P^{2}\left[\tilde{A}_{n+1}=k, \tilde{Y}_{n+1}=j \mid \tilde{\mathscr{F}}_{n}\right]:=\Theta_{k}^{z}\left(\tilde{Y}_{n}, j\right), \quad n=0,1, \ldots, \tag{6.10b}
\end{equation*}
$$

for all $(k, j)$ in $\mathbb{N} \times \mathscr{L}$.
The r.v.'s $\left\{\tilde{X}_{n}, n-0,1, \ldots\right\}$ are defined on $\tilde{\Omega}$ through the recursion

$$
\begin{align*}
& \tilde{X}_{n+1}=\tilde{X}_{n}+\tilde{A}_{n+1}-I\left[\tilde{X}_{n} \neq 0\right], \quad n=0,1, \ldots, \\
& \tilde{X}_{0}=\tilde{\Xi} . \tag{6.11}
\end{align*}
$$

It is plain from (6.10)-(6.11) that under $P^{2}$, the r.v.'s $\left\{\left(\tilde{X}_{n}, \tilde{Y}_{n}\right), n=0,1, \ldots\right\}$ form a Markov chain with state space $\mathbb{N} \times \mathscr{L}$, and that

$$
\begin{equation*}
\tilde{\mathscr{F}}_{n}=\sigma\left\{\left(\tilde{X}_{k}, \tilde{Y}_{k}\right), 0 \leqslant k \leqslant n\right\}, \quad n=0,1, \ldots, \tag{6.12}
\end{equation*}
$$

Upon specializing (6.3) for $z=1$ and using the fact that $\lambda^{z}=1$ and $\phi^{z}=\mathrm{e}$ in that case, it is a simple matter to check that the stochastic process $\left\{\left(\tilde{X}_{n}, \tilde{Y}_{n}\right), n=0,1, \ldots\right\}$ on $\left(\tilde{\Omega}, \tilde{\mathscr{F}}_{\infty}, \Gamma^{1}\right)$ is equivalent in law to the original process $\left\{\left(X_{n}, Y_{n}\right), n=0,1, \ldots\right\}$ on ( $\Omega, \mathscr{F}, P$ ).

In analogy with (4.6), the $\tilde{\mathscr{F}}_{n}$-stopping time $\tilde{\tau}$ is defined as

$$
\begin{equation*}
\tilde{\tau}:=\inf \left\{n \geqslant 0: \tilde{X}_{n}=0\right\} \tag{6.13}
\end{equation*}
$$

with the usual convention $\tilde{\tau}=\infty$ whenever the defining set in (6.13) is empty. The following identification takes place.

Lemma 6.3. Fix $z$ in the interval $\left(0, z^{*}\right) \cup(0,1]$. The relation

$$
\begin{align*}
& E\left[I[n<\tau] z^{X_{n}} \phi_{z}\left(Y_{n}\right)\left[z / \lambda^{z}\right]^{n} \mid X_{0}=x, Y_{0}=i\right] \\
& \quad=P^{z}\left[n<\tilde{\tau} \mid \tilde{X}_{0}=x, \tilde{Y}_{0}=i\right] z^{x} \phi_{z}(i), \quad n=1,2, \ldots, \tag{6.14}
\end{align*}
$$

holds for every pair ( $x, i$ ) in $\mathbb{N} \times \mathscr{L}$.

Proof. On the event [ $n<\tau$ ], (2.2) specializes to

$$
\begin{equation*}
X_{k}=X_{0}+\sum_{l=1}^{k} A_{l}-k, \quad 1 \leqslant k \leqslant n, n=1,2, \ldots \tag{6.15}
\end{equation*}
$$

so that

$$
\begin{equation*}
[n<\tau]=\bigcap_{k=0}^{n}\left[X_{0}+\sum_{l=1}^{k} A_{l}>k\right], \quad n=1,2, \ldots \tag{6.16}
\end{equation*}
$$

and

$$
\begin{align*}
& I[n<\tau] z^{X_{n}} \phi^{z}\left(Y_{n}\right)\left[z / \lambda^{z}\right]^{n} \\
& \quad=I\left[X_{0}+\sum_{l=1}^{k} A_{l}>k, 1 \leqslant k \leqslant n\right]\left[\frac{z^{X_{0}}+\sum_{k=1}^{n} A_{k}}{\left(\lambda^{z}\right)^{n}}\right] \phi^{z}\left(Y_{n}\right), \quad n=1,2, \ldots \tag{6.17}
\end{align*}
$$

Now, in view of (6.15), define for every $x$ in $\mathbb{N}$ the subset $K_{n}(x)$ of $\mathbb{N}^{n}$ by

$$
\begin{equation*}
K_{n}(x):=\left\{\vec{k}=\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{N}^{n}: x+\sum_{m=1}^{l} k_{m}>l, 1 \leqslant l \leqslant n\right\}, \quad n=1,2, \ldots \tag{6.18}
\end{equation*}
$$

Fix a pair $(x, i)$ in $\mathbb{N} \times \mathscr{L}$. For every $\vec{k}$ in $K_{n}(x)$ and every $\vec{i}=\left(i_{1}, \ldots, i_{n}\right)$ in $\mathscr{L}^{n}$ (with the convention $i_{0}=i$ ), it is simple matter to conclude by the Markov property that

$$
\begin{align*}
& P\left[A_{l}=k_{l}, Y_{l}=i_{l}, 1 \leqslant l \leqslant n ; X_{0}=x, Y_{0}=i\right] \\
& \quad=T_{k_{n}}\left(i_{n-1}, i_{n}\right) P\left[A_{l}=k_{l}, Y_{l}=i_{l}, 1 \leqslant l<n ; X_{0}=x, Y_{0}-i\right], \quad n=1,2, \ldots \tag{6.19}
\end{align*}
$$

since $X_{n-1} \neq 0$ on the event $\left[X_{0}=x, Y_{0}=i ; A_{l}=k_{l}, 1 \leqslant l<n\right]$ for any $\vec{k}$ in $K_{n}(x)$. Iterating (6.19) readily yields

$$
\begin{align*}
& P\left(A_{l}=k_{l}, Y_{l}=i_{l}, l \leqslant l \leqslant n ; X_{0}=x, Y_{0}=i\right] \phi^{z}\left(i_{n}\right) \\
& \quad=\left[\prod_{l=1}^{n} T_{k_{l}}\left(i_{l-1}, i_{l}\right) \frac{\phi^{z}\left(i_{l}\right)}{\phi^{z}\left(i_{l-1}\right)}\right] P\left[X_{0}=x, Y_{0}=i\right] \phi^{z}\left(i_{0}\right) \\
& \quad=\left[\prod_{l=1}^{n} \Theta_{k_{l}}^{z}\left(i_{l-1}, i_{l}\right)\right] \frac{\left(\lambda^{z}\right)^{n}}{z^{\kappa_{1}+\cdots+k_{n}}} P\left[X_{0}=x, Y_{0}=i\right] \phi^{z}\left(i_{0}\right), \quad n=1,2, \ldots \tag{6.20}
\end{align*}
$$

so that

$$
\begin{align*}
& P\left[A_{l}=k_{l}, Y_{l}=i_{l}, 1 \leqslant l \leqslant n \mid X_{0}=x, Y_{0}=i\right] \phi^{z}\left(i_{n}\right) \\
& \quad=\left[\prod_{l=1}^{n} \Theta_{k_{l}}^{z}\left(i_{l-1}, i_{l}\right)\right] \frac{\left(\lambda^{z}\right)^{n}}{z^{k_{1}+\cdots+k_{n}}} \phi^{z}(i), \quad n=1,2, \ldots \tag{6.21}
\end{align*}
$$

The relations (6.17) and (6.21) now imply that

$$
\begin{align*}
E & {\left[I[n<\tau] z^{X_{n}} \phi^{z}\left(Y_{n}\right)\left[z / \lambda^{z}\right]^{n} \mid X_{0}=x, Y_{0}=i\right] } \\
& =\sum_{\vec{k} \in K_{n}(x)} z^{x} \sum_{i \in \mathscr{S}^{n}} \frac{z^{k_{1}+\cdots+k_{n}}}{\left(\lambda^{z}\right)^{n}} \phi^{z}\left(i_{n}\right) P\left[A_{l}=k_{l}, Y_{l}=i_{l}, 1 \leqslant l \leqslant n \mid X_{0}=x, Y_{0}=i\right] \\
& =\sum_{\tilde{k} \in K_{n}(x)} \sum_{i \in \mathscr{P}^{n}}\left[\prod_{l=1}^{n} \Theta_{k_{l}}^{z}\left(i_{l-1}, i_{l}\right)\right] z^{x} \phi^{z}(i) \\
& =P^{z}\left[\tilde{X}_{l} \neq 0,1 \leqslant l \leqslant n \mid \tilde{X}_{0}=x, \tilde{Y}_{0}=i\right] z^{x} \phi^{z}(i) \\
& =P^{z}\left[n<\tilde{\tau} \mid \tilde{X}_{0}=x, \tilde{Y}_{0}=i\right] z^{x} \phi^{z}(i), \quad n=0,1, \ldots, \tag{6.22}
\end{align*}
$$

by straightforward arguments using the definition of the r.v.'s $\tau$ and $\tilde{\tau}$, and the Markov property of the sequences $\left\{\left(X_{n}, Y_{n}\right), n=0,1, \ldots\right\}$ and $\left\{\left(\tilde{X}_{n}, \tilde{Y}_{n}\right), n=\right.$ $0,1, \ldots\}$.

For $z$ in the interval $\left(0, z^{*}\right) \cup(0,1]$, define the $L \times L$ matrix $Q^{z}$ with entries given by

$$
\begin{equation*}
Q^{z}(i, j):=\sum_{k=0}^{\infty} \Theta_{k}^{z}(i, j)=\frac{\left(T^{z}\right)(i, j) \phi^{z}(j)}{\lambda^{z} \phi^{z}(i)}, \quad 1 \leqslant i, j \leqslant L \tag{6.23}
\end{equation*}
$$

This matrix $Q^{z}$ is a stochastic matrix as a consequence of (3.13).
Lemma 6.4. For every $z$ in the interval $\left(0, z^{*}\right) \cup(0,1]$, the stochastic matrix $Q^{z}$ has an invariant measure $\gamma^{z}$ given by

$$
\begin{equation*}
\gamma^{z}(i):=\frac{\phi^{z}(i) \psi^{z}(i)}{\sum_{j=1}^{L} \phi^{z}(j) \psi^{z}(j)}, \quad 1 \leqslant i \leqslant L . \tag{6.24}
\end{equation*}
$$

Proof. Indeed, since each one of the components of the vectors $\phi^{2}$ and $\psi^{*}$ are strictly positive, so are the components of the vector $\gamma^{z}$. Moreover, for every $1 \leqslant j \leqslant L$,

$$
\begin{align*}
\sum_{i=1}^{L} \phi^{z}(i) \psi^{z}(i) Q^{z}(i, j) & =\sum_{i=1}^{L} \phi^{z}(i) \psi^{z}(i) \frac{\phi^{z}(j)}{\lambda^{z} \phi^{z}(i)}\left(T^{z}\right)(i, j) \\
& =\left[\sum_{i=1}^{L} \psi^{z}(i)\left(T^{z}\right)(i, j)\right]\left[\frac{\phi^{z}(j)}{\lambda^{z}}\right]=\phi^{z}(j) \psi^{z}(j), \tag{6.25}
\end{align*}
$$

where the second equality in (6.25) follows from the eigenvalue property (3.13).
All the elements are now present to give a discussion of Theorem 6.1.

Proof of Theorem 6.1. A closer inspection of the proof of Theorem 4.3 quickly reveals that on the interval $\left(0, z^{*}\right) \cup(0,1]$, under the extended conditions of Theorem 6.1, both (4.11) and (4.14) always hold, but the key limit (4.13) will fail to hold in
general and the balance equation of Theorem 4.3 may not be valid. As a direct consequence of Lemma 6.3, the convergence

$$
\begin{equation*}
\lim _{n} E\left[\left.I[n<\tau] z^{X_{n}}\left[\frac{z}{\lambda^{z}}\right]^{n} \phi_{z}\left(Y_{n}\right) \right\rvert\, \mathscr{F}_{0}\right]=0 \quad \text { P- a.s. } \tag{6.26}
\end{equation*}
$$

takes place if and only if

$$
\begin{equation*}
\lim _{n} P^{2}\left\lfloor n<\tilde{\tau} \mid \tilde{\mathscr{F}}_{0}\right\rfloor=0 \quad P^{z} \text {-a.s. } \tag{6.27}
\end{equation*}
$$

By Theorem 4.6, applied to $P^{2}$ in place of $P$, it follows that the convergence (6.27) takes place if and only if the appropriate version of the condition $\rho \leqslant 1$ holds. Upon making use of (4.2)-(4.3), it is simple matter to check that the relevant condition is

$$
\begin{equation*}
\alpha^{z}=\sum_{i=1}^{L} \gamma_{z}(i) \sum_{k=0}^{\infty} k \sum_{j=1}^{L} \Theta_{k}^{z}(i, j) \leqslant 1 . \tag{6.28}
\end{equation*}
$$

To get the condition (6.2) from (6.28), observe that $\alpha^{z}$ can be evaluated as

$$
\begin{align*}
& \left.\sum_{i=1}^{L} \phi^{z}(i) \psi^{z}(i) \sum_{j=1}^{L} \sum_{k=0}^{\infty}\left[z^{k} k \frac{\phi^{z}(j)}{\phi^{z}(i)} \frac{1}{\lambda^{z}} P\left[A_{1}=k, Y_{1}=j \mid \tilde{Y}_{0}=i\right)\right]\right] \\
& \quad=\sum_{i=1}^{L} \sum_{j=1}^{N} \psi^{z}(i) E\left[\left(A_{1}-1\right) z^{A_{1}} I\left[\left(Y_{1}=j\right)\right] \mid \tilde{Y}_{0}=i\right] \frac{\phi^{z}(j)}{\lambda^{z}} \\
& \quad=\psi^{z}\left(z \frac{\mathrm{~d} T^{z}}{\mathrm{~d} z}\right) \phi^{z} / \lambda^{z} . \tag{6.29}
\end{align*}
$$

The end of the proof is now very similar to the proof of Theorem 4.3. First notice that for $0<z<z^{*}$, the r.v.'s

$$
\begin{equation*}
z^{X_{n \wedge \tau}}\left[z / \lambda^{z}\right]^{n \wedge \tau} \phi^{z}\left(Y_{n \wedge \tau}\right), \quad n=0,1, \ldots, \tag{6.30}
\end{equation*}
$$

also form an integrable $\mathscr{F}_{n}$-martingale owing to Theorem 3.3, so that (4.11) holds without modification for $0<z<z^{*}$.

The next corollary investigates the case where condition (6.2) is not satisfied.

Corollary 6.5. Fix $z$ in the interval $\left(0, z^{*}\right) \cup(0,1]$. If

$$
\begin{equation*}
\psi^{z}\left[\frac{\mathrm{~d}}{\mathrm{~d} z} T^{z}\right] \phi^{z}>\frac{\lambda_{z}}{z}, \tag{6.31}
\end{equation*}
$$

then (6.1) has to be replaced by the relation

$$
\begin{equation*}
E\left[I[\tau<\infty] \phi^{z}\left(Y_{\tau}\right)\left[z / \lambda^{z}\right]^{\tau} \mid \mathscr{F}_{0}\right]=z^{X_{0}} \phi^{z}\left(Y_{0}\right)-P^{z}\left[\tilde{\tau}=\infty \mid \tilde{\mathscr{F}}_{0}\right] \tag{6.32}
\end{equation*}
$$

where $P^{z}, \tilde{\mathscr{F}}_{0}$ and $\tilde{\tau}$ are respectively defined by (6.10), (6.9) and (6.13).

Proof. If condition (6.2) is not satisfied, the limit given in (6.27) does not hold and has to be replaced by

$$
\begin{equation*}
\lim _{n} P^{z}\left[n<\tilde{\tau} \mid \tilde{\mathscr{F}}_{0}\right]=P^{z}\left[\tilde{\tau}=\infty \mid \tilde{\mathscr{F}}_{0}\right] \quad P^{z} \text {-a.s. } \tag{6.33}
\end{equation*}
$$

This completes the proof of (6.32) when letting $n$ go to $\infty$ in (4.11).

## 7. The martingales associated with the reflected process

In this section, several sequences associated with the reflected process $\left\{\left(X_{n}^{\circ}, Y_{n}^{\circ}\right), n=\right.$ $0,1, \ldots\}$ are shown to be $\mathscr{F}_{n}^{\circ}$-martingales. Their usefulness becomes apparent when analyzing other and more elaborate stopping times than the busy period, and when studying the transient and stationary statistics. Some of the proofs are very similar to those of Section 3 and are therefore omitted for the sake of brevity.

For $0<z<z^{*}$, the $\mathbb{R}^{1 \times L}$-valued r.v.'s $\left\{C_{n}^{z}, n=0,1, \ldots\right\}$ are defined componentwise by

$$
\begin{equation*}
C_{n}^{z}(i):=I\left[Y_{n}^{\circ}=i\right] z^{X_{n}^{\circ}}, \quad 1 \leqslant i \leqslant L, n=0,1, \ldots, \tag{7.1}
\end{equation*}
$$

and the $L \times L$ matrices $\left\{S_{n}^{z}, n=0,1, \ldots\right\}$ are defined by

$$
\begin{equation*}
S_{n}^{z}:=I\left[X_{n}^{\circ} \neq 0\right](1 / z) I_{L}+I\left[X_{n}^{\circ}=0\right] Q, \quad n=0,1, \ldots \tag{7.2}
\end{equation*}
$$

Both r.v.'s $C_{n}^{z}$ and $S_{n}^{z}$ are $\mathscr{F}_{n}^{\circ}$-measurable.
Proposition 7.1. Fix $0<z<z^{*}$. Under the foregoing assumptions, if the r.v. $z^{=}$is integrable, then the r.v.'s $\left\{C_{n}^{z}, n=0,1, \ldots\right\}$ are all integrable and satisfy the relation

$$
\begin{equation*}
E\left[C_{n+1}^{z} \mid \mathscr{F}_{n}^{\circ}\right]=C_{n}^{z} S_{n}^{z} T^{z}, \quad n=0,1, \ldots \tag{7.3}
\end{equation*}
$$

Proof. The integrability is handled as in Proposition 3.1. In order to get (7.3), observe that

$$
\begin{align*}
E\left[C_{n+1}^{z}(j) \mid \mathscr{F}_{n}^{\circ}\right] & =E\left[I\left[Y_{n+1}^{\circ}=j\right] z^{X_{n}^{\circ}+A_{n+1}^{\circ}-I\left[X_{n}^{\circ} \neq 0\right]} \mid \mathscr{F}_{n}^{\circ}\right] \\
& =z^{X_{n}^{\circ}-I\left[X_{n}^{\circ} \neq 0\right]} E\left[I\left[Y_{n+1}^{\circ}=j\right] z^{A_{n+1}^{\circ}} \mid \mathscr{F}_{n}^{\circ}\right], \quad n=0,1, \ldots \tag{7.4}
\end{align*}
$$

Substitution of (2.10) into (7.4) and use of the definition of the matrix $S_{n}^{z}$ readily imply that

$$
\begin{align*}
E\left[C_{n+1}^{z}(j) \mid \mathscr{F}_{n}^{\circ}\right] & =z^{X_{n}^{\circ}\left\{I\left[X_{n}^{\circ} \neq 0\right] \frac{1}{z} T^{z}\left(T_{n}^{\circ}, j\right)+I\left[X_{n}^{\circ}=0\right]\left(Q T^{z}\right)\left(Y_{n}^{\circ}, j\right)\right\}} \\
& =z^{X_{n}^{\circ}\left(S_{n}^{z} T^{z}\right)\left(Y_{n}^{\circ}, j\right), \quad n=0,1, \ldots} \tag{7.5}
\end{align*}
$$

The conclusion (7.3) is now immediate from (7.5).

### 7.1. The invertible case

Assume the matrix $T^{z}$ to be invertible for $0<z<z^{*}$. In that case, since the matrix $Q$ is always invertible by (5.3), the product matrix $S_{n}^{z} T^{z}$ is invertible, with corresponding inverse matrix $R_{n}^{2}$ given by

$$
\begin{equation*}
R_{n}^{z}:=\left(S_{n}^{z} T^{z}\right)^{-1}=I\left[X_{n}^{\circ} \neq 0\right] z\left(T^{z}\right)^{-1}+I\left[X_{n}^{\circ}=0\right]\left(Q T^{z}\right)^{-1}, \quad n=0,1, \ldots \tag{7.6}
\end{equation*}
$$

The $\mathscr{F}_{n}^{\circ}$-measurable matrices $\left\{\Pi_{n}^{z}, n=-1,0, \ldots\right\}, 0<z \leqslant 1$, are now defined by

$$
\begin{equation*}
\Pi_{n}^{z}:=\prod_{k=n}^{0} R_{n}^{z}=R_{n}^{z} \cdots R_{1}^{z} R_{0}^{z}, \quad n=0,1, \ldots \tag{7.7}
\end{equation*}
$$

with the convention $\pi_{-\infty}^{z}=I_{L}$.

Theorem 7.2. Fix $0<z<z^{*}$ and assume the r.v. $z^{\Xi}$ to be integrable. If $T^{z}$ is invertible, the $\mathbb{R}^{1+L}$-valued r.v.'s $\left\{\tilde{N}_{n}^{z}, n=0,1, \ldots\right\}$ given by

$$
\begin{equation*}
\tilde{N}_{n}^{z}:=C_{n}^{z} \Pi_{n-1}^{z}, \quad n=0,1, \ldots, \tag{7.8}
\end{equation*}
$$

form an integrable $\mathscr{F}_{n}^{\circ}$-martingale sequence.

Proof. It is easily seen by induction that each entry of the matrix $\Pi_{n}^{z}$ is bounded from above and from below by some (non-random) constants. The stated integrability property now follows immediately from the integrability of the r.v.'s $\left\{C_{n}^{z}, n=\right.$ $0,1, \ldots\}$ established in Proposition 7.1.

The $\mathscr{F}_{n}^{\circ}$-measurability of the matrix $\Pi_{n}^{z}$ and Proposition 7.1 readily imply that

$$
\begin{equation*}
E\left[\tilde{N}_{n+1}^{z} \mid \mathscr{F}_{n}^{\circ}\right]=E\left[C_{n+1}^{z} \mid \mathscr{F}_{n}^{\circ}\right] \Pi_{n}^{z}=C_{n}^{z} S_{n}^{z} T^{z} \Pi_{n}^{z}, \quad n=0,1, \ldots \tag{7.9}
\end{equation*}
$$

On the other hand, the very definition of the matrices $R_{n}^{z}$ and $\Pi_{n}^{z}$ yields the identity

$$
\begin{equation*}
S_{n}^{z} T^{z} \Pi_{n}^{z}=S_{n}^{z} T^{z} R_{n}^{z} \Pi_{n-1}^{z}=\Pi_{n-1}^{z}, \quad n=0,1, \ldots, \tag{7.10}
\end{equation*}
$$

and the martingale property is now immediate from (7.9) and (7.10).

### 7.2. The general case

In the general case, postmultiplication of (7.3) by the column vector $\phi^{z}$ defined in Section 3.2 leads to the conclusion that

$$
\begin{align*}
E\left[C_{n+1}^{z} \phi^{z} \mid \mathscr{F}_{n}^{\circ}\right] & =C_{n}^{z} S_{n}^{z} T^{z} \phi^{z}=\lambda^{z} C_{n}^{z} S_{n}^{z} \phi^{z} \\
& =\lambda^{z} z^{X_{n}^{\circ}}\left(S_{n}^{z} \phi^{z}\right)\left(Y_{n}^{o}\right), \quad n=0,1, \ldots \tag{7.11}
\end{align*}
$$

On the other hand, it is plain that
so that

$$
\begin{align*}
E\left[z^{X_{n+1}^{\circ}} \phi^{z}\left(Y_{n+1}^{\circ}\right) \mid \mathscr{F}_{n}^{\circ}\right] & =\lambda^{z} z^{X_{n}^{\circ}}\left(S_{n}^{z} \phi^{z}\right)\left(Y_{n}^{\circ}\right) \\
& =\left[\frac{\lambda^{z}\left(S_{n}^{z} \phi^{z}\right)\left(Y_{n}^{\circ}\right)}{\phi^{z}\left(Y_{n}^{\circ}\right)}\right] z^{X_{n}^{\circ}} \phi^{z}\left(Y_{n}^{\circ}\right), \quad n=0,1, \ldots \tag{7.13}
\end{align*}
$$

This last relation suggests introducing the $\mathscr{F}_{n}^{\circ}$-adapted $\mathbb{R}$-valued r.v.'s $\left\{N_{n}^{z}, n=\right.$ $0,1, \ldots\}$ given by

$$
\begin{equation*}
N_{n}^{z}=z^{X_{n}^{\circ}} \phi^{z}\left(Y_{n}^{\circ}\right)\left[\prod_{k=0}^{n-1} \frac{\lambda^{z}\left(S_{k}^{z} \phi^{z}\right)\left(Y_{k}^{\circ}\right)}{\phi^{z}\left(Y_{k}^{\circ}\right)}\right]^{-1}, \quad n=1,2, \ldots, \tag{7.14}
\end{equation*}
$$

with

$$
\begin{equation*}
N_{0}^{z}=z^{X_{n}^{\circ}} \phi^{z}\left(Y_{0}^{\circ}\right) \tag{7.15}
\end{equation*}
$$

That the r.v.'s $\left\{N_{n}^{z}, n=0,1, \ldots\right\}$ are well defined is an easy consequence of the strict positivity properties of the eigenpair $\left(\lambda^{z}, \phi^{z}\right)$. It is also convenient at this point to observe that for all $1 \leqslant i \leqslant L$,

$$
\begin{align*}
\frac{\lambda^{z}\left(S_{n}^{z} \phi^{z}\right)(i)}{\phi^{z}(i)} & =I\left[X_{n}^{\circ} \neq 0\right] \frac{\lambda^{z}}{z}+I\left[X_{n}^{\circ}=0\right]\left[\frac{\lambda^{z}\left(Q \phi^{z}\right)(i)}{\phi^{2}(i)}\right]  \tag{7.16}\\
& =\left[\frac{\lambda^{z}}{z}\right]^{I\left[X_{n}^{\circ} \neq 0\right]}\left[\frac{\lambda^{z}\left(Q \phi^{z}\right)(i)}{\phi^{z}(i)}\right]^{I\left[X_{n}^{\circ}=0\right]}  \tag{7.17}\\
& =\frac{\lambda^{z}}{z}\left[\frac{z\left(Q \phi^{z}\right)(i)}{\phi^{z}(i)}\right]^{I\left[X_{n}^{\circ}=0\right]}>0, \quad n-0,1, \ldots, \tag{7.18}
\end{align*}
$$

where the strict positivity is a consequence of the fact that $Q$ is a stochastic matrix.
The next result parallels Theorem 7.2.

Theorem 7.3. Fix $0<z<z^{*}$. If the r.v. $z^{\Xi}$ is integrable, then the $\mathbb{R}$-valued r.v.'s $\left\{N_{n}^{z}, n=0,1, \ldots\right\}$ form a positive integrable $\mathscr{F}_{n}^{\circ}$-martingale.

Proof. For every $n=0,1, \ldots$, the relation

$$
\begin{equation*}
\left[\prod_{0 \leqslant k<n} \frac{\lambda^{z}\left(S_{k}^{z} \phi^{z}\right)\left(Y_{k}^{\circ}\right)}{\phi^{2}\left(Y_{k}^{\circ}\right)}\right]^{-1}=\left[\frac{z}{\lambda^{z}}\right]^{n} \prod_{0 \leqslant k<n}\left[\frac{\phi^{z}\left(Y_{k}^{\circ}\right)}{z\left(Q \phi^{z}\right)\left(Y_{k}^{\circ}\right)}\right]^{I\left[X_{k}^{\circ}=01\right.} \tag{7.19}
\end{equation*}
$$

is an immediate consequence of (7.18), and the r.v.'s $\left\{N_{n}^{z}, n=0,1, \ldots\right\}$ thus take the alternate form

$$
\begin{equation*}
N_{n}^{z}=z^{X_{n}^{\circ} \phi^{z}\left(Y_{n}^{\circ}\right)\left[\frac{z}{\lambda^{z}}\right]^{n} \prod_{0 \leqslant k<n}\left[\frac{\phi^{z}\left(Y_{k}^{\circ}\right)}{z\left(Q \phi^{z}\right)\left(Y_{k}^{\circ}\right)}\right]^{I\left[X_{k}^{\circ}=0\right]}, \quad n=0,1, \ldots . . . . . . . . .} \tag{7.20}
\end{equation*}
$$

The matrix $Q$ having all its entries positive, the bounds

$$
\begin{equation*}
0<\frac{\phi^{z}\left(Y_{n}^{\circ}\right)}{z\left(Q \phi^{z}\right)\left(Y_{n}^{\circ}\right)} \leqslant \frac{b^{z}}{z}, \quad n=0,1, \ldots, \tag{7.21}
\end{equation*}
$$

are readily obtained, where the constant $b^{2}$ is defined by

$$
\begin{equation*}
b^{z}=\max _{1 \leqslant i \leqslant L}\left[\frac{\phi^{z}(i)}{\left(Q \phi^{z}\right)(i)}\right], \quad 0<z<z^{*} . \tag{7.22}
\end{equation*}
$$

Consequently,

$$
\begin{align*}
0<N_{n}^{z} & \leqslant z^{X_{n}^{\circ}} \phi^{z}\left(Y_{n}^{\circ}\right)\left[z / \lambda^{z}\right]^{n}\left[b^{z} / z\right]^{\Sigma_{0 \leq K<n} I\left[X_{k}^{\circ}=0\right]}  \tag{7.23}\\
& \leqslant z^{X_{n}^{\circ}} \max _{1 \leqslant i \leqslant L} \phi^{z}(i)\left[z / \lambda^{z}\right]^{n}\left[\max \left\{1, b^{z} / z\right\}\right]^{n}, \quad n=0,1, \ldots, \tag{7.24}
\end{align*}
$$

on the range $0<z<z^{*}$, so that the integrability of the r.v.'s $\left\{N_{n}^{z}, n=0,1, \ldots\right\}$ immediately follows from the integrability of the r.v.'s $\left\{z^{X^{\circ}}, n=0,1, \ldots\right\}$ which was established in the proof of Proposition 7.1.

The r.v.'s

$$
\begin{equation*}
\frac{\lambda^{z}\left(S_{k}^{z} \phi^{z}\right)\left(Y_{k}^{\circ}\right)}{\phi^{z}\left(Y_{k}^{\circ}\right)}, \quad 0 \leqslant k \leqslant n, \tag{7.25}
\end{equation*}
$$

being all $\mathscr{F}_{n}^{\circ}$-measurable, use of (7.13) and (7.20) leads to

$$
\begin{align*}
E\left[N_{n+1}^{z} \mid \mathscr{F}_{n}^{\circ}\right] & =E\left[\left.\phi^{z}\left(Y_{n+1}^{\circ}\right) z^{X_{n+1}^{\circ}}\left[\prod_{k=0}^{n} \frac{\lambda^{z}\left(S_{k}^{z} \phi^{z}\right)\left(Y_{k}^{\circ}\right)}{\phi^{z}\left(Y_{k}^{\circ}\right)}\right]^{-1} \right\rvert\, \mathscr{F}_{n}^{\circ}\right]  \tag{7.26}\\
& =\phi_{z}\left(Y_{n}^{\circ}\right) z^{X_{n}^{\circ}}\left[\prod_{k=0}^{n-1} \frac{\lambda^{z}\left(S_{k}^{z} \phi^{z}\right)\left(Y_{k}^{\circ}\right)}{\phi^{z}\left(Y_{k}^{\circ}\right)}\right]^{-1}=N_{n}^{z}, \quad n=0,1, \ldots, \tag{7.27}
\end{align*}
$$

and the martingale property is established.

Several other conservation laws can be obtained from these new martingales. The simplest of these relations reads

$$
\begin{align*}
& E\left[\phi^{z}\left(Y_{n}^{\circ}\right) z^{X_{n}^{\circ}}\left[\frac{z}{\lambda^{z}}\right]^{n} \prod_{0 \leqslant k<n}\left[\frac{\phi^{z}\left(Y_{k}^{\circ}\right)}{z\left(Q \phi^{z}\right)\left(Y_{k}^{\circ}\right)}\right]^{I\left[X_{k}^{\circ}=0\right]}\right] \\
& \quad=E\left[z^{X_{0}^{\circ}} \phi^{z}\left(Y_{0}^{\circ}\right)\right], \quad n=0,1, \ldots, \tag{7.28}
\end{align*}
$$

and follows immediately from the identity $E\left[N_{n}^{z}\right]=E\left[N_{0}^{z}\right]$ and from (7.19). The relation (7.28) establishes a general conservation between the state r.v.'s ( $X_{n}^{\circ}, Y_{n}^{\circ}$ ) and the total time spent in an empty queue up to time $n$. Similar relations can be derived for various stopping times such as the second time the queue empties or the first time a given threshold is reached. This line of investigation will not be pursued here for the sake of brevity.

### 7.3. Stationary and transient distributions

The martingales introduced so far are now used to show how the computation of the stationary and transient distributions can in fact be obtained via basic theorems on Markov-renewal processes. This approach generalizes what was done in [2], where the authors computed the Pollaczek-Khinchine function and the transient distribution of the $\mathrm{M} / \mathrm{GI} / 1$ queue via simple arguments from renewal theory.

Let $\sigma$ be a finite $\mathscr{F}_{n}^{\circ}$-stopping time and let $\nu(\sigma)$ be the $\mathscr{F}_{n}^{\circ}$-stopping time $\nu(\sigma):=\inf \left\{n>\sigma: X_{n}^{\circ}=0\right\}$
with the usual convention $\nu(\sigma)-\infty$ if the defining set is empty.

Theorem 7.4. If $\rho \leqslant 1$, the relation

$$
\begin{align*}
& E\left[I[\sigma<\infty, \nu(\sigma)<\infty]\left[z / \lambda^{z}\right]^{\nu(\sigma)-\sigma} \phi^{z}\left(Y_{\nu(\sigma)}^{\circ}\right) \mid \mathscr{F}_{\sigma}^{\circ}\right] \\
& \quad=I[\sigma<\infty] z^{X_{\sigma}^{\circ} \phi^{z}\left(Y_{\sigma}^{\circ}\right)\left[\frac{z\left(Q \phi^{z}\right)\left(Y_{\sigma}^{\circ}\right)}{\phi^{z}\left(Y_{\sigma}^{\circ}\right)}\right]^{\left[X_{\sigma}^{\circ}=0\right]}} \quad \text { P-a.s. } \tag{7.29}
\end{align*}
$$

holds for all $0<z<1$.

Proof. In view of the strong Markov property and the time homogeneity, it suffices to establish (7.29) for $\sigma=0$. To that end apply the Optional Sampling Theorem [11] to the martingale $\left\{N^{z}(n), n=0,1, \ldots\right\}$ defined in (7.14) with the stopping times 0 and $\nu(0) \wedge n$. The relation

$$
\begin{align*}
E[ & \left.I[n<\nu(0)] z^{X_{n}^{\circ}} \phi^{z}\left(Y_{n}^{\circ}\right)\left[z / \lambda^{z}\right]^{n} \mid \mathscr{F}_{0}^{\circ}\right] \\
& +E\left[I[\nu(0) \leqslant n] \phi^{z}\left(Y_{\nu(0)}^{\circ}\right)\left[z / \lambda^{z}\right]^{\nu(0)} \mid \mathscr{F}_{0}^{\circ}\right] \\
= & z^{X_{0}^{\circ} \phi^{2}\left(Y_{0}^{\circ}\right)\left[\frac{z\left(Q \phi^{z}\right)\left(Y_{0}^{\circ}\right)}{\phi^{z}\left(Y_{0}^{\circ}\right)}\right]^{I\left[X_{0}^{\circ}=0\right]}, \quad n=0,1, \ldots,} \tag{7.30}
\end{align*}
$$

is then seen to hold, and (7.29) follows from (7.30) upon using the same limiting arguments as in the proof of Theorem 4.3.

Let $\left\{\nu_{n}, n=0,1, \ldots\right\}$ be the sequence of $\mathscr{F}_{n}^{\circ}$-stopping times defined by the recursion

$$
\begin{equation*}
\nu_{n+1}=\nu\left(\nu_{n}\right), \quad n=0,1, \ldots, \tag{7.31}
\end{equation*}
$$

with $\nu_{0}=0$. With $\sigma=0$, the arguments of Corollary 4.4 applied to (7.29) imply

$$
\begin{equation*}
P\left[\nu_{1}<\infty \mid \mathscr{F}_{0}^{\circ}\right]=1 \quad P \text {-a.s. } \tag{7.32}
\end{equation*}
$$

Lemma 7.5. If $\rho \leqslant 1$, the r.v.'s $\left\{\left(Y_{\nu_{v}}^{\sim}, \nu_{n}\right), n=1,2, \ldots\right\}$ form $a$ (possibly delayed) recurrent Markov-renewal process. This process is recurrent positive if $\rho<1$ provided $\dot{\phi}^{1}$ is finite.

Proof. It is plain from the Markov property that for all $n=0,1, \ldots$, the r.v.'s $\left\{Y_{\nu(n+1)}^{\circ}, \nu_{n+1}-\nu_{n}\right\}$ and the $\sigma$-field $\mathscr{F}_{\nu_{n}}^{\circ}$ are conditionally independent given the r.v. $Y_{\nu_{n}}^{\circ}$. This completes the proof of the Markov-renewal property. Moreover this Markov-renewal process will be delayed if and only if $\Xi=0 P$-a.s. For $\rho \leqslant 1$, the recurrence property is an immediate consequence of (7.32). The proof of the positive recurrence property is as in Theorem 4.9.

The forward recurrence times $\{\tau(n), n=0,1, \ldots\}$ of the recurrent renewal process $\left\{\nu_{n}, n=0,1,2, \ldots\right\}$ are defined by

$$
\tau(n)=\left\{\begin{array}{ll}
\inf \left\{m \geqslant 0: X_{n+m}^{\circ}=0\right\} & \text { if this set is non empty, }  \tag{7.33}\\
\infty & \text { otherwise },
\end{array} \quad n=0,1, \ldots\right.
$$

The generating function of the number $X_{n}^{\circ}$ of customers at the $n$th service completion is related to the generating function of the forward recurrence time $\tau(n)$ in a very simple way. This key relationship is provided in the next theorem.

Theorem 7.6. Assume $\rho \leqslant 1$. For all $0<z \leqslant 1$, the relation

$$
\begin{equation*}
E\left[z^{X_{n}^{\circ}} \phi_{i}^{z}\left(Y_{n}^{\circ}\right)\right]=E\left[\left[z / \lambda_{i}^{z}\right]^{\tau(n)} \phi_{i}^{z}\left(Y_{n+\tau(n)}^{\circ}\right)\right], \quad n=0,1, \ldots, \tag{7.34}
\end{equation*}
$$

holds true for all $1 \leqslant i \leqslant L$ such that $\lambda_{i}^{z} \neq 0$ and $\left|z / \lambda_{i}^{z}\right|<1$.

Proof. In view of the homogeneity property, the martingale relations (4.45) readily yield the identity

$$
\begin{equation*}
E\left[I[\tau(n)<\infty] \phi_{i}^{z}\left(Y_{n+\tau(n)}^{\circ}\right)\left[z / \lambda_{i}^{z}\right]^{\tau(n)} \mid \mathscr{F}_{n}^{\circ}\right]=z^{X_{n}^{\circ}} \phi_{i}^{z}\left(Y_{n}^{\circ}\right) \tag{7.35}
\end{equation*}
$$

whenever $\lambda_{i}^{2} \neq 0,1 \leqslant i \leqslant L$, and the relation (7.34) follows by taking expectations on both sides of (7.35).

Various generating functions pertaining to the transient and stationary distributions of the queue size process can now receive a very simple interpretation in terms of the generating function of the forward recurrence times defined in (7.33). To that end, for every $z$ in $\mathbb{R}$ such that $0<z<1$, set

$$
\begin{equation*}
g_{n}(j, z):=E\left[I\left[Y_{n}^{\circ}=j\right] z^{X_{n}^{\circ}}\right], \quad 1 \leqslant j \leqslant L, n=0,1, \ldots \tag{7.36}
\end{equation*}
$$

With this notation, Theorem 7.6 can be rephrased as follows.

Corollary 7.7. For all $z$ in $\mathbb{R}$ such that $0<z<1$, the linear relation

$$
\begin{equation*}
\sum_{j=1}^{L} g_{n}(j, z) \phi_{i}^{z}(j)=E\left[\left[\frac{z}{\lambda_{i}^{z}}\right]^{\tau(n)} \phi_{i}^{z}\left(Y_{n+\tau(n)}^{\circ}\right)\right], \quad n=0,1, \ldots, \tag{7.37}
\end{equation*}
$$

holds for all $1 \leqslant i \leqslant L$ such that $\lambda_{i}^{z} \neq 0$ and $\left|z / \lambda_{i}^{z}\right|<1$.

In other words, the generating functions of interest (7.36) - be it in the transient or stationary regime - satisfy the system (7.37) of linear equations where the (possibly complex-valued) known parameters of the left-hand side are the eigenvectors of the matrix $T^{z}$, or equivalently of the matrix $H^{z}$, and those in the right-hand side are given by the statistics of the Markov-renewal process defined in Lemma 7.5.

### 7.4. Remarks on the system (7.37)

Although it is beyond the scope of this paper to provide a complete analytical characterization of the generating functions (7.36), some brief comments are in order concerning the computational issues associated with the linear system of Corollary 7.7.
(i) Computation of the right-hand side of (7.37): The first question concerns the computation of the stationary or transient statistics of the Markov-renewal process showing up in the right-hand side of (7.37). This can be obtained within the existing martingale framework as follows. Indeed the martingale which was defined in (7.14) - upon applying the Optional Sampling Theorem - can be used to derive the relation

$$
\begin{equation*}
E\left[\phi^{z}\left(Y_{\nu_{n+1}}^{\circ}\right)\left[z / \lambda^{z}\right]^{\nu_{n+1}-\nu_{n}}\right]=E\left[z\left(Q \phi^{z}\right)\left(Y_{\nu_{n}}^{\circ}\right)\right], \quad n=1,2, \ldots \tag{7.38}
\end{equation*}
$$

Again, this relation extends to the other eigenvalues provided certain non-degeneracy conditions hold, i.e.,

$$
\begin{equation*}
E\left[\phi_{i}^{z}\left(Y_{\nu_{n+1}}^{\circ}\right)\left[z / \lambda_{i}^{z}\right]^{\nu_{n+1}-v_{n}}\right]=E\left[z\left(Q \phi_{i}^{z}\right)\left(Y_{\nu_{n}}^{\circ}\right)\right], \quad n=1,2, \ldots, \tag{7.39}
\end{equation*}
$$

for all $1 \leqslant i \leqslant L$.
In analogy with Theorem 5.4 , let $f(j, u)$ be the stationary generating function

$$
\begin{equation*}
f(j, u):=E\left[u^{\nu_{n+1}-\nu_{n}} I\left[Y_{\nu_{n+1}}^{\circ}=j\right]\right], \quad 1 \leqslant j \leqslant L, \quad n=1,2, \ldots, \tag{7.40}
\end{equation*}
$$

for $u$ in the interval $(0,1]$. Under the assumptions of Section 5.3, (7.39) implies

$$
\begin{equation*}
\sum_{j=1}^{L} f(j, u) \phi_{i}^{z_{i}(u)}(j)=z_{i}(u) \sum_{j=1}^{L} f(j, 1)\left(Q \phi_{i}^{z_{i}(u)}\right)(j), \quad 1 \leqslant i \leqslant L \tag{7.41}
\end{equation*}
$$

where the notation of Lemma 5.3 has been used. We get hence a linear system for the constants $f(j, 1), 1 \leqslant j \leqslant L$, by letting $u$ go to 1 in (7.41). Observe that the equation associated to the largest eigenvalue is degenerate. However we have the additional linear normalization equation stating that $\sum_{j=1}^{L} f(j, 1)=1$. Then, the evaluation of the functions $f(j, u)$ follows the same lines as in Theorem 5.4.
(ii) Non-singularity of the system (7.37): It is natural to wonder whether the rank of the system (7.37) is sufficient to determine the scalars $g_{n}(j, z), 1 \leqslant j \leqslant L$, unambiguously. The following lemma provides a simple sufficient condition for this to happen.

Lemma 7.8. If the infinitesimal generator $\mathscr{I}$ of the continuous-time Markov process $\{Y(t), t \geqslant 0\}$ describing the environment process is diagonalizable, and if the Laplace
transform $S^{*}$ has no finite zero in the right half complex plane, then there exists a real number $z_{0}$ in $(0,1)$ such that the linear system (7.37) has a unique solution in a real neighborhood of $z_{0}$.

Proof. In view of Lemma 5.2, it is plain that the condition on $S^{*}$ implies that all the eigenvalues of $T^{z}$ are non-zero, and that $\left|z / \lambda_{i}^{z}\right|<1,1 \leqslant j \leqslant L$, for $z$ in a complex neighborhood of 0 . As a result, (7.37) holds for all $1 \leqslant i \leqslant L$ and at least for all $z$ in a right neighborhood of 0 .

With the notation of Section 6.2, it is easily seen that this infinitesimal generator $\mathscr{I}$ is given by

$$
\begin{equation*}
\mathscr{F}=M(P-I)=H^{1} . \tag{7.42}
\end{equation*}
$$

The assumption that $\mathscr{I}$ is diagonalizable implics that its eigenvectors, namely $\phi_{i}^{1}, 1 \leqslant i \leqslant L$, form a basis of $\mathbb{C}^{L+1}$. Hence the vectors $\phi_{i}^{z}, 1 \leqslant i \leqslant L$, form a basis of $\mathbb{C}^{L \times 1}$ for all $z$ in $\mathbb{C}$ such that $|z|<z^{*}$, but for isolated singularities. Indeed, by construction, the coordinates $\phi_{i}^{2}(j), 1 \leqslant i, j \leqslant L$, of the eigenvectors of the matrix $H^{z}$ are algebraic functions of the parameter $z$, so that the determinant $\Delta^{z}$ of the matrix $U^{z}$ given by

$$
U^{z}:=\left(\begin{array}{cccc}
\phi_{1}^{z}(1) & \phi_{2}^{z}(1) & \cdots & \phi_{L}^{z}(1)  \tag{7.43}\\
\phi_{1}^{z}(2) & \phi_{2}^{z}(2) & \cdots & \phi_{L}^{z}(2) \\
\vdots & \vdots & & \vdots \\
\phi_{1}^{z}(L-1) & \phi_{2}^{z}(L-1) & \cdots & \phi_{L}^{z}(L-1) \\
\phi_{1}^{z}(L) & \phi_{2}^{z}(L) & \cdots & \phi_{L}^{z}(L)
\end{array}\right)
$$

is also an algebraic function of the variable $z$. Since this determinant does not vanish for $z=1$, its zeros can then only be isolated singularities. This establishes that $T^{z}$ admits a proper basis for all $z$ in $\mathbb{C}$ with $|z|<z^{*}$ but for a finite number of isolated singularities.

It is now immediate that there exists a real number $0<z_{0}<1$ such that for all $z$ in a real neighborhood $z_{0}$, the relations $\left|z / \lambda_{i}^{z}\right|<1,1 \leqslant j \leqslant L$, hold and the rank of the system (7.37) is exactly $L$.
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