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This article describes an inverse method for the identification of the plastic behavior of aluminum plates
subjected to sudden blast loads. The method uses full-field optical measurements taken during the first
milliseconds of a free air explosion and the finite element method for the numerical prediction of the
blast response. The identification is based on a damped least-squares solution according to the Leven-
berg–Marquardt formulation. Three different rate-dependent plasticity models are examined. First, a
combined model based on linear strain hardening and the strain rate term of the Cowper–Symonds
model, secondly, the Johnson–Cook model and finally, a combined model based on a bi-exponential rela-
tion for the strain hardening term and the strain rate term of the Cowper–Symonds model. A validation of
the method and its sensitivity to measurement uncertainties is first provided according to virtual mea-
surements generated with the finite element method. Next, the plastic behavior of aluminum is identified
using measurements from real free air explosions obtained from a controlled detonation of C4. The
results show that inverse methods can be successfully applied for the identification of the plastic behav-
ior of metals subjected to blast waves. In addition, the material parameters identified with inverse meth-
ods enable the numerical prediction of the material’s response with increased accuracy.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

Protecting structures against terrorism attacks or incidental
explosions is an important challenge for engineers. A number of
widely reported tragic incidents and industrial explosions have
stimulated the development of new protection technologies over
the last years. Engineers increasingly rely on finite element simu-
lations as they provide a powerful tool to understand the complex
structural mechanisms during blast load events. One of the major
concerns using the finite element method to simulate the blast re-
sponse is to find appropriate material models capable of predicting
accurately the actual structural response during blast wave impact.
An open question is whether material parameters extracted from
standard testing can be used to accurately predict the response
of a structure during a blast event.

For the case of metals, the quasi-static tensile test and the Split-
Hopkinson Bar Test (SHBT) are two widely used standard experi-
mental methods for the determination of the rate-independent
and rate-dependent plastic behavior, respectively. However, these
tests suffer from serious limitations, e.g. the use of rather simple
geometries and the requirement for homogeneous deformation
fields, which can introduce errors reducing the accuracy of the re-
sults. For the case of the Split-Hopkinson bar, although it allows
the identification of the material’s mechanical behavior under a
wide range of strain rates, the results may not be representative
for real scale applications as examined in this article. The SHB test
uses very small specimens which are deformed at constant strain
rate. Meanwhile, for free air explosions real scale specimens are
used and subjected to non-constant and non-uniform strain rates
during the period of deformation. Furthermore, the choice of using
of a blast load test ensures loading conditions and deformation
fields that are representative for the real life situation.

The plastic behavior identified from standard tests is merely an
approximation that in many cases is insufficient or at least incom-
plete for the reliable simulation of complex deformation processes.
To improve the quality of the identification action, some authors
have proposed complementary tests using more complex test set-
ups in combination with inverse methods (Ghouati and Gelin,
1998; Mahnken and Stein, 1996; Meuwissen, 1998). These tests
can include complex loading conditions and complex geometries.
The produced heterogeneity in the deformation fields can more
efficiently approximate the real life situation. Consequently, the
material models obtained from these tests will be more suitable
for numerical simulations. A second advantage of complex tests
in combination with inverse methods is that the total set of
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unknown material parameters can be simultaneously identified
through a single experiment, while for standard tests a series of
tests must be performed for full characterization. Finally, the use
of full-field optical measurements allows homogenization and
averaging of the identified parameters. As a result, the identified
parameters are more representative for the total area of the mate-
rial than those obtained from local measurement of strains with
strain gages.

The identification of the material behavior based on complex
tests has to fulfill two necessary requirements: first, a technique
suitable for the measurement of the heterogeneous deformation
fields and secondly, a methodology for material identification
which correlates deformations with the transmitted internal forces
since the analytical formulas used in standard tests are no longer
valid. The first requirement is fulfilled with the use of full-field
measurement techniques (Chu et al., 1985; Cordero et al., 2004;
Cordero and Labbé, 2005; Nicoletto, 2002). In this article, the
high-speed 3D digital image correlation (3D-DIC) technique is
adopted to measure the displacement fields. The second require-
ment is fulfilled with the use of the so-called inverse methods com-
bined with the finite element method (FEM).

The term inverse method refers to the methodology followed to
solve the inverse problem. Inverting the principles of causality, the
general inverse problem refers to the determination of the causes
for a given effect. For the case of material identification, the given
effect may be the material response whereas the causes are the
material parameters which transform the acting load to a given
and measurable response. More information about the fundamen-
tals of inverse problems can be found in the excellent book of
Tarantola (2004). The inverse problem for material identification
was first introduced in 1937 by Förster (1937). Since then, inverse
methods have been introduced in a wide range of disciplines to
estimate a broad variety of material parameters (Jadhav et al.,
1999; Hikawa et al., 2004; Ferin et al., 2004; Hoes et al., 2004;
Trujillo and Busby, 1997; Panneton et al., 2003; De Visscher,
1995; Furukwaw and Yagawa, 1998; Yoshida et al., 2003; Hendriks
et al., 2003; Kauer, 2006; Schiltges, 1999; Ardito et al., 2003).

Several authors have used inverse methods to identify the plas-
tic behavior of metals for different types of loading. Flores et al.
used an optimization algorithm to evaluate the efficiency of differ-
ent hardening laws and yield loci in sheet forming (Flores et al.,
2007). Grédiac and Pierron applied an inverse method based on
virtual fields to identify the elasto-plastic constitutive parameters
(Grédiac and Pierron, 2006). Yoshida et al. used an inverse ap-
proach to identify the elasto-plastic behavior of bimetallic sheets
(Yoshida et al., 2003). Qu et al. applied parameter identification
through inverse analysis for improved viscoelastic modeling based
on recrystallization (Qu et al., 2005). Cooreman et al. presented a
detailed study on the calculation of the sensitivity matrix for elas-
to-plastic identification (Cooreman et al., 2007). Coppieters et al.
showed that inverse methods can be successfully used for the iden-
tification of the post-necking hardening behavior (Coppieters et al.,
2011).

The aim of this article is to identify the strain hardening behav-
ior of thin aluminum plates subjected to blast waves initiated from
free air explosions. The objective of the authors is to present the
use of inverse methods and full-field optical measurements for di-
rect material identification of real scale structural components
subjected to complex dynamic loading conditions for time periods
less than 1 ms. To fulfill this purpose, the authors make use of the
experimental observations of the responses of four identical alumi-
num plates exposed to controlled free air explosions. The identifi-
cation is performed by using a damped least-squares solution
based on the Levenberg–Marquardt formulation. The identification
process for each of the four experiments is repeated for three
different rate-dependent plasticity models. The first model is a
combination of the simple linear hardening model with the strain
rate term of the Cowper–Symonds model. The second model is the
well-known Jonhson–Cook model and the third model is a com-
bined model based on a bi-exponential relation for the strain hard-
ening term and the strain rate term of the Cowper–Symonds
model. Additional attention is paid to possible measurement
uncertainties and the experimental conditions. Therefore, a study
on the effect of measurement noise on the efficiency of the identi-
fication process through a series of virtual experiments is included.
Moreover, the influence of the uncertainty on the explosive’s loca-
tion to the identified material behavior is highlighted. For this rea-
son, the authors present a two-step identification strategy in which
the position of the explosive is considered as an additional un-
known parameter to the set of material parameters that the in-
verse method aims to identify. To evaluate the efficiency of the
identification process, the obtained results are compared in terms
of material response with those obtained by standard tests as well
as with models provided by previous authors.

The article starts with a description of the experimental setup
and the formulation of the numerical model. Next, a short intro-
duction to inverse methods for material identification is pro-
vided. The article then presents the main part where the
results of the identification process are discussed. First, the re-
sults based on the virtual experiments are provided where the ef-
fect of measurement noise is the main topic of discussion. Next,
the results of the identification process based on real experimen-
tal data are presented. Finally, a series of conclusions extracted
from the present work and some components of future work
are provided.
2. Experimental setup

The authors of the present article recently published on the
experimental methodology to perform and analyze a laboratory-
scale free air blast test (Spranghers et al., 2012). The experiments
are performed in the test bunker of the Laboratory of Analysis of
Explosion Effects (LAEE) at the Royal Military Academy (RMA) in
Brussels. The layout of the experimental setup is shown in
Fig. 1(a). A thin aluminum plate (400 � 400 � 3 mm3) with com-
mercial code EN AW-1050A H24 (average elastic properties:
E ¼ 62:5 GPa and m ¼ 0:33.) is fixed onto a steel frame with com-
mercial code EN 10025-S235 and dimensions 1000 � 1000 � 15
mm3, using bolts and an aluminum clamping frame (see Fig. 1(c)
and (e)). The clamping frame, with a thickness of 10 mm, is fabri-
cated from aluminum with commercial code EN AW-7022. The
steel frame has a square aperture, providing the specimen a blast
impact area of 300 � 300 mm2.

The explosive material is Composition C4 with an imperfect
spherical shape (approx. diameter: 36.27 mm) and a mass of
40 g. An electronic detonator (type M75, 1 g TNT equivalent) is
used to initiate the blast event. A detailed view of the explosive
mass and the detonator is illustrated in Fig. 1(d). The explosive
mass is positioned at a stand-off-distance of 250 mm from the cen-
ter point of the plate in order to generate a spherical airburst wave.

To capture the dynamic response of the plate, the Digital Image
Correlation (DIC) technique is used. For this reason, two Photron
Fastcam SA5 high-speed digital cameras are mounted in a stereo
configuration to record synchronized images during the free air
blast event (see Fig. 1(b)). The high-speed cameras are positioned
at a safety distance of 2500 mm from the plate in order to avoid
damage and camera motion induced by the blast loading. In addi-
tion, the two cameras are rotated and focused in order to maximize
the common field of view and the level of correlation. Since large
out-of-plane displacements are expected, the aperture of both
lenses is reduced (to increase the depth of view) and the aluminum
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Fig. 1. The experimental setup: (a) setup’s layout; (b) two high-speed digital cameras mounted in a stereo configuration and four light spots; (c) steel mounting plate and
aluminum plate specimen; (d) spherical explosive and electronic detonator; (e) high contrast black and white speckle pattern.
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sheet illumination (4 light spots with total electric power of
3300 Watt) is increased to compensate for the reduced aperture
and maintain adequate contrast throughout the experiment. These
settings ensure that the deformed sheet remains in focus. Finally,
the high-speed stereo vision system is calibrated using a calibra-
tion panel and standard image correlation software as presented
in Tiwari et al. (2007).

A light intensity trigger is placed near the detonation point and
adjusted to ensure triggering by the bright light flash of the explo-
sion, sending the starting signal to the high-speed cameras. As
soon as the explosion initiates, synchronized stereo images at a
frame rate of 25,000 fps and a shutter time of 25 ls are acquired.
The surface of the aluminum plate is painted by application of a
white background and a black speckle pattern to obtain high con-
trast images (see Fig. 1(e)). During the experiments the absolute
(total) plate behavior is observed with a field of view of
�500 � 500 mm2 and an image size of 512 � 512 pixels. To obtain
3D full-field results (a) a reduced area of interest (aoi) of 200 � 200
pixels, (b) a 21 � 21 pixel subset, (c) a subset spacing of 3 pixels
and (d) a strain filter size of 9 are selected. Finally, subset matching
is performed using affine subset shape functions. Details about the
working principle of the three-dimensional image correlation tech-
nique are available in Spranghers et al. (2012) and Sutton et al.
(2009).
3. Numerical model

Different numerical techniques are available to analyze the dy-
namic response of structural components due to blast loading
(Remennikov, 2003; Børvik et al., 2009). In this article the finite
element method is used to numerically simulate the response of
the aluminum plates under blast waves.

The authors of the present article recently published on the val-
idation of the numerical simulation of the blast response of thin
plates (Spranghers et al., 2012). Experimental data obtained from
3D high-speed digital image correlation was compared to data ob-
tained from the finite element analysis. The influence of different
features (element type, element size, integration scheme, etc.) on
the accuracy of the numerical prediction was investigated. They
concluded that a pure Lagrangian formulation, using a simplified
blast load description based on ConWep (DATM, 1986), provides
a fast and powerful tool to fulfill this assignment. The finite ele-
ment model based on a shell formulation is capable of simulating
the very fast material response and the use of an explicit integra-
tion scheme dramatically reduces the computational effort with-
out significant loss of accuracy.

The following paragraphs provide a short description of the for-
mulation of the finite element model and the modeling of the
explosive loading. For more details the reader may refer to Spran-
ghers et al. (2012).
3.1. Explosive loading

In this article the modeling of the explosive loading is per-
formed using the empirical method developed by Kingery and
Bulmash (1984) where air blast parameters from spherical
airbursts and hemispherical surface bursts are predicted by empir-
ical equations. These equations are widely accepted as engineering
predictions to determine free field pressures and loads on struc-
tures. The Kingery–Bulmash equations have been automated in
the computer program ConWep (DATM, 1986). Curve-fitting tech-
niques are used to represent the data with high-order polynomial
equations, assuming an exponential decay of the pressure with
time. A functional form such as the Friedlander equation can model
the typical pressure–time history in the vicinity of a free air explo-
sion as follows:

PðtÞ ¼ Po þ PI 1� t
tþ

� �
e�a t

tþ ð1Þ

where tþ is the positive phase duration and parameter a the wave-
form number depending on the peak incident pressure, PI (with Po

the reference ambient pressure). Values for the blast wave parame-
ters tþ; PI and a can be found in Kingery and Bulmash (1984), Baker
et al. (1983) and Smith and Hetherington (1994).

Blast pressures in free air, or incident pressures, are seldom of
interest as the focus of attention is on the interaction of these pres-
sures with the structure and the subsequent response of the struc-
ture itself. When a blast wave encounters a structure the sudden
decrease in velocity of the shock wave and particle velocities be-
hind the shock gives rise to an increase in pressure, i.e. the reflected
pressure. Due to the large compressibility of air, the reflected pres-
sure is typically much more than doubled, PR ¼ CRPI with
2 6 CR 6 8. The reflected pressure wave has a similar form as the
incident pressure wave and can also be modeled by the Friedlander
equation but with a different decay rate (waveform number). In
the idealized case of ConWep there is no decay coefficient and
the pressure wave is considered as a special triangular impulse be-
cause the structure is considered to be rigid and its surface infinite.
ConWep is fully implemented in the finite element software Ls-
Dyna by Randers-Pehrson and Bannister. It takes into account the
decay coefficient and also updates the pressure–time history based
on changes in the geometry (Randers-Pehrson and Bannister, 1997;
LSTC, 2007). The objective of this algorithm is to produce an appro-
priate pressure history given an equivalent TNT explosive weight.
The quantities to be determined by the algorithm are: the peak
incident pressure PI , the peak reflected pressure PR, the time of ar-
rival of the shock wave ta, the positive phase duration tþ and the
exponential decay factors a; b for incident and reflected waves,
respectively. The input values that need to be chosen are: the
amount of explosive charge, the range R from the charge location
to the centroid of the loaded surface and the angle cosh between
surface normal and range unit vector. The parameters that need
to be defined by the user are the TNT-equivalent mass of the explo-
sive and the position of the center of the explosion in space, which
defines the stand-off-distance. For C4 a TNT-equivalence of 1.34 is
used. This factor corresponds to the ratio between the mass spe-
cific energy of C4 and TNT, respectively.

Nominally identical detonations are known to regularly pro-
duce different loads on structures from test to test due to a series
of non-controlled factors that affect the pressure profiles, such as
the movement in space and time of the air particles which is
unique for each detonation. In the authors’ previous work
(Spranghers et al., 2012; Spranghers et al., 2012) an experimental
validation of the empirical blast load model is presented. It shows
that the accuracy of the air burst model, in terms of sphericity and
magnitude of reflected pressure, is significant and therefore the
empirical model can be regarded as reliable. Furthermore, special
attention needs to be paid to possible sources of errors that can
cause asymmetry in the propagated pressure wave, such as the
use of an electronic detonator, the shape of the explosive’s mass
and the location in space of the detonation point. In Section 6.3 a
solution is presented to take into account the effects of asymmetric
loading.
3.2. Shell model: parts and boundary conditions

The shell model of the clamped aluminum plate (see Fig. 1c) is
shown in Fig. 2. It consists of 3 parts: an aluminum plate specimen
(light gray), a steel mounting frame (brown) and an aluminum
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Fig. 2. Finite element model.
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clamping frame (dark gray) with dimensions according to the val-
ues provided in Section 2. The three parts contain, respectively,
1600, 1456 and 112 quadrilateral Lagrangian shell elements
(Belytschko–Lin–Tsay shell elements (LSTC, 2007). Fixed boundary
conditions are applied at the four corners of the steel mounting
frame. A tied nodes-to-surface contact algorithm with offset is
implemented to model the interaction between the different parts.
The nodes of the specimen in the blue area (slave nodes) are tied to
the steel frame and the aluminum clamp which both act as master
surface. For all parts, the middle surface is chosen as the reference
surface. Therefore, the offset of the three shell parts needs to be
considered.
4. Material models

In this article the von Mises yield criterion (also referred to as
the Huber–Hencky-von Mises criterion) is used to describe the
yield surface. Three different phenomenological models are used
to describe the strain and strain rate hardening of aluminum
assuming the hardening as isotropic.

The first empirical model used in this article to describe the
hardening behavior of the aluminum plate is a combination of
the simple linear strain hardening model with the strain rate term
of the Cowper–Symonds (Cowper and Symonds, 1957) model:

�rY ¼ r0 þ Ep�epl� �
1þ

_e
C

� �1=P
" #

ð2Þ

where r0 is the initial yield stress, �epl the equivalent plastic strain,
Ep is regarded as the plastic hardening modulus, _e ¼

ffiffiffiffiffiffiffiffiffi
_eij _eij

p
the total
strain rate and C; P are strain rate parameters. This model will be
abbreviated in this article as linH–CS.

The second empirical model is the one proposed by Johnson and
Cook (1983) and is expressed as follows:

�rY ¼ Aþ B �epl� �n
h i

1þ C ln
_�epl

_e0

" #
ð3Þ

where �epl is the equivalent plastic strain, _�epl equivalent plastic strain
rate and _e0 ¼ 1:0 s�1 the reference strain rate (quasi-static). The four
material constants are A; B;n and C. The expression in the first set of
brackets gives the equivalent yield stress as a function of strain for
_�epl ¼ 1:0 s�1. The expression in the second set of brackets represent
the effect of strain rate. This model will be abbreviated in this article
as J–C. It should be noted that the general Johnson–Cook model in-
cludes effects of thermal softening by an additional scale factor. The
temperature effects on the yield stress are negligible for this specific
problem as the increase due to adiabatic heating is less than one
degree.

In addition to the previous models, a third phenomenological
model is used according to experimental data from uniaxial tensile
tests on aluminum T-bone specimens performed by the authors.
The model is constructed by combining a strain hardening term de-
scribed by a bi-exponential relation (adapted hyperbolic tangent
function) and the strain rate hardening term of the Cowper–
Symonds model:

�rY ¼ K1eK2�epl þ K3eK4�epl þ ðr0 � K1 � K3Þ
h i

1þ
_e
C

� �1=P
" #

ð4Þ

where r0 is the initial yield stress, �epl the equivalent plastic strain, _e
the total strain rate, K1;K2;K3 and K4 parameters describing the
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hardening behavior and C and P describing the strain rate behavior.
This model will be abbreviated in this article as expH–CS.
5. Material identification through inverse methods

The basis for material identification is the fundamental assump-
tion that the outcome of some measurements on the response of
the material can be predicted through a physical law. The problem
of predicting the result of measurements is called the simulation or
forward problem. The inverse problem consists of using the actual
result of the measurements to infer the values of the parameters
that characterize the material. Inverse problems may be difficult
to solve for at least two different reasons:

1. Different values of the model parameters may be consistent
with the data.

2. Discovering the values of the model parameters may require
the exploration of a huge parameter space.

A special class of inverse methods for material identification are
the so-called Mixed Numerical Experimental Techniques (MNETs)
introduced first by Kavanagh and Clough (1971). These methods
are based on numerical solutions for the prediction of the deforma-
tion field and they approach the identification problem through
the minimization of the residual between the numerically pre-
dicted and experimentally observed responses (also known as cost
function). According to the list of Avril et al. (2008), the most
widely used identification methods for material identification are:

1. The FE Model Updating Method (FEMU) which is based on the
minimization of the discrepancy between the experimental
and the numerical displacement fields described by a weighted
least square formulation (Cooreman et al., 2007; Lecompte
et al., 2007; Lecompte et al., 2005; Molimard et al., 2005; Mau-
voisin et al., 1994; Moreau et al., 2006; Pagnacco et al., 2007;
Cooreman et al., 2008; Genovese et al., 2006).

2. The Constitutive Equation Gap Method (CEGM) which is based on
the minimization of a constitutive equation gap functional
(Constantinescu, 1995; Geymonat et al., 2002; Geymonat and
Pagano, 2003; Latourte et al., 2008; Hadj-Sassi and Andrieux,
2007; Nguyen et al., 2006).

3. TheVirtual Fields Method (VFM) based on the virtual work prin-
ciple applied on well-chosen virtual fields. The aim is to mini-
mize the difference between the internal and the external
virtual work of the system (Grédiac and Pierron, 2006; Chalal
et al., 2006; Avril et al., 2008; Avril et al., 2008).

4. The Equilibrium Gap Method (EGM) based on the minimization
of the equilibrium gap (Bui, 1995; Ikehata, 1990).

5. The Reciprocity Gap Method(RGM) based on the Maxwell–Betti
reciprocity theorem and adjoint fields. The material parameters
are identified by minimizing the reciprocity gap for any adjoint
field (Calderon, 1980; Andrieux et al., 1997; Abda et al., 1999;
Bui et al., 2004).

In this article the FE method is needed to numerically simulate
the dynamic blast response of the aluminum plate specimen.
Therefore, the finite element based inverse method (FEMU meth-
od) using a gradient based optimization is adopted. More precisely,
the Levenberg–Marquardt (L–M) solution (a damped least-squares
method) is used to the minimize the cost function of the least
squares problem. It provides a stable numerical solution to the
problem of minimizing a function over a space of parameters of
the function in least squares curve fitting and nonlinear program-
ming. Details on the L–M algorithm are available in Levenberg
(1944) and Marquardt (1963).
6. Identification of the plastic behavior of aluminum plates
using inverse methods

This section presents the results of the parameter identification
for the three proposed strain hardening models described in Sec-
tion 4. First, virtual measurement data through a virtual experiment
is generated with the finite element method in order to validate
the identification process numerically. Next, the sensitivity to mea-
surement uncertainties is investigated by adding normally distrib-
uted noise (Gaussian noise) to the virtual experiment. Finally, the
plastic behavior of aluminum is identified using real experimental
data obtained from controlled detonation of C4 as described in
Section 2.

6.1. Efficiency of the identification process through virtual experiments

A damped Levenberg–Marquardt algorithm is applied to mini-
mize the non-linear least squares problem. To build the objective
function, the in-plane true strain fields exx and eyy are chosen as re-
sponse values. For a faster solution of the inverse problem it is ben-
eficial to use the strain components as they are more sensitive to
changes of the material parameters. The strain components are ob-
tained from 400 points according to the following grid positions: x
from �95 mm to 95 mm (step: 10 mm) and y from �95 mm to
95 mm (step: 10 mm), corresponding to the integration points of
the shells elements (upper surface). Reading out data throughout
a grid assures the spatial alignment. To identify the strain harden-
ing parameters, only time steps including material yielding should
be taken into account during optimization. These time steps con-
tain sufficient information with respect to the material parameters,
and therefore sensitivity is assured. Plasticity is occurring in the
beginning of the blast response. Therefore, only response data be-
tween 0.24 ms and 0.68 ms are used in the inverse loop.

To end the optimization loop a convergence criterion is neces-
sary. The convergence criterion is based on the relative difference
of the values of the parameters in the current and in the previous
iteration:

Dk ¼
pk

j � pk�1
j

pk
j
þpk�1

j

	 

2

��������

��������
ð5Þ

For the results presented in this article the identification process is
terminated when the relative difference of all the parameters is
lower than or equal to 0.1 %. Furthermore, the components of the
sensitivity matrix, i.e. Jacobian matrix J, are calculated numerically
as forward finite differences:

Ji1 ¼
êiðp;p1 þ dp1Þ � êiðp; p1Þ

dp1
ð6Þ

with Ji1 the sensitivity column of parameter p1; dp1 the finite differ-
ence of parameter p1 and êiðpÞ the response of the solution to the
direct problem using a given set of parameters p. The size of the fi-
nite differences is investigated by evaluating the condition number
of the sensitivity matrix. This number should be as close as possible
to 1 to obtain a fast and stable convergence. More details on this
method can be found in Cooreman et al. (2008) and Lecompte
(2007).

The optimization algorithm is numerically validated for the
three different hardening models. All models present a stable con-
vergence and the material parameters converge to the correct val-
ues of the virtual experiment. Results for the linH–CS model (see
Eq. (2)) are presented here. The virtual experiment is generated
using the following set of material parameters: r0 = 0.083 GPa,
Ep = 3.6 GPa, C = 6.5 (ms)�1 and P = 4. During optimization, four
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material parameters are identified starting with initial parameter
values r0 = 0.1 GPa, Ep = 1 GPa, C = 1 (ms)�1 and P = 1. Fig. 3 illus-
trates the convergence path of all parameters. The plots show that
convergence for all parameters is obtained after nine iterations. For
each step in the iterative process, five successive FE-simulations
are necessary: one simulation with the current set of material
parameters and four additional simulations to calculate each
parameter sensitivity. Accordingly, a total of forty five simulations
are needed to attain convergence for all parameters. The conver-
gence of the parameters is clearly visible by plotting the objective
function as a function of the iteration steps (see Fig. 4).
0 2 4 6 8

0

1

Iteration

Fig. 4. Evolution of the objective function during the identification process. The
objective function is gradually reduced and finally converges to its minimum value.
6.2. Virtual experiment with Gaussian noise

A measurement under ideal conditions has no errors. However,
real measurement results will always contain measurement errors
of varying magnitudes. A systematic and systemic approach is
needed to identify every possible source of error that can arise
within a given measuring system. It is then necessary to describe
their magnitude as well as their impact on the prevailing opera-
tional conditions.

The measurement error is defined as the difference between the
distorted and the undistorted information about a measured ob-
ject, expressed in its measurands. The measurement errors are
classified into systematic and random errors. Systematic errors re-
fer to permanent deflection in the same direction from the true va-
lue and they are related to the accuracy of the measurement. These
errors can be controlled by monitoring measurements against a
check standard over time. In contrast, random errors refer to
short-term scattering of values around a mean value and they
are related to the precision of the measurement. They cannot be
corrected on an individual measurement basis but they can be
approximated by statistical models.

In this article the investigation is concentrated on the random
error from DIC measurements. It has been reported that the ran-
dom error on the strain components can be statistically approxi-
mated through a Gaussian distribution and therefore, it can be
formulated as standard error (Sutton et al., 2009). In this section
the influence of the standard error to the identification process is
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Fig. 3. Convergence paths of the four parameters of the combined linear strain hard
measurements obtained from a virtual experiment. After nine iterations all the paramet
investigated by adding noise on the strain components computed
from the virtual experiment. Two different levels of noise are con-
sidered: Gaussian noise with standard deviation of 100 lstrain and
Gaussian noise with standard deviation of 200 lstrain (both noises
are normalized to a mean alue of l = 0 lstrain, see Fig. 5). It should
be noticed that the accuracy of the 3D-DIC system adopted in the
article is in the order of magnitude of 200 lstrain (Becker et al.,
2006; Schreier et al., 2006).

Tables 1–3 present the relative errors on the obtained material
parameters for two levels of noise, respectively for the linH–CS, J–C
and expH–CS model. The identified values are obtained by averag-
ing the results of seven identification processes. For unbiased vir-
tual data (zero noise) the identified parameters converge to the
assumed ‘real’ values. In this case, a perfect fit of the parameters
is expected as far as the same finite element formulation is used
for the numerical and the experimental (virtual) part of the pro-
cess. For noise of 100 lstrain the parameters of all the three mod-
els present small deviations from the assumed ‘real’ values. The
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relative errors are in the order of magnitude of 0.2–3.0% and there-
fore the efficiency of the identification process remains high. For
noise of 200 lstrain the deviation on the obtained parameters of
all the three models is increased. Notice that for the linH–CS model
and the J–C model the relative errors vary from 0.1 to 1.7%. Hence,
the efficiency of the identification process remains high. However,
for the expH–CS model relative errors up to 6.5% are obtained.
Therefore, it can be concluded that in terms of measurement noise,
the expH–CS model presents the highest sensitivity among all the
examined models.

6.3. Real experiment

The main purpose of this article is the identification of the plas-
tic behavior of aluminum under blast loading according to the
Table 1
linH–CS model with Gaussian noise (l = 0 lstrain).

rnoise r0 (GPa)

0 ls Identified values 8.30 � 10�2

Relative error 0%

100 ls Identified values 8.28 � 10�2

Relative error 0.24%

200 ls Identified values 8.32 � 10�2

Relative error 0.24%

Table 2
J–C model with Gaussian noise (l = 0 lstrain).

rnoise A (GPa)

0 ls Identified values 11.00 � 10�2

Relative error 0%

100 ls Identified values 10.98 � 10�2

Relative error 0.18%

200 ls Identified values 11.01 � 10�2

Relative error 0.09%

Table 3
expH–CS model with Gaussian noise (l = 0 lstrain).

rnoise K1 (GPa) K2 (-) K3 (

0 ls Identified values �38.00 � 10�3 �1232 �11
Relative error 0% 0% 0%

100 ls Identified values �37.90 � 10�3 �1236 �11
Relative error 0.26% 0.32% 1.44

200 ls Identified values �37.89 � 10�3 �1266 �11
Relative error 0.29% 2.72% 4.96
experimental setup described in Section 2. The identification is re-
peated for four identical experiments. For the identification pro-
cess the three phenomenological hardening laws are considered
according to Eqs. (2)–(4). The identification routine is based on
the Levenberg–Marquardt algorithm.

Apart from the error introduced by the strain measurements, a
second source of error during the identification process is the
asymmetry of the actual blast wave. This asymmetry is mainly
caused by two factors. The first factor is the poor positioning of
the explosive charge with respect to the normal axis of the center
point of the plate (theoretical position: x = 0 mm, y = 0 mm). The
second factor is related to the shape of the explosive (theoretically
spherical) and the position of the detonator (theoretically in the
center of the explosive mass). Consequently, the dynamic response
of the plate is not exact symmetrical regarding to the central axis.
More details about the observed asymmetry can be found in the
previous work of the authors (Spranghers et al., 2012). However,
ConWep is based on the assumption that the free air blast wave
is perfectly symmetrical in space. Due to this limitation, the posi-
tioning of the explosive charge is considered as the only possible
source of error for this work. In order to investigate the influence
of the explosive’s position, the identification process is enhanced
with two extra parameters, i.e. the coordinates of the explosive’s
location (in the X–Y plane).

To take into account the uncertainty on the explosive’s location,
a two-stage identification process is followed. In the first stage, the
coordinates of the explosive’s location are identified through the
displacement fields extracted from the first time steps (from
0.12 ms to 0.24 ms) of the elastic deformation of the plates. In
the second stage, the plastic behavior of the aluminum plates is
identified according to the strain fields captured from 0.24 ms to
0.68 ms where plasticity is observed. The use of the displacement
Ep (GPa) C (ms)�1 P (-)

3.60 6.50 4.00
0% 0% 0%

3.59 6.52 4.04
0.28% 0.31% 1.00%

3.61 6.39 3.95
0.28% 1.71% 1.26%

B (GPa) n (-) C (-)

15.00 � 10�2 36.00 � 10�2 14.00 � 10�3

0% 0% 0%

14.97 � 10�2 35.79 � 10�2 13.93 � 10�3

0.20% 0.59% 0.50%

15.23 � 10�2 36.38 � 10�2 13.97 � 10�3

1.52% 1.05% 0.21%

GPa) K4 (-) C (ms)�1 P (-) r0 (GPa)

.00 � 10�3 �140.0 6.50 2.00 9.00 � 10�2

0% 0% 0% 0%

.16 � 10�3 �140.4 6.71 2.02 8.98 � 10�2

% 0.29% 3.18% 1.00% 0.22%

.56 � 10�3 �148.5 6.09 1.97 8.95 � 10�2

% 5.89% 6.51% 1.51% 0.56%
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fields instead of the strain fields for the identification of the explo-
sive’s location is based on the fact that at very early stages, the dis-
placement of the plate is dominated by high rigid movements due
to the imparted momentum, while the amplitudes of strain fields
remain low. Fig. 6 shows, for the case of experiment 1, the conver-
gence path of the coordinates of the explosive’s location as well as
the evolution of the cost function. Although different starting val-
ues for the coordinates are used, the identified coordinates con-
verge the same values. Similar results are obtained for the
remaining three experiments. More precisely, for experiment 1
the identified coordinates are: x = 13.02 mm, y = �27.80 mm, for
experiment 2: x = �13.72 mm, y = �8.97 mm, for experiment 3:
x = 79.22 mm, y = �35.76 mm and for experiment 4: x = 0.76 mm,
y = 4.97 mm. Notice that a significant difference is observed be-
tween the results of the four experiments and therefore the loca-
tion of the detonation point is a crucial factor for the
identification of the material parameters. The importance of the
location of the detonation point is plotted in Fig. 7 where at the
early stages of the deformation (elastic) the correction of the det-
onation point provides a better agreement with the experimentally
observed asymmetric response.

In order to highlight the effect on the explosive’s location to the
accuracy of the identification of the plastic behavior, the results in-
clude two scenarios. The first scenario assumes that the explosive’s
location is a priori known and fixed to the theoretical position
(x = 0 mm, y = 0 mm) while the plastic behavior is the only item
that the identification process aims to identify. The second sce-
nario includes the identification of both the explosive’s location
and the plastic hardening parameters.

The complex expH–CS model (see Eq. (4)) is selected in order to
visualize the capability of inverse methods to simultaneously iden-
tify the total set of parameters though a single experiment. Notice
that the expH–CS model requires the identification of 7 parame-
ters. Similar results are obtained for the remaining two models.
Fig. 8 shows the convergence paths of the parameters for the
expH–CS model. It plots the following two cases: (a) the detonation
point is assumed known and fixed and (b) the detonation point is
included in the identification process as extra unknown parameter.
For both cases a total of 18 iterations are needed to attain conver-
gence for all parameters with a total computational time of 1 h
21 min and 1 h 32 min, respectively. It can be noticed that the
inclusion or exclusion of the detonation point has a significant ef-
fect on the identified values of the material parameters. The value
of the cost function indicates the level of efficiency of the two iden-
tification procedures. The exclusion of the detonation point from
the identification process yields a cost function with a minimum
value of 0.044 whereas inclusion of the detonation point leads to
a significantly lower value of 0.039. Therefore, it can be concluded
that the addition of the detonation point as extra unknown param-
eter in the identification process will increase the accuracy of the
identified material behavior. This is highlighted in Fig. 9 where
the out-of-plane displacement profiles are plotted for cases (a)
and (b). The inclusion of the detonation point in the identification
process provides a more accurate prediction of the blast response
since the effect of wave asymmetry is taken into account.

The same process was followed for the two remaining models
(linH–CS and J–C) but for space-saving purposes the convergence
paths are not presented. Instead, Tables 4–6 give the identified val-
ues for each model with and without the determination of the det-
onation point. Fig. 10 presents the equivalent stress–strain curves
for the three identified models based on the four experiments at
a strain rate of 100 s�1 (note that the maximum strain rate ob-
tained during the four experiments is in the same order of magni-
tude). It is clear that the first hardening model (linH–CS) is less
adequate in approximating the real hardening behavior. This can
be explained by the functional form of the model which has only
two parameters to describe the strain hardening for a certain strain
rate, i.e. the initial yield point r0 (constant term) and the hardening
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modulus Ep (the slope). Therefore, this model is less capable to
approximate the strain hardening in the beginning of the harden-
ing process where the slope is decreasing as the strain increases.
The output of the identification action is always affected by mea-
surement and modelization uncertainties. In Section 6.2 the
Table 4
Material parameter identification (linH-CS).

Detonation point r0 (GPa) E

EXP 1 without 0.079 1
with 0.082 0

EXP 2 without 0.061 5
with 0.079 3

EXP 3 without 0.067 5
with 0.076 0

EXP 4 without 0.091 0
with 0.085 2

Table 5
Material parameter identification (J–C).

Detonation point A (GPa)

EXP 1 without 0.0405
with 0.0503

EXP 2 without 0.0386
with 0.0480

EXP 3 without 0.0306
with 0.0317

EXP 4 without 0.0270
with 0.0291

Table 6
Material parameter identification (expH–CS).

Detonation point K1 (GPa) K2 (-) K3 (GPa)

EXP 1 without �0.0403 �262.12 �0.0135
with �0.0256 �409.42 �0.0060

EXP 2 without �0.0381 �184.47 �0.0062
with �0.0355 �192.17 �0.0112

EXP 3 without �0.0437 �148.25 �0.0133
with �0.0309 �450.47 �0.0141

EXP 4 without �0.0340 �265.79 �0.0029
with �0.0361 �236.31 �0.0179
influence of measurement noise is investigated using a virtual
experiment superposed with Gaussian noise (with the same order
of magnitude as the resolution of the measurement system). Re-
sults show that in the efficiency of the identification process re-
mains high. However, for real experimental data the choice of
p (GPa) C (ms)�1 P (-) cost (-)

.26 0.041 1.05 0.0414

.62 0.050 1.34 0.0376

.50 0.027 1.88 0.0346

.66 0.043 1.18 0.0323

.94 0.037 1.27 0.0454

.01 0.043 1.18 0.0322

.73 0.026 1.00 0.0399

.34 0.026 1.00 0.0400

B (GPa) n (-) C (-) cost (-)

0.0102 0.309 0.758 0.0416
0.0275 0.362 0.512 0.0376

0.0106 0.305 0.929 0.0335
0.0108 0.327 0.688 0.0314

0.0642 0.351 1.000 0.0454
0.0101 0.204 0.890 0.0325

0.1249 0.526 1.599 0.0409
0.1856 0.543 1.327 0.0411

K4 (-) C (ms)�1 P (-) r0 (GPa) cost (-)

�287.49 0.0949 1.037 0.0837 0.0443
�484.38 0.0689 1.860 0.0624 0.0388

�394.74 0.0917 1.639 0.0883 0.0368
�319.86 0.1026 1.495 0.0906 0.0343

�341.53 0.0924 1.645 0.0887 0.0491
�389.83 0.0707 1.299 0.0559 0.0325

�343.78 0.1046 1.375 0.1355 0.0475
�330.53 0.0989 1.092 0.1251 0.0460



Fig. 10. The equivalent stress–strain curves, at a strain rate of 100 s�1, for the three identified models based on the four experiments.
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the hardening model is of the utmost importance. If the model is
not capable of approximating the actual behavior, the uncertainty
on the identified parameters is increased.
It is clear that the efficiency of the identified material model is
closely related to the accurate modeling of the experimental condi-
tions. Figs. 11–13 present the experimental strain fields extracted
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from the 3D-DIC system, those computed from the numerical
model as well as the residuals for three different time steps
(respectively, 0.24 ms, 0.44 ms and 0.64 ms). An important correla-
tion between the experimental and the numerical strain fields is
observed.

It was mentioned in previous sections that for this article three
different phenomenological plastic models are considered. To eval-
uate the ability of each identified model to predict the actual re-
sponse, the out-of-plane displacement and the two true in-plane
strain components are plotted as a function of time in three differ-
ent points of the testing plate. Point A corresponds to the central
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Fig. 15. History plots: out-of-plane displacement d, true in-plane strain exx and true in-plane strain eyy (experiment 1).
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Fig. 16. Comparison of the equivalent stress–strain curves from the identification
with the stress–strain curve from uniaxial tensile tests (strain rate of 100 s�1).

Table 7
Computed SSR-values.

EXP 1 EXP 2 EXP 3 EXP 4

J–C: Identified 0.0381 0.0327 0.0338 0.0419
J–C: Literature 0.0522 0.0605 0.0657 0.0825
Tensile Test 0.0477 0.0503 0.0567 0.0664
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point of the plate and the remaining two (point B and C) are lo-
cated on the diagonal (see Fig. 14). It can be seen from Fig. 15 that
all the three models provide similar responses close to the experi-
mentally observed responses. However, in terms of strains it can be
noticed that the J–C model provides a slightly better prediction of
the actual response, especially on the central point where a maxi-
mum deformation occurs.

The final aim of this study is to compare the ability of the
numerical model to predict the actual blast response for strain
hardening behavior obtained from the current inverse method,
from literature and finally from uniaxial tensile tests performed
by the authors. For the comparison, the J–C model will be pre-
sented. The identified parameter values for the current inverse
method are available in Table 5 (with detonation point included).
The parameters values from literature are presented here:
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A ¼ 0:110 GPa, B ¼ 0:150 GPa, n ¼ 0:360 and C ¼ 0:014 (Christoulis
et al., 2011). For the uniaxial tensile tests, the equivalent stress–
strain response (the average of 8 specimens) is directly imple-
mented in the numerical model as plastic behavior and strain rate
effects are included using the strain rate term of the Cowper–Sy-
monds model with strain rate parameters from literature:
C ¼ 6:5 (ms)�1 and P ¼ 4 (Jones, 1989).

The most efficient way to compare the predicted with the actual
response is to compute the sum of squared residuals (SSR). It is a
statistical measure of the discrepancy between the experimental
measurements and an estimation model. The lower the SSR-value
the better the prediction of the numerical model. The SSR-value
is computed as follows:

SSR ¼
Xtm

t¼t1

Xn

i¼1

eexp
t;i � enum

t;i ðpÞ
	 
2

ð7Þ

where eexp
t;i is a vector containing the experimental strain compo-

nents of the i-th point of the aluminum plate at time t and
enum

t;i ðpÞ the vector of the computed strains in the same point for
material parameters p. It can be noticed from Table 7 that the
numerical model based on the strain hardening behavior identified
by the inverse method, is presenting the lowest-SSR value for all the
four experiments. More precisely, it presents respectively for the
four experiments a 20%, 35%, 40% and 37% lower SSR-value than
the numerical model based on hardening behavior obtained by uni-
axial testing and a 27%, 46%, 49% and 49% lower SSR-value than the
numerical model based on hardening behavior obtained from liter-
ature. According to the results, it can be concluded that the use of
inverse methods for the direct identification of the strain hardening
behavior through the actual experimental setup allows for a predic-
tion of the measured material response.

Fig. 16 compares the resulting strain hardening curves from the
identification with the hardening curve from quasi-static uniaxial
tension tests. For the identified curves the average of the identified
parameter sets from the four experiments is used. The plot pre-
sents the comparison for a strain rate of 100 s�1. During the tensile
tests the specimens are loaded quasi-statically, meaning no strain
rate information can be derived. Therefore, the identified Cowper–
Symonds strain rate parameters from the expH–CS model are used
to include strain rate effects. Results show that the stress–strain
curves from the three different hardening models are consistent
with the results from the uniaxial tensile tests.

7. Conclusions

The present article introduces the use of inverse methods for
the identification of the plastic behavior of aluminum plates sub-
jected to free air explosions. The main purpose of the authors is
to show that the use of full-field high-speed optical measurements
and finite element modeling allows the direct identification of the
material response without the need of additional testing. A free air
blast load makes it possible to load a plate specimen at different
strains and strain rates in different zones. This makes the test suit-
able for material identification using inverse methods, which profit
from heterogeneous displacement and strain fields.

For the identification of the plastic behavior of aluminum a
methodology is presented based on the minimization of the
squared residuals between the experimentally measured and
numerically computed strains. To ensure the stability of the iden-
tification a damped least-squared solution is applied according to
the Levenberg–Marquardt formulation. Three phenomenological
laws, starting from a simple linear model to the well-known John-
son–Cook model and a complex bi-exponential expression for the
strain hardening, are considered. The purpose is to show that
the efficiency of the identification process is independent from
the complexity of the hardening model. It is proven that the iden-
tification process is capable, for all the three considered models, to
converge to a stable solution. This reinforces the fact that inverse
methods can be successfully used for the determination of the
material parameters as far as complex heterogenous deformation
fields are available.

A major concern when applying material identification is the ef-
fect of possible sources of errors that may cause significant loss of
accuracy on the obtained parameter values. In this article two
types of errors are investigated. The first error is related to the
measurement uncertainties of the 3D-DIC system. To investigate
the influence of this type of error on the efficiency of the identifi-
cation process a series of virtual experiments are performed. The
assumed ‘experimental’ strains are superimposed with two differ-
ent levels of Gaussian noise, i.e. 100 lstrain and 200 lstrain. It is
shown that the inverse method presents very low sensitivity to
these levels of noise and therefore it is concluded that the use of
the DIC system as measuring instrument is a preferable choice
for this type of experiments. The second type of error is the uncer-
tainty on the location of the explosive’s detonation point in the
numerical simulation. It is highlighted in this article that poor posi-
tioning fails to predict the actual experimentally observed asym-
metry of the blast response. To overcome this problem, the
authors present a two-step identification process where the loca-
tion of the detonation point is added as extra unknown to the set
of material parameters. The results show that inclusion of the
explosive’s location as extra parameter to the identification pro-
cess increases the accuracy of the predicted blast response and im-
proves the quality of the identification action.

The numerical simulations, using the three different hardening
models combined with the identified material parameter values
based on real experimental measurements, provide similar re-
sponses close to the experimentally observed responses. To exam-
ine the efficiency of the results, the predicted response of the
plate using strain hardening behavior obtained from the current
inverse method is compared with the predicted responses using
strain hardening behavior from literature as well as obtained
from uniaxial tensile testing. It is shown in the results that the
output of the identification process presented in this article pro-
vides a closer prediction of the actual response. This is a clear
indication that the use of heterogeneous fields instead of simpli-
fied homogeneous deformations increases the accuracy of the
identification process.

It must be mentioned that this is the first attempt to apply an
inverse method for material identification on plates under free
air explosion. The first results look promising but there is still free
space for improvements in different stages of the identification. In
the present article the yield surface is assumed to be described by
the von Mises yield criterion in order to limit the identification on
the strain hardening parameter. However, the aluminum plates are
fabricated through a rolling process and therefore, the effect of
plastic anisotropy should be taken into account. Thus, the intention
of the authors is to use an anisotropic yield criterion whose con-
stants will be added as extra unknowns to the set of the parame-
ters that the identification process aims to identify. In this work
isotropic hardening is considered, while different types of harden-
ing (kinematic or mixed isotropic kinematic) should be included in
order to investigate the effect of the different types on the accuracy
of the predicted response.
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