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## Introduction

This paper gives an account of some old and new results on the topic of best approximation by polynomials and related functions. The starting point is the following theorem, discovered simultaneously by Favard [5] and Achieser and Krein [1], which improves part of the famous 1911 theorem of D. Jackson.

Theorem 1.1. Let $W_{n}{ }^{*}$ consist of all functions $f$ on $[-\pi, \pi]$ for which $f, f^{\prime}, \ldots, f^{(n-1)}$ are continuous and $2 \pi$-periodic and $\left|f^{(n-1)}(x)-f^{(n-1)}(y)\right| \leqslant$ $|x-y|$ for all $x, y \in[-\pi, \pi]$. Let $T_{m}$ be the linear span of $\{1, \cos x, \ldots, \cos m x$, $\sin x, \ldots, \sin m x\}$ and set

$$
\begin{equation*}
\beta_{n m}=\sup _{f \in W_{n}^{*}} \inf _{s \in T_{m}}\|f-s\|_{L^{\infty}(-\pi, \pi)} . \tag{0.1}
\end{equation*}
$$

Then $\beta_{n m}=K_{n}(m+1)^{-n}$ where

$$
\begin{equation*}
K_{n}=(4 / \pi) \sum_{j=0}^{\infty}(-1)^{j(n+1)}(2 j+1)^{-n-1} . \tag{0.2}
\end{equation*}
$$

Furthermore, there is a solution $f_{0}$ of $(0.1)$ such that $f_{0}^{(n)}(x)=\operatorname{sign}(\cos (m+1) x)$ if $n$ is even, $f_{0}^{(n)}(x)=\operatorname{sign}(\sin (m+1) x)$ if $n$ is odd. If $g_{0}$ is any other solution to $(0.1)$ then $g_{0}(x)=\lambda f_{0}\left(x-x_{0}\right)+c$ where $\lambda= \pm 1, x_{0} \in[-\pi, \pi]$, and $c$ is a constant.

In Section 1 we give a proof of Theorem 1.1 which presents some new features. In Section 2 we investigate the analogous problem for approximation by algebraic polynomials of degree $m$ on $[-1,1]$ where the periodicity requirement on $f$ in the definition of $W_{n}{ }^{*}$ is dropped. Theorem 2.1 states that any solution $f_{0}$ has the property that $f_{0}^{(n)}$ assumes only the values 1 and -1 and has exactly $m-n+1$ sign changes in $(-1,1)$; that is, $f_{0}$ is a perfect spline with exactly $m-n+1$ knots. When $m=n-1$, the lowest value of $m$ for which the problem makes any sense, the solution $f_{0}$ is a multiple of the

[^0]Chebyshev polynomial of degree $n$. We then show in Theorem 2.2 that Theorem 1.1 can be combined with a result about entire functions of exponential type to give a simple proof of a theorem of S. N. Bernstein on the asymptotic behavior as $m \rightarrow \infty$ of the best constant. In Section 3 we apply Theorems 1.1 and 2.2 to give a brief proof of a theorem of M. G. Krein on best approximation on the real line by entire functions of exponemial type less than $\sigma$. We close this circle of ideas by showing that Krein: theorem easily implies the value of $\beta_{n \prime \prime}$ given in Theorem 1.I. In Section 4 we give a very short proof of Babenko's theorem, the "analytic" version of the Favard Achieser-Krein theorem. Section 5 gives bounds for best approximation when the class of functions is determined by a modulus of continuity condition on the $n$th derivative.

We make use of several standard notations. If $f$ is a continuous function on the interval $I$, then $E_{m}(f ; I)$ is the distance from $f$ to the space $\pi_{;, \prime}$ of algebraic polynomials of degree $m$ or less in the supremum norm

$$
E_{t, \prime}(f ; I): \inf _{a_{0}, \ldots, a_{m}} f(x) \cdots \sum_{0}^{i, 1} a_{j} x^{x^{\prime}}
$$

If $g$ is a continuous, periodic function on $[--\pi, \pi]$, then $E_{1, \prime}{ }^{*}(g)$ is the distance from $g$ to the space $T_{m}$ of trigonometric polynomials of degree $m$ or less in the supremum norm

$$
E_{m}^{* *}(g) \inf _{\substack{a_{n}, \ldots, t_{m} \\
k_{1} \ldots \ldots h_{m}}} g(x) \quad\left|\begin{array}{c}
a_{0} \\
2
\end{array} \sum_{1}^{\prime \prime \prime}\left(a_{k} \cos k x \cdots h_{k} \sin k x\right)\right|_{1}
$$

We make constant use of the fact that the dual space of $C(I)$ i the space of finite regular Borel measures on $I$ and that the dual space of the continuous periodic functions on $[\cdots \pi, \pi]$ is the space of periodic finite regular Borel measures $\mu$ on $[-\pi, \pi]: \mu(-\pi)-\mu(\pi)$. We also use the very suandard duality relation: if $Y$ is a subspace of a Banach space $X$ and $x_{i}, Y$, then

$$
\inf \left\{x_{0} \quad x: x \in Y\right\}=\sup \left\{l\left(x_{0}\right): l \leqslant 1, I \equiv Y\right.
$$

where $Y$ consists of those elements of the dual space of $X$ which vimish on $Y$.

## I. Approximation by Trigonometric Poi.ynomials

## Proof of Theorem 1

We do the proof when $n$ is even; the proof for $n$ odd requires only minor modifications. Let

$$
D_{n}(. r) \quad(1: 2 \pi)(\quad 1)^{\prime \prime 2} \sum_{i n}^{x} h \quad e^{\prime \prime n} .
$$

For each $f \in W_{n}{ }^{*}$ we know $f^{(n)}$ exists a.e. and is bounded by one and further

$$
f(t)=\int_{-\pi}^{\pi} f^{(n)}(x) D_{n}(t-x) d x
$$

Note that $\int_{-\pi}^{\pi} f^{(n)}(x) d x=0$ since $f^{(n-1)}(\pi)=f^{(n-1)}(\pi)$. Moreover, if $h$ is any function in the unit ball of $L^{\infty}$ with mean-value 0 , then there is a unique function $H \in W_{n}{ }^{*}$ with $H^{(n)}=h ; H$ is just the convolution of $h$ and $D_{n}$.

Let $\lambda$ be any (real) periodic measure on $[-\pi, \pi]$ with total variation at most one which is zero on $T_{m}$ and let $f \in W_{n}{ }^{*}$. Then by the duality relation we have

$$
\begin{aligned}
\beta_{n m} & \geqslant\left|\int_{-\pi}^{\pi} f(t) d \lambda(t)\right| \\
& =\left|\int_{-\pi}^{\pi} f^{(n)}(x) D_{\lambda}(x) d x\right|
\end{aligned}
$$

where

$$
D_{\lambda}(x)=\int_{-\pi}^{\pi} D_{n}(t-x) d \lambda(t) .
$$

Now let $\lambda$ vary over all measures orthogonal to $T_{m}$ of total variation at most one and let $f^{(n)}$ vary over all functions in the unit ball of $L^{\infty}$ with mean-value zero. Due to the duality relations we find that

$$
\beta_{n m}=\sup _{\lambda}\left\{\text { distance in } L^{1} \text { from } D_{\lambda} \text { to the constants }\right\} .
$$

Actually, this supremum is a maximum since both $W_{n}{ }^{*}$ and the unit ball of the space of measures are compact. Now we choose a specific $\lambda ; \lambda$ consists of $2 m+3$ point masses at the points $-\pi+k \pi / m+1, k=0,1, \ldots, 2 m+2$ with weights $1 / 4 m+4,-1 / 2 m+2,1 / 2 m+2, \ldots,-1 / 2 m+2,1 / 4 m+4$, respectively. For this $\lambda$,

$$
D_{\lambda}(x)=(m+1)^{-n} D_{n}((m+1) x)
$$

since $\lambda$ is orthogonal to $\cos k x$ unless $k$ is a multiple of $m+1$ in which case the integral has the value 1 . Since $\lambda$ is orthogonat to $T_{m}$ and has total variation one we have

$$
\beta_{n m} \geqslant(m+1)^{-n}\left[\text { distance of } D_{n}((m+1) x) \text { to } \mathbb{R} \text { in } L^{1}\right] .
$$

Note, however, that the $L^{1}$ distance of $D_{n}((m+1) x)$ to the constants is the same as the distance of $D_{n}(x)$ to the constants by periodicity and that this number is four times

$$
\int_{0}^{\pi / 2} D_{n}(x) d x=(1 / \pi) \sum_{k=0}^{\infty}(2 k+1)^{n 1}(-1)^{k}
$$

Hence,

$$
(m+1)^{n} \beta_{n m} \geq(4 / \pi) \sum_{k=0}^{5}(-1)^{k}(2 k+1)^{-n-1}:=K_{n} .
$$

On the other hand, let $S$ be the best $L^{1}$ approximation to $D_{n}$ from $T_{m}$; then

$$
D_{n}-\left.S\right|_{1}=(m+1)^{n} K_{n}
$$

see [10, p. 114] for the details. If $f \in W_{n}{ }^{*}$, then

$$
f(x)-s(x)=\int_{\pi}^{\pi} f^{(n)}(t)\left[D_{n}(x-t)-S(x-t)\right] d t
$$

where $s(x)$ is some element of $T_{m}$. Thus, $\beta_{m m} \& D_{n} \cdots S_{1}$ so that

$$
\beta_{n m}=(m \div 1)^{-1} K_{n}^{\prime} .
$$

Suppose now that $F \subset W_{n}{ }^{*}$ and that the distance of $F$ from $T_{\prime \prime}$ is $\beta_{n, \prime \prime}$. Then

$$
F(x)-s(x): \int_{-}^{-\pi} F^{(n)}(t)\left[D_{n}(x \quad t) \quad S(x \quad t)\right] d t
$$

where $s \in T_{m}$ so that

$$
\begin{array}{rl}
\beta_{u m} & F-s_{x}=F\left(x_{0}\right)-s\left(x_{0}\right) \\
& \leqslant F^{(n)} \times D_{n}\left(x_{11}-1\right)-S\left(x_{0}-t\right)_{1} \\
& \leqslant \beta_{n, m} .
\end{array}
$$

Hence, $F^{(n)}(t)\left(D_{n}\left(x_{0}-t\right) \cdots S\left(x_{0} \cdots t\right)\right)=0$ a.e. and $F^{(\mu)}(t)_{1}$ l where $D_{n}\left(x_{0}-t\right)-S\left(x_{0}-t\right) \neq 0$. However, $D_{n}-S$ changes sign at the points $k \pi / m+1, k=0, \pm 1 \ldots, \pm m$ and only there [10, p. 118], so that $F$ must have the indicated form.

Corollary 1.2. Let $r$ be a positive integer and let $U$ consist of all
 Then

$$
\max _{f \in U_{r}} f, \cdots(r \cdot 1)^{-n} K_{n}
$$

Proof. Let $H$ be a function in $U$, which attains the maximum value of the left-hand side. If $Q$ is any element in $T_{r}$, then the convolution of $H^{(\prime)}$ and $Q$ is identically zero. Hence.

$$
H(x)=\int_{\pi}^{\pi} H^{(n)}(t)\left[D_{n}(x-t)-Q(x-t)\right] d t
$$

so that

$$
\begin{aligned}
& H, \quad \text { distance of } D_{n} \text { to } 7, \text { in } U^{1} \\
& (1) K_{"}
\end{aligned}
$$

by Theorem 1.1. On the other hand, the function

$$
G(x)=(r+1)^{-n} \frac{4}{\pi} \sum_{k=0}^{\infty}(-1)^{k(n+1)}(2 k+1)^{-n-1} \cos ((2 k+1)(r+1) x)
$$

is in $U_{r}$ and $\|G\|_{\infty}=(r+1)^{-n} K_{n}$. This completes the proof.

## 2. Approximation by Algebraic Polynomials

I et $I$ be the closed interval $[-1,1]$ and let $\pi_{m}$ denote the space of algebraic polynomials of degree $m$ or less. Let $W_{n}$ consist of all functions $f$ on $I$ for which $f, f^{\prime}, \ldots, f^{(n-1)}$ are absolutely continuous and $\left|f^{(n)}\right| \leqslant 1$ a.e. Let

$$
\begin{equation*}
\alpha_{n m}=\sup _{f \in W_{n}} E_{m}(f) \tag{2.1}
\end{equation*}
$$

In this section we prove two theorems. The first describes a property of any solution of (2.1); the second is a simple proof of a theorem of S. N. Bernstein on the asymptotic behavior of $\alpha_{n m}$ as $m \rightarrow \infty$.

Theorem 2.1. Let $f$ be a solution of (2.1). Then $f^{(n)}$ assumes only the values 1 and -1 and has exactly $m-n+1$ sign changes in $(-1,1)$. If $m=n-1$, then $f$ is a constant multiple of the $n$th Chebyshev polynomial.

Proof. The proof closely resembles the proof of the first part of Theorem 1.1.

If $f \in W_{n}$ and if $f^{(v)}(-1)=0$ for $v=0, \ldots, n-1$, then

$$
f(x)=\int_{-1}^{1} f^{(n)}(t) \theta(x, t) d t
$$

where $\theta(x, t)=(x-t)_{+}^{n-1} /(n-1)$ !; that is, $\theta(x, t)$ equals $(x-t)^{n} 1 /(n-1)$ ! for $-1 \leqslant t \leqslant x$ and 0 for $x \leqslant t \leqslant 1$. Further, if $h$ is in the unit ball of $L^{\infty}(I)$, then $H(x)=\int_{I} h(t) \theta(x, t) d t$ is in $W_{n}$.

Let $\lambda$ be a (real) measure on $I$ which is orthogonal to $\pi_{m}$ and has total variation at most one; let $f \in W_{n}$. Then by the duality relation

$$
\begin{aligned}
\alpha_{n m} & \geqslant\left|\int_{I} f(x) d \lambda(x)\right| \\
& =\left|\int_{I} f^{(n)}(t) F_{\lambda}(t) d t\right|
\end{aligned}
$$

where

$$
F_{\lambda}(t)=\int_{I} \theta(x, t) d \lambda(x) .
$$

As $\lambda$ runs over the measures of total variation at most one which are orthogonal to $\pi_{m}$ and as $f$ runs over $W_{n}$ we find that

$$
\begin{equation*}
\ell_{, 1, \ldots} \sup F_{1} L^{1}(1) \tag{2,2}
\end{equation*}
$$

The supremum is actually a maximum and equality holds in (2.2) for a measure $\lambda$ with $m \cdots 2$ points in its support. To see this let $H$ be a function in $W_{n}$ whose distance to $\pi_{m}$ is $x_{n, m}$. Such a function exists since $W_{n}$ is compact. Let $P \in \pi_{m}$ be the polynomial of degree $m$ which is closest to $H$. Then there are points $-1 \leqslant x_{0}<x_{1} \cdots<x_{j, i}$, 1 at which $H\left(x_{k}\right) \cdots P\left(x_{1}\right)$ i, $(-1)^{k}, k=0, \ldots, m \mid 1$. Let $\lambda$ be a measure supported on $\left\{x_{i}: k \quad 0 \ldots\right.$. $m-1$ ) of total mass one which is orthogonal to $\pi_{m, 1}$ : let $\lambda_{k}$, be the weight of $\lambda$ at $x_{l /}, k-0 \ldots, m-1$; it is easy to see that $(-1)^{\prime} \lambda_{2}>0$ and hence $\sum_{0}^{m i t 1}(-1)^{k} \lambda_{k}=1$. Then

$$
\begin{aligned}
& x_{n+1} \sum_{k=1}^{\prime \prime \prime}\left(H\left(x_{k}\right) \cdots P\left(x_{j}\right) \lambda\right. \\
& \int(H-P) d \lambda \quad \mid H d \lambda \\
& \int_{1} H^{(n)} F_{A} d x \\
& F_{3}{ }_{1} \quad \imath_{r(1)} .
\end{aligned}
$$

Hence, equality holds in (2.2). We have also shown that if $H=W_{3}$ is at distance $\alpha_{m, n}$ from $\pi_{m}$, then there is a measure $\lambda$, depending on $H$, with $m \quad 2$ points in its support which is orthogonal to $\pi_{m}$ and which satisfies

$$
\int_{1} H^{(m)} F_{n}
$$

Hence, $H^{(n)} F_{\lambda}=0$ a.e. and $H^{(\prime \prime)}$ : I where $f, 0$. However, $F_{,}$is the ( $m-n+1$ )st derivative of the function

$$
B(x)=\int_{1}(x-t)^{m i} m!d \lambda(t)
$$

which is a $B$-spline and so $F_{\lambda}$ has precisely $m \cdots n \quad 1$ zeros in $(1,1)$ : see [4, p. 74]. In particular, in the case $m=n \quad$ I, the smallest value of $m$ for which $\alpha_{n, \prime \prime}$ is finite, we find that $F_{\lambda}>0$ on ( 1,1 ) and so $H$ is a polynomial of degree $n$; clearly, $H$ must be the $n$th Chebyshev polynomial suitably normalized and

$$
x_{n, n-1} \cdot 2^{\prime \prime} 1^{1} n!
$$

For emphasis we restate the primary conclusion of Theorem 2.1. Sach solution of (2.1) is a perfect spline with exactly m 1 knots on ! 1. 1.

Comments. (1) It would be most interesting to prove that there is only one solution of (2.1) and to locate its knots. Of course, the solution in the trigonometric case (Theorem 1.1) is also a perfect spline; its knots are regularly spaced at intervals of $\pi / m+1$. There is a temptation to try the substitution $x-\cos \theta$ to turn the algebraic problem into a trigonometric problem. Of course this will not work since the condition : $f^{(n)} \leqslant 1$ is not carried into anything useful.
(2) The formula

$$
x_{n m}=\max _{f \in W_{n}} \max _{\lambda} \int_{-1}^{1} f d \lambda
$$

where $\lambda$ is the sum of $m+2$ point masses shows that $\alpha_{n m}$ is the maximum of the $m+1$ st divided difference of $f$ at points $-1 \leqslant x_{0}<x_{1}<\cdots<x_{m ; 1} \leqslant 1$ where $f$ is restricted only by the condition that $\left|f^{(n)}\right| \leqslant 1$ on $[-1,1]$.
(3) In the trigonometric case there is a constant $C$ such that $\beta_{n m}$ $(m+1)^{n} \leqslant C$ for all choices of $m$ and $n$. (In fact, $C=\pi / 2$ will work). There is no such number for the algebraic case since $\alpha_{n, n-1}=2^{-n+1}(n!)^{-1}$, and hence $\alpha_{n, n-1} n^{n} \rightarrow \infty$ as $n \rightarrow \infty$. However, for $n$ fixed $\alpha_{n m} m^{n}$ does remain bounded as lheorem 2.2 shows.

We now use Theorem 1.1 and some other facts to give a proof of the following theorem of Bernstein [2], proved in 1947; see [11, p. 293] for a proof in the English language.

Theorem 2.2. $\quad \operatorname{limit}_{m \rightarrow \infty} m^{n} \alpha_{n m}=K_{n}$ where $K_{n}$ is the constant given by (0.2).
Proof. For the first part of the proof it is technically somewhat easier to work on $[-\pi, \pi]$. Let $\bar{\alpha}_{n m}$ be the number analogous to $\alpha_{n m}$ for the interval $[-\pi, \pi]$; then $\bar{\alpha}_{n m}=\pi^{n} x_{n m}$. We shall show that

$$
\lim _{m \rightarrow \infty} \sup m^{n} \bar{\alpha}_{n m} \geqslant \pi^{n} K_{n}
$$

Let $h$ lie in the unit ball of $L_{x}(-\pi, \pi)$; then $H(x)==\int D_{n}(x-t) h(t) d t$ is in $W_{n}(-\pi, \pi)$ and differs from the usual $n$th indefinite integral of $h$ by an algebraic polynomial of degree $n-1$. Hence, as in the proof of Theorem 1.1 or Theorem 2.1

$$
\bar{x}_{n+m}=\max \left\{| | D_{\lambda} \dot{\mid}_{L_{L}}\right\}
$$

where the supremum is taken over all measures $\lambda$ on $[-\pi, \pi]$ which are orthogonal to $\pi_{m}$ and which have total variation at most one.

Let $\epsilon$ be a small positive number and let $r$ be the greatest integer in $m /(1+c) \pi$. We shall need the following standard fact, which dates back at least to Bernstein in 1912 (See [10, p. 77]).

Lemma 2.3. Let $R>1$ and let $E_{R}$ be the ellipsex $\quad(\pi / 2)\left(R \quad R^{\text {I }}\right) \cos \theta^{\prime}$. $y=(\pi / 2)\left(R-R^{1}\right) \sin \theta, 0<\theta<2 \pi$. Suppose $f$ is holomorphic on and within $E_{R}$ and bounded by $M$ on $E_{R}$. Then

$$
\begin{equation*}
E_{m}(f ; \pi \cdot \pi) \therefore 2 M R^{\prime \prime \prime}(R \cdots 1)^{\prime} . \tag{2.3}
\end{equation*}
$$

Continuing the proof of Theorem 2.2 we take $f(z) \quad e^{i k i z}$ in Lemma 2.3. The maximum of $f(z)$ on $E_{R}$ is at most $\exp \left[(k / 2)\left(R-R^{-1}\right) \pi\right]$. When $0 . k \quad r$, this in turn is no more than $\exp \left[m\left(R \quad R^{-1}\right) / 2(1, \epsilon)\right]$. Choose $R$ so close to 1 that

$$
\left.\exp \left[\begin{array}{ll}
R & R^{1}
\end{array}\right) / 2(1 \quad \epsilon)\right] \quad \rho R
$$

where $\rho<1$. Then we have the estimate

$$
\begin{equation*}
E_{m}\left(e^{\ell /, r}: \cdots, \pi\right) \quad 2(R \quad 1)^{1} \rho^{\prime \prime} \tag{2.4}
\end{equation*}
$$

for $0 \quad k \leqslant r$.
Now let $h$ be any continuous, $2 \pi$-periodic function on $[\pi, \pi$ ] which is bounded by 1. Let $\lambda$ be a measure on $[\pi, \pi]$ which is orthogonal to $\pi_{,,}$and has total variation 1 or less. Then

$$
\begin{aligned}
\int_{-}^{\pi} h(t) D_{x}(t) d t \quad & \int_{k} H(x) d \lambda(x) \\
& \sum_{i=} k h(k) \dot{\lambda}(k)
\end{aligned}
$$

where $\hat{h}(k) \cdots(1 / 2 \pi) \int_{\pi}^{\pi} h(t) e^{\cdots h} d t$ and $\hat{\lambda}(k) \cdots \int^{\pi} e^{i k} d \lambda(x)$. Set

$$
H_{r}(x)=\sum_{k^{2}, x} k " \hat{h}(k) \dot{\lambda}(k) c^{\prime \prime} x^{\prime} .
$$

Then

$$
\begin{equation*}
\int_{\pi}^{\pi} h(t) D_{\lambda}(t) d t \quad H_{i}(0) \quad \sum_{i, 1}^{\dot{n}} k \quad * \dot{h}(k) \dot{\lambda}(k) \tag{2.5}
\end{equation*}
$$

The estimate (2.4) shows that $\hat{\lambda}(k)<2(R-1)^{-1} \rho^{\prime \prime \prime}$ if $k r$ and thus the second sum in (2.5) is no larger than $4 m(R \cdots 1)^{-1} \rho^{\prime \prime \prime}$. Furthermore, the $n$th derivative of $H_{\text {. }}$ (recall $n$ is even) differs from

$$
\begin{equation*}
\sum_{=r}^{\infty} \hat{h}(k) \dot{\lambda}(k) e^{j / x} \quad \int_{-}^{\pi} h(x \quad t) d \lambda(t) \tag{2.6}
\end{equation*}
$$

by the term

$$
\begin{equation*}
\sum h(k) \dot{\lambda}(k) e^{2 / x} \tag{2.7}
\end{equation*}
$$

We know that (2.7) does not exceed $4 m(R-1)^{-1} p^{m}$ and (2.6) is clearly bounded by 1 . (We extend $h$ to be $2 \pi$-periodic on $\mathbb{R}$.) Hence, Corollary 1.2 implies that

$$
\left|H_{r}(0)\right| \leqslant\left\|H_{r}\right\|_{\infty} \leqslant(r+1)^{-n} K_{n}\left(1+4 m(R--1)^{-1} \rho^{m}\right) .
$$

This implies that

$$
\begin{aligned}
& \left|\int_{-\pi}^{\pi} h(t) D_{\lambda}(t) d t\right| \\
& \quad \leqslant(r+1)^{-n} K_{n}\left(1+4 m(R-1)^{-1} \rho^{m}\right)+4 m(R-1)^{-1} \rho^{m} \\
& \quad \leqslant \pi^{n}(1+\epsilon)^{n} m^{-n} K_{n}+4 m(R-1)^{-1} \rho^{m}\left(1+(r+1)^{-n} K_{n}\right) .
\end{aligned}
$$

Hence, $\bar{\alpha}_{n n t}=\sup _{|h|_{\infty} \leqslant 1}\left|\int_{-\pi}^{\pi} h(t) D_{\lambda}(t) d t\right|$ is also bounded by the same quantity so that

$$
m^{n} \bar{\alpha}_{n m} \leqslant \pi^{n}(1+\epsilon)^{n} K_{n}+4 m^{n+1} \rho^{m}(R-1)^{-1}\left(1+(r+1)^{-n} K_{n}\right)
$$

and this yields $\lim \sup _{m \rightarrow \infty}\left(m^{n} \bar{\alpha}_{n m}\right) \leqslant \pi^{n}(1+\epsilon)^{n} K_{n}$. Since $\epsilon$ is arbitrary, we have established

$$
\limsup _{m \rightarrow \infty}\left(m^{n} \bar{\alpha}_{n m}\right) \leqslant \pi^{n} K_{n}
$$

To prove that $\lim \inf _{m \rightarrow \infty}\left(m^{n} \alpha_{n m}\right) \geqslant K_{n}$ we return to the interval $I=$ $[-1,1]$ and use a few elementary facts about entire functions of exponential type.

Let $\epsilon>0$ be given. Let $m$ be a positive integer and define

$$
\begin{aligned}
F_{m}(x)=(4 / \pi) \sum_{0}^{\infty}(-1)^{k}(2 k+1)^{-n-1} \cos ((2 k & +1)(1+\epsilon) m x) \\
& -\infty<x<\infty
\end{aligned}
$$

and set $F(x)=F_{1}(x)$. Suppose for each $m$ in a sequence of $m \rightarrow \infty$ there is a polynomial $p_{m}$ of degree $m$ with

$$
\left\|F_{m}-p_{m}\right\|_{L^{\infty}(I)} \leqslant(1-\delta) K_{n}, \quad \delta>0
$$

where $\delta$ is independent of $m$. Then a change of variables yields

$$
\left\|F(x)-q_{m}(x)\right\|_{L^{\infty}(-m . m)} \leqslant(1-\delta) K_{n}
$$

where $q_{m}(x)=p_{m}(x / m),-\infty<x<\infty$. Now

$$
q_{m}^{(k)}(0)=m^{-k} p_{m}^{(k)}(0), \quad k=0, \ldots, m
$$

and by a classical inequality of Markov $[3.46,(83)]$.

$$
\begin{aligned}
f_{n}^{(i)}(0) & m_{i}^{i} \max _{i} p_{n}(\cdots) \\
& 2 k,
\end{aligned}
$$

Hence.

$$
q_{\ldots \prime}^{\prime \prime \prime}(0) \quad 2 k, \quad \text { fork }
$$

 subsecs of the plane to an entire function of exponential type $\quad$ of Clearly. $G$ satisfies the inequatioy

$$
F-G+\ldots \quad(!-\infty 人 .
$$

 this period and hence $G$ is constant. But no comstant is within distanci $k$, of $F$. This contradiction shows that

$$
\liminf _{m \rightarrow 1}(1 ; 11 \quad \alpha
$$

Honcrer. (1 e) " $m^{"} F_{m, n}=W_{n}$ so that

$$
\liminf _{m \rightarrow 1}\left(m m^{\prime}, \ldots, n_{1}\right) \quad L_{m},(1 \quad \Leftrightarrow
$$

Thus.

$$
\operatorname{liminl}_{m l^{\prime}} \|^{\prime \prime} x_{n, n} \quad K_{i}
$$

and the theorem is proved.

> 3. Approximation os thi Line by Enilre Functions Of Exponential Typ!

Let $E_{\infty}, \sigma, 0$, be the space of entire functions of exponential type kes thon o which are bounded on the real axis. Such function $f$ necessarily satisties the growth condition

$$
f(x ; i) \quad\left({ }^{\prime \prime \prime}\left(\sup ^{\prime}, f(t)\right)\right.
$$

for some $\rho<\sigma$. In this section we use Theorems 1.1 and 2.2 to give a simple proof of the following theorem of Krein [9].

Thiorem 3.1. Let $V_{"}$ consist of all bounded functions fon 1 . $x$ ) which satisfy $f(\ldots) \quad 1$ on $(x, x)$. Let

$$
\gamma_{n,} \sup _{i=1, G \in} \inf _{i} f \quad G, \ldots
$$



Proof. Again we take $n$ to be even. Let

$$
F_{o}(x)=\frac{1}{\sigma^{n}} \frac{4}{\pi} \sum_{k=0}^{\infty}(-1)^{k} \frac{\cos (2 k+1) \sigma x}{(2 k+1)^{n+1}}, \quad-\infty<x<\infty .
$$

Then $F_{\sigma} \in V_{n}$; suppose $G \in E_{\sigma}$ and $\left\|G-F_{\sigma}\right\| \leqslant K_{n}(1-\delta) \sigma^{-n}, \delta>0$. Let $F(x)=\sigma^{n} F_{\sigma}(x / \sigma)$ and $H(z)=\sigma^{n} G(z / \sigma)$. Then $\|F-H\|_{(-\infty, \infty)} \leqslant(1-\delta) K_{n}$ and $H$ is entire of exponential type less than 1 . Since $F$ is $2 \pi$-periodic, we may assume $H$ is also and hence $H$ is constant. But the distance from $F$ to the constants is $K_{n}$. Thus, the distance from $F_{q}$ to $E_{\sigma}$ is $K_{n} \sigma^{-n}$ so that $\gamma_{n \sigma} \geqslant$ $K_{n} \sigma^{-n}$.

On the other and, let $f \in V_{n}, \epsilon>0$, and let $I_{m}$ be the interval $I_{m}=[-m / \sigma$ $(1-\epsilon), m / \sigma(1-\epsilon)]$. Let $p_{m}$ be the best approximation to $f$ on $I_{m}$ from $\pi_{m}$, let $g_{m}(x)=f(m x / \sigma(1-\epsilon))$ and $q_{m}(x)=p_{m}(m x / \sigma(1-\epsilon))$. Then

$$
\begin{aligned}
\| f-\left.p_{m}\right|_{I_{m}} & =\left\|g_{m}-q_{m}\right\|_{I} \\
& =E_{m}\left(g_{m} ; I\right) \\
& \leqslant \alpha_{m m} m^{n} / \sigma^{n}(1-\epsilon)^{n}
\end{aligned}
$$

so that by Theorem 2.2

$$
\limsup _{m \rightarrow \infty} E_{n n}\left(f ; I_{m}\right) \leqslant K_{n} / \sigma^{n}(1-\epsilon)^{n} .
$$

Hence, $\left\|q_{m}\right\|_{I} \leqslant C$ for all $m$ so that

$$
\begin{aligned}
p_{m}^{(k)}(0) \mid & =\sigma^{k}(1-\epsilon)^{k} m^{-k}\left|q_{m}^{(k)}(0)\right| \\
& \leqslant C \sigma^{k}(1-\epsilon)^{k}
\end{aligned}
$$

by Markov's inequality. Hence, some subsequence of $\left\{p_{m}\right\}$ converges uniformly on compact subsets of the plane to an entire function $G$ of exponential type less than $\sigma$ which must satisfy

$$
\because f-G \|_{(-x, x)} \leqslant K_{n} / \sigma^{n}(1-\epsilon)^{n} .
$$

Hence,

$$
\inf _{G \in E_{\sigma}}\|f-G\|_{(-\infty, x)} \leqslant K_{n} / \sigma^{n}(1-\epsilon)^{n}
$$

for each $f \in V_{n}$ and each $\epsilon>0$, so that

$$
\gamma_{n \sigma} \leqslant K_{n} / \sigma^{n}
$$

and this completes the proof.
To complete the circle of ideas in Theorems 1.1, 2.2, and 3.1 we show that Theorem 3.1 easily implies the value of the constant $\beta_{n m}$ in Theorem 1.1. Let
$f \in W_{n}{ }^{*}$ and extend $f$ periodically to the line. Then, because a $2 \pi$-periodic function in $E_{m \mid 1}$ is a trigonometric polynomial of degree $m$ or less, we have

$$
\inf _{G \in E_{m, 1}} f-G_{(, x)}=\inf _{T \in T_{m b}} f-T_{L^{x}(\ldots \pi, n)}
$$

But the left-hand side does not exceed $K_{n}(m+1)^{-\prime \prime}$ by Theorem 3.1. Hence, $\beta_{n m} \leqslant K_{n}(m+1)^{-n}$. On the other hand, the function

$$
F_{m}(x)=(m \cdots 1)^{-n} \frac{4}{\pi} \sum_{0}^{5}(\cos (2 k \cdots 1)(m \cdots 1) x)(-1)^{k(m) 1} /(2 k \cdots 1)^{\prime \prime}
$$

lies in $W_{n}^{*}$ and has $2 m-3$ alternation on $[-\pi, \pi]$ and hence the best approximation to $F_{m}$ from $T_{m}$ is zero; thus

$$
\beta_{n m} \geqslant\left|F_{m} ;\left|F_{n}(0)\right|=K_{n} /(m \cdots 1)^{n} .\right.
$$

## 4. An Analytic Version of the Favard-Achieser-Krein Theorem

If we view Theorem 1.1 on the unit circle, then it says that a continuous function whose $n$th derivative is never larger than 1 can be approximated by a sum of the form

$$
s(x)=\sum_{-h}^{m} c_{h} e^{i / x}
$$

with an error of no more that $K_{n}(m-1)^{-"}$. The "analytic" version of this theorem would be to approximate a function whose negative Fourier coefficients are zero by a sum of the form

$$
p(x)=\sum_{0}^{\prime \prime \prime} c_{k} e^{i k x}:
$$

that is, approximate an analytic function on the unit circle by a polynomial of degree $m$ in the complex variable $z$. This is the content of the theorem of Babenko [10, p. 126] which is somewhat more general.

Theorem 4.1. Let $R \geqslant 1$ and let $A_{n}(R)$ consist of all analytic functions $f$ on $z!<R$ which satisfy $\mid f^{(n)}(z)<1$ for $: z!<R$. Then for $m \geqslant n-1$,

$$
\begin{equation*}
\sup _{r \in A_{n}(R)} \inf _{p \in \pi_{m}}|f(z)-p(z)|_{z \mid=1}=\frac{(m \cdots n \cdot 1)!}{(m+1)!} R^{(m,-u=1)} \tag{4.1}
\end{equation*}
$$

Iff is a solution of (4.1) then $f(z)=C z^{m+1}+p(z)$ for an appropriate constant $C$ and polynomial p of degree $n-1$.

Proof. Assume $R>1$; the case $R=1$ follows by taking limits. Let $f \in A_{n}(R)$; then

$$
f(z)=\sum_{0}^{\infty} a_{j} z^{j}
$$

so that

$$
f^{(n)}(z)=\sum_{0}^{\infty}\{(j+n)!/ j!\} a_{j+n} z^{j}, \quad|z|<R .
$$

Let $c_{k}=k!/(k+n)!, k=0,1, \ldots$, and set

$$
G(\theta)=R^{n-m-1} e^{i(m+1) \theta}\left\{c_{m-n+1}+2 \sum_{k=1}^{\infty} R^{-k} c_{m-n+1+k} \cos k \theta\right\} .
$$

Then it is straightforward to check that

$$
(1 / 2 \pi) \int_{0}^{2 \pi} f^{(n)}\left(R^{i \theta}\right) e^{i n \theta} G(t-\theta) d \theta=f\left(e^{i t}\right)+p_{f}\left(e^{i t}\right)
$$

where $p_{f}$ is a polynomial of degree $m$ which depends on $f$. Hence

$$
\begin{aligned}
\inf _{q \in \pi_{m}}\|f-q\| & \leqslant\left\|f+p_{f}\right\| \\
& \leqslant\left\|f^{(n)}\left(\operatorname{Re}^{i \theta}\right)\right\|_{\infty}\|G\|_{1} .
\end{aligned}
$$

However, the term in the brackets in the formula for $G$ is nonnegative since $\left\{c_{k}\right\}$ is nonnegative with nonnegative first and second differences. Hence, $\sup _{f \in A_{n}(R)} \inf _{q \in \pi_{m}}\|f-q\| \leqslant R^{n-m-1} c_{m-n+1}$.

On the other hand, the function $F(z)=R^{n-m-1} c_{m-n+1} z^{m+1}$ lies in $A_{n}(R)$ and is at distance $R^{n-m+1} c_{m-n+1}$ from $\pi_{m}$. This proves the first part of the theorem.

If $f \in A_{n}(R)$ has maximum distance $d=R^{n-m-1} c_{m-n+1}$ from $\pi_{m}$, then

$$
\begin{aligned}
d \leqslant\left\|f+p_{f}\right\|_{\infty} & =\left|f\left(e^{i t_{0}}\right)+p_{f}\left(e^{i t_{0}}\right)\right| \\
& =\left|\frac{1}{2 \pi} \int_{0}^{2 \pi} f^{(n)}\left(R e^{i \theta}\right) e^{i n \theta} G\left(t_{0}-\theta\right) d \theta\right| \\
& \leqslant \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|f^{(n)}\left(R e^{i \theta}\right) e^{i n \theta} G\left(t_{0}-\theta\right)\right| d \theta \\
& \leqslant\left\|f^{(n)}\left(R e^{i \theta}\right)\right\|_{\infty}\left\|G\left(t_{0}-\theta\right)\right\|_{1} \\
& \leqslant d .
\end{aligned}
$$

Hence, $f^{(n)}\left(\operatorname{Re}^{i \theta}\right) e^{i n \theta} G\left(t_{0}-\theta\right)$ has constant argument and $\left|f^{(n)}\left(\operatorname{Re}^{i \theta}\right)\right|=1$ where $G\left(t_{0}-\theta\right) \neq 0$. Since $G$ cannot vanish on a set of positive measure, we find that

$$
f^{(n)}\left(R e^{i \theta}\right)=\lambda e^{i(m-n+1) \theta}
$$

where $|\lambda|=1$. Hence, $f(z)=\lambda R^{n-m-1} c_{m-n+1} z^{m+1}+p(z)$ where $p \in \pi_{n-1}$.

## 5. Other Moduli of Continumt

Theorem 1.1 may be viewed as establishing the distance from $T_{1,}$ to the set of those functions $f$ for which $f^{(n-1)}$ satisfies the Lipschitz condition $f^{(n-1)}(x) \quad f^{(\prime \prime}{ }^{1}(y) \quad x \quad y$ for all $x, y$ in $[\cdots \pi, \pi]$. With that in mind we can ask for the distance from $T_{t \prime}$ to the set of functions for which $f^{(1)}{ }^{1 \prime}$ has some other modulus of continuity. We look at this question when the modulus of continuity $\omega$ is concate: we do not get the precise distance (for this see [8. Section 5]) but do establish upper and lower bounds which are not too far apart. The techniques are elementary but we do make use of a theorem of Korneicuk on the precise value of the constant for the lowestorder case. For simplicity in exposition we impose the modulus of continuity condition on the $n$th derivative.

Definition. Let $\omega(h)$ be a continuous, concave positive. increasing function on $[0,2 \pi]$ with $\omega(0) \cdots 0$ and $\omega\left(h_{1}: h_{2}\right): \omega\left(h_{1}\right) \quad \omega\left(h_{2}\right)$. We define $A_{\text {ins }}^{*}$ to be all those functions $f$ for which $f f^{\prime} f^{\prime} \ldots f^{(\prime \prime)}$ are continuous $2 \pi$-periodic functions on $[\pi, \pi]$ and for which $f^{(m)}(x, h) f^{(n)}(x)$ $\omega(h), x \in[-\pi, \pi], 0 \quad h \quad 2 \pi$.

Theorem 5.1. Let $\omega$ be a concate modulus of continuity and let $\beta_{\ldots}, \ldots(\omega)$ $\sup \left\{E_{n,}^{*}(f): f \in A_{n, \infty}^{*}\right\}$. Then

$$
\begin{equation*}
(1 / \pi) \omega(\pi / m-1) K_{n+1}(m \quad 1)^{\prime \prime} \leqslant \beta_{m m}(\omega)=1 / \omega\left(\pi / m \quad \text { 1) } K_{n}(m: 1)\right. \tag{5.i}
\end{equation*}
$$

where $K_{n}, K_{n-1}$ are the constants giten by $(0.2)$ for $n$ and $n$ 1. respecticels.
Proof. The theorem of Korneičuk [6] asserts

$$
\beta_{0 m}(\omega)=\sup \left\{E_{n,}{ }^{*}(f): f C A_{n}^{*} ; \cdots \frac{1}{2} \omega(\pi / m \quad \text { |) }\right.
$$

Also see [9, p. 123]. First we establish the upper bound in (5.1). Let $S$ be the best $L^{1}$ approximation to $D$, from $T_{m}$, let $\lambda$ be any periodic measure which is orthogonal to $T_{m}$ and has total variation 1 or less, let $G \in A_{m, \infty}^{*}$ with $G^{i, n} \quad \underset{r}{r}$ For an appropriate choice of $\lambda$ and $G$ we have

$$
\begin{aligned}
& \beta_{n, m}(\omega) \quad \sup \left\{E_{m}{ }^{*}(f): f \in A^{*}, \ldots\right. \\
& \int_{-\pi}^{\pi} G(t) d \lambda(t) \\
& \int_{-\pi}^{\pi}\left(\int_{=}^{\pi} g(t-x)\left(D_{n}(x)-S(x)\right) d x\right) d(t)
\end{aligned}
$$

Now the function

$$
u(x)=\int_{-\pi}^{\pi} g(t-x) d \lambda(t)
$$

is no larger than $\frac{1}{2} \omega(\pi / m+1)$ by (5.2). Hence, applying Hölder's inequality we find that

$$
\beta_{n m}(\omega) \leqslant \frac{1}{2} \omega(\pi / m+1) K_{n}(m+1)^{n}
$$

since $\left|D_{n}-S\right|_{i 1}--K_{n}(m+1)^{-n}$. This gives the upper bound.
To establish the lower bound we choose a particular $g$ and a particular $\lambda$. First assume $n$ is even. Let $g$ be the even function of period $2 \pi / m+1$ for which

$$
\begin{aligned}
g(x) & =\frac{1}{2} \omega(\pi / m+1-2 x) & & 0 \leqslant x \leqslant \pi / 2(m+1) \\
& =-\frac{1}{2} \omega(2 x-\pi / m+1) & & \pi / 2(m+1) \leqslant x \leqslant \pi / m+1,
\end{aligned}
$$

$g$ is in $A_{0 \omega}^{*}$; see [10, p. 45]. Let $\lambda$ be the measure with $2 m+3$ point masses at the points $-\pi+k \pi / m+1, k=0,1, \ldots, 2 m+2$, with weights $1 / 4 m+4$, $-1 / 2 m+2,1 / 2 m+2, \ldots,-1 / 2 m+2,1 / 4 m+4$, respectively. Then $\lambda$ is orthogonal to $\sin k x$ for all $k$ and to $\cos k x$ if $k$ is not a multiple of $m+1$; the integral of $\lambda$ against $\cos p(m+1) x$ is 1 for all integers $p$. Since $g$ is $2 \pi / m+1$ periodic and even,

$$
\int_{-\pi}^{\pi} g(t-x) d \lambda(t)=g(x) .
$$

Hence, if $G^{(n)}=g$, then $G \in \Lambda_{n \omega}^{*}$ and

$$
\begin{aligned}
\beta_{n m}(\omega) & \geqslant \int_{-\pi}^{\pi} G(t) d \lambda(t) \\
& =\int_{-\pi}^{\pi} g(x) D_{n}(x) d x \\
& =(m+1)^{-n} \int_{-\pi}^{\pi} g(x) D_{n}((m+1) x) d x
\end{aligned}
$$

since $g$ is $2 \pi / m+1$ periodic. Continuing

$$
\begin{aligned}
\beta_{n m}(\omega) & \geqslant(m+1)^{-n} \int_{-\pi}^{\pi} g(x / m+1) D_{n}(x) d x \\
& =2(m+1)^{-n} \int_{0}^{\pi} g(x / m+1) D_{n}(x) d x
\end{aligned}
$$

Now

$$
\begin{aligned}
& \int_{0}^{\pi} g(x / m+1) D_{n}(x) d x \\
& \quad=\int_{0}^{\pi / 2} g(x / m+1)\left[D_{n}(x)-D_{n}(\pi-x)\right] d x \\
& \quad=(2 / \pi) \int_{0}^{\pi / 2} g(x / m+1)\left(\sum_{0}^{\infty}(2 k+1)^{-n} \cos (2 k+1) x\right) d x .
\end{aligned}
$$

Since the sum in the last integral is nonnegative on $[0, \pi / 2]$ we may use the inequality which is valid for $0 \leqslant x \leqslant \pi / 2$ because of the concavity of $\omega$

$$
\begin{aligned}
2 g(x / m+1) & =\omega(\pi / m+1-2 x / m+1) \\
& =\omega((\pi / m-1)(1-2 x / \pi)) \\
& \geq(1-2 x / \pi) \omega(\pi / m-1) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\beta_{n n}(\omega)= & \frac{2}{\pi} \omega(\pi / m \div 1) \sum_{\|}^{\infty}(2 k \mid 1)^{n} \int_{0}^{\pi / 2}(1 \cdots 2 x / \pi) \cos (2 k \cdots 1) x d x \\
& \frac{4}{\pi^{2}} \omega(\pi / m: 1) \sum_{0}^{\infty}(2 k \cdots 1)^{-n-2} \\
= & \frac{1}{\pi} \omega(\pi / m: 1) K_{n-1} .
\end{aligned}
$$

A similar computation gives the same lower bound when $n$ is odd.
Corollary 5.2. Let $\omega(h) \cdots h^{x}, 0<\alpha=1$. Then

$$
\frac{1}{\pi} \pi^{2} K_{n+1}(m+1)^{\cdots \cdots} \sup \left\{E_{m} *(f): f^{(n)} \in \operatorname{Lip}_{1}(\alpha)^{2} \quad{ }_{2}^{1} \pi^{\wedge} K_{n}(m) \quad 1\right)
$$

Comments. (1) When $x=1$ the left inequality above is actually an equality.
(2) For $n-1$ the corollary yields the estimates

$$
\frac{1}{8} \pi^{1 \cdots}(m+1)^{-1} \cdots \beta_{1 m}\left(h^{n}\right)<\frac{1}{4} \pi^{1 \cdots}(m+1)^{-1 \cdots}
$$

and for $n=2$ the estimates

$$
(1 / 24) \pi^{2+x}(m+1)^{-\cdots x} \approx \beta_{2 m}\left(h^{2}\right)(1 / 16) \pi^{2}(m+1)
$$

These compare with the exact values

$$
\frac{1}{1}(1: x)^{-1} \pi^{1}(m+1)^{-1}
$$

and

$$
\frac{1}{8}(2 \cdots)^{-1} \pi^{2}(m+1) \div
$$

found by Korneičuk; [5, 6], respectively.
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