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Abstract

In this paper, new classes of generalized (F,α,ρ, d)-type I functions are introduced for differen
tiable multiobjective programming. Based upon these generalized functions, first, we obtain
sufficient optimality conditionsfor feasible solution to be an efficient or weak efficient solutio
Second, we prove weak and strong duality theorems for mixed type duality.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction

In recent years, there has beenan increasing interest in generalizations of convexity
in connection with sufficiency and duality inoptimization problems. It has been fou
that only a few properties of convex functions are needed for establishing sufficienc
duality theorems. Using the properties needed as definitions of new classes of fun
it is possible to generalize the notion of convexity and to extend the validity of theo

* Corresponding author.
E-mail address:b.aghezzaf@fsac.ac.ma (B. Aghezzaf).
0022-247X/$ – see front matter 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2003.12.042

https://core.ac.uk/display/82085924?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


M. Hachimi, B. Aghezzaf / J. Math. Anal. Appl. 296 (2004) 382–392 383

zed
exity
invex,
lasses
ented
ctions

s
g
en-

s

alled
-
m
so-

s of

if

ly

by
to larger classes of optimization problems. Consequently, several classes of generali
convex functions are introduced in literature. More specifically, the concept of inv
was introduced by Hanson [4]. Later, Kaul and Kaur [6] presented strictly pseudo
pseudoinvex and quasiinvex functions. In [5], Hanson and Mond defined two new c
of functions called type I and type II functions. Rueda and Hanson [11] have pres
pseudo-type I and quasi-type I functions. Other classes of generalized type I fun
have been introduced [2,7].

The concept of(F,ρ)-convexity was introduced by Preda [10] as extension ofF -
convexity [4] andρ-convexity [14]. In recent papers, Aghezzaf and Hachimi [1] ha
derived some sufficient optimality conditions and mixed type duality results involvin
generalized(F,ρ)-convexity, they [2] has also derived some duality results involving g
eralized type I functions, and Liang et al. [8] defined (F,α,ρ, d)-convex functions, a new
class of functions that unifies several concepts of generalized convexity.

Consider the following nonlinear multiobjective programming problem:

(MOP) minimizef (x) = (
f1(x), . . . , fp(x)

)
,

subject to x ∈ A = {
x ∈ X | g(x) � 0

}
,

whereX is an open subset ofRn andf :X → R
p , g :X → R

q are differentiable function
at x̄ ∈ A.

In this paper, we introduce new generalized classes of type I functions, c
(F,α,ρ, d)-type I, by combining the concepts of (F,α,ρ, d)-convexity [8] and general
ized type I functions [2,4,7]. The sufficientoptimality conditions are obtained for proble
(MOP) involving generalized (F,α,ρ, d)-type I. Duality results are also obtained by as
ciating a mixed type dual problem [15] with the problem (MOP).

Notations. Throughout this paper we use the following notations. The index setP =
{1,2, . . . , p} and Q = {1,2, . . . , q}. For x̄ ∈ A, the index setE = {j | gj (x̄) = 0} and
gE denotes the vector for active constraints. Ifx and y ∈ R

n, then x � y ⇔ xi � yi ,
i = 1, . . . , n; x � y ⇔ x � y andx �= y; x < y ⇔ xi < yi , i = 1, . . . , n; xy or xty de-
note the inner product.

For the multiobjective programming problem (MOP), the solution is defined in term
a (weak) efficient solution in the following sense [13]:

Definition 1. We say that̄x ∈ A is an efficient solution for problem (MOP) if and only
there exists nox ∈ A such thatf (x) � f (x̄).

Definition 2. We say that̄x ∈ A is a weak efficient solution for problem (MOP) if and on
if there exists nox ∈ A such thatf (x) < f (x̄).

Weak efficient solutions are often useful, since they are completely characterized
scalarization [12].
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2. Generalized (F,α,ρ, d)-type I functions

In this section we consider a general type of convex functions, namely(F,α,ρ, d)-
type I functions, an extension of generalized type I functions presented in [2]
(F,α,ρ, d)-convexity presented in [8].

Definition 3. A functionalF :X × X × R
n → R is sublinear if for anyx, x̄ ∈ X,

F(x, x̄;a1 + a2) � F(x, x̄;a1) + F(x, x̄;a2) ∀a1, a2 ∈ R
n, (1a)

F(x, x̄;αa) = αF(x, x̄;a) ∀α ∈ R, α � 0, ∀a ∈ R
n. (1b)

Let F be a sublinear functional and the functionsf = (f1, . . . , fp) :X → R
p and

h = (h1, . . . , hr ) :X → R
r are differentiable at̄x ∈ X. Let ρ = (ρ1, ρ2), whereρ1 =

(ρ1, . . . , ρp) ∈ R
p, ρ2 = (ρ1+p, . . . , ρr+p) ∈ R

r . Let α = (α1, α2) whereα1 :X × X →
R+ \ {0}, α2 :X × X → R+ \ {0}, and letd(·, ·) :X × X → R.

For a vector-valued functionf :X → R
p, the symbolF(x, x̄;∇f (x̄)) denotes the vec

tor of componentsF(x, x̄;∇f1(x̄)), . . . ,F (x, x̄;∇fp(x̄)).

Definition 4. (f,h) is said (F,α,ρ, d)-type I atx̄, if for all x ∈ A we have

f (x) − f (x̄) � F
(
x, x̄;α1(x, x̄)∇f (x̄)

) + ρ1d2(x, x̄), (2a)

−h(x̄) � F
(
x, x̄;α2(x, x̄)∇h(x̄)

) + ρ2d2(x, x̄). (2b)

Definition 5. (f,h) is said pseudoquasi (F,α,ρ, d)-type I atx̄, if for all x ∈ A we have

f (x) < f (x̄) ⇒ F
(
x, x̄;α1(x, x̄)∇f (x̄)

) + ρ1d2(x, x̄) < 0, (3a)

−h(x̄) � 0 ⇒ F
(
x, x̄;α2(x, x̄)∇h(x̄)

) + ρ2d2(x, x̄) � 0. (3b)

If in the above definition, inequality (3a) is satisfied as

f (x) � f (x̄) ⇒ F
(
x, x̄;α1(x, x̄)∇f (x̄)

) + ρ1d2(x, x̄) < 0, (3c)

then we say that(f,h) is strictly pseudoquasi (F,α,ρ, d)-type I atx̄.

Definition 6. (f,h) is said weak strictly-pseudoquasi (F,α,ρ, d)-type I at x̄, if for all
x ∈ A we have

f (x) � f (x̄) ⇒ F
(
x, x̄;α1(x, x̄)∇f (x̄)

) + ρ1d2(x, x̄) < 0, (4a)

−h(x̄) � 0 ⇒ F
(
x, x̄;α2(x, x̄)∇h(x̄)

) + ρ2d2(x, x̄) � 0. (4b)

Definition 7. (f,h) is said strong pseudoquasi (F,α,ρ, d)-type I atx̄, if for all x ∈ A we
have

f (x) � f (x̄) ⇒ F
(
x, x̄;α1(x, x̄)∇f (x̄)

) + ρ1d2(x, x̄) � 0, (5a)

−h(x̄) � 0 ⇒ F
(
x, x̄;α2(x, x̄)∇h(x̄)

) + ρ2d2(x, x̄) � 0. (5b)

If in the above definition, inequality (5a) is satisfied as
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f (x) < f (x̄) ⇒ F
(
x, x̄;α1(x, x̄)∇f (x̄)

) + ρ1d2(x, x̄) � 0, (5c)

then we say that(f,h) is weak pseudoquasi (F,α,ρ, d)-type I atx̄.

Remark 8. Note that for the scalar objective functions the class of pseudoquasi (F,α,ρ, d)-
type I, the class of weak strictly-pseudoquasi (F,α,ρ, d)-type I, and the class of stron
pseudoquasi (F,α,ρ, d)-type I functions coincide.

Definition 9. (f,h) is said sub-strictly-pseudoquasi (F,α,ρ, d)-type I atx̄, if for all x ∈ A

we have

f (x) � f (x̄) ⇒ F
(
x, x̄;α1(x, x̄)∇f (x̄)

) + ρ1d2(x, x̄) � 0, (6a)

−h(x̄) � 0 ⇒ F
(
x, x̄;α2(x, x̄)∇h(x̄)

) + ρ2d2(x, x̄) � 0. (6b)

Definition 10. (f,h) is said weak quasistrictly-pseudo (F,α,ρ, d)-type I at x̄, if for all
x ∈ A we have

f (x) � f (x̄) ⇒ F
(
x, x̄;α1(x, x̄)∇f (x̄)

) + ρ1d2(x, x̄) � 0, (7a)

−h(x̄) � 0 ⇒ F
(
x, x̄;α2(x, x̄)∇h(x̄)

) + ρ2d2(x, x̄) � 0. (7b)

Definition 11. (f,h) is said weak quasisemi-pseudo (F,α,ρ, d)-type I atx̄, if for all x ∈ A

we have

f (x) � f (x̄) ⇒ F
(
x, x̄;α1(x, x̄)∇f (x̄)

) + ρ1d2(x, x̄) � 0, (8a)

−h(x̄) � 0 ⇒ F
(
x, x̄;α2(x, x̄)∇h(x̄)

) + ρ2d2(x, x̄) < 0. (8b)

Definition 12. (f,h) is said weak strictly-pseudo (F,α,ρ, d)-type I at x̄, if for all x ∈ A

we have

f (x) � f (x̄) ⇒ F
(
x, x̄;α1(x, x̄)∇f (x̄)

) + ρ1d2(x, x̄) < 0, (9a)

−h(x̄) � 0 ⇒ F
(
x, x̄;α2(x, x̄)∇h(x̄)

) + ρ2d2(x, x̄) < 0. (9b)

3. Sufficient optimality conditions

In [1], Aghezzaf and Hachimi considered anumber of sufficient optimality condition
which depend on generalized(F,ρ)-convexity. We adapt these results to the classes of
eralized (F,α,ρ, d)-type I functions. Moreover, we present a special sufficient optim
conditions for a feasible point to be weak efficient.

Theorem 13. Suppose that there exists a feasible solutionx̄ for (MOP)and vectors̄u ∈ R
m

and v̄ ∈ R
p such that

ū∇f (x̄) + v̄∇g(x̄) = 0, (10a)

v̄g(x̄) = 0, (10b)

ū > 0, v̄ � 0. (10c)
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If (f, gE) is strong pseudoquasi(F,α,ρ, d)-type I at x̄ with ūρ1α1(·, x̄)−1 + v̄Eρ2 ×
α2(·, x̄)−1 � 0, thenx̄ is an efficient solution for(MOP).

Proof. Suppose that̄x is not an efficient solution for (MOP). Then, there existx ∈ A such
thatf (x) � f (x̄), gE(x) � gE(x̄). From the hypotheses on(f, gE), we have

F
(
x, x̄;α1(x, x̄)∇f (x̄)

) + ρ1d2(x, x̄) � 0, (11a)

F
(
x, x̄;α2(x, x̄)∇gE(x̄)

) + ρ2d2(x, x̄) � 0. (11b)

So,

α1(x, x̄)F
(
x, x̄;∇f (x̄)

)
� −ρ1d2(x, x̄), (12a)

α2(x, x̄)F
(
x, x̄;∇gE(x̄)

)
� −ρ2d2(x, x̄). (12b)

Multiplying (12a) and (12b) with̄uα1(x, x̄)−1 andv̄Eα2(x, x̄)−1, respectively, we get

ūF
(
x, x̄;∇f (x̄)

)
< −ūρ1α1(x, x̄)−1d2(x, x̄), (13)

v̄EF
(
x, x̄;∇gE(x̄)

)
� −v̄Eρ2α2(x, x̄)−1d2(x, x̄). (14)

By the sublinearity ofF , we summarize to get

F
(
x, x̄; ū∇f (x̄) + v̄∇g(x̄)

)
� ūF

(
x, x̄;∇f (x̄)

) + v̄EF
(
x, x̄;∇gE(x̄)

)

< −[
ūρ1α1(x, x̄)−1 + v̄Eρ2α2(x, x̄)−1]d2(x, x̄).

Sinceūρ1α1(x, x̄)−1 + v̄Eρ2α2(x, x̄)−1 � 0, the above inequalities give

F
(
x, x̄; ū∇f (x̄) + v̄∇g(x̄)

)
< 0,

we obtain a contradiction to (10a) becauseF(x, x̄;0) = 0. Hence,̄x is an efficient solution
for (MOP). �

An interesting case not covered by Theorem 13 above is the case where(x̄, ū, v̄) is a
solution of (10) but the requirement thatū > 0 is not made. This is given by the follow
ing two theorems, where instead of requiring thatū > 0, we enforce other the convexi
conditions on(f, gE).

Theorem 14. Suppose that there exists a feasible solutionx̄ for (MOP)and vectors̄u ∈ R
m

and v̄ ∈ R
p such that

ū∇f (x̄) + v̄∇g(x̄) = 0, (15a)

v̄g(x̄) = 0, (15b)

ū � 0, v̄ � 0. (15c)

If (f, gE) is weak strictly-pseudoquasi(F,α,ρ, d)-type I at x̄ with ūρ1α1(·, x̄)−1 +
v̄Eρ2α2(·, x̄)−1 � 0, thenx̄ is an efficient solution for(MOP).
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Proof. Assume that̄x is not an efficient solution for (MOP). Then, there existsx ∈ A such
thatf (x) � f (x̄). SincegE(x̄) = 0 and(f, gE) is weak strictly-pseudoquasi (F,α,ρ, d)-
type I atx̄, we have

F
(
x, x̄;α1(x, x̄)∇f (x̄)

) + ρ1d2(x, x̄) < 0,

F
(
x, x̄;α2(x, x̄)∇gE(x̄)

) + ρ2d2(x, x̄) � 0,

and now the proof is similar to that of Theorem 13.�
Theorem 15. Suppose that there exists a feasible solutionx̄ for (MOP)and vectors̄u ∈ R

m

and v̄ ∈ R
p such that

ū∇f (x̄) + v̄∇g(x̄) = 0, (16a)

v̄g(x̄) = 0, (16b)

(ū, v̄) � 0, v̄E > 0. (16c)

If (f, gE) is weak quasistrictly-pseudo(F,α,ρ, d)-type I at x̄ with ūρ1α1(·, x̄)−1 +
v̄Eρ2α2(·, x̄)−1 � 0, thenx̄ is an efficient solution for(MOP).

Proof. Assume that̄x is not an efficient solution for (MOP). Then, there existsx ∈ A such
thatf (x) � f (x̄). SincegE(x̄) = 0 and(f, gE) is weak quasistrictly-pseudo (F,α,ρ, d)-
type I atx̄, we have

F
(
x, x̄;α1(x, x̄)∇f (x̄)

) + ρ1d2(x, x̄) � 0,

F
(
x, x̄;α2(x, x̄)∇gE(x̄)

) + ρ2d2(x, x̄) � 0,

and now the proof is similar to that of Theorem 13.�
Remark 16. Similarly, we can prove more results like Theorems 13–15 by varying
convexity condition on(f, gE) and by changing the sign ofū andv̄.

It is obvious that the Theorems 13 and 14 hold for weak efficient solutions too. How
it is important to know that the convexity assumptions of Theorems 13 and 14 c
weakened for weak efficient solutions.

Theorem 17. Suppose that there exists a feasible solutionx̄ for (MOP)and vectors̄u ∈ R
p

and v̄ ∈ R
q such that the triplet(x̄, ū, v̄) satisfies system(10)of Theorem13. If (f, gE) is

weak pseudoquasi(F,α,ρ, d)-type I atx̄ with ūρ1α1(·, x̄)−1 + v̄Eρ2α2(·, x̄)−1 � 0, then
x̄ is a weak efficient solution for(MOP).

Proof. Assume that̄x is not a weak efficient solution for (MOP). Then, there existsx ∈ A

such thatf (x) < f (x̄). SincegE(x̄) = 0 and(f, gE) is weak pseudoquasi (F,α,ρ, d)-
type I atx̄, we have

F
(
x, x̄;α1(x, x̄)∇f (x̄)

) + ρ1d2(x, x̄) � 0,

F
(
x, x̄;α2(x, x̄)∇gE(x̄)

) + ρ2d2(x, x̄) � 0,

and now the proof is similar to that of Theorem 13.�
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Theorem 18. Let x̄ be a feasible solution for(MOP). If there existū ∈ R
p, v̄ ∈ R

q such
that the triplet(x̄, ū, v̄) satisfies system(15) of Theorem14 and (f, gE) is pseudoquas
(F,α,ρ, d)-type I atx̄ with ūρ1α1(·, x̄)−1+ v̄Eρ2α2(·, x̄)−1 � 0, thenx̄ is a weak efficien
solution for(MOP).

Proof. Suppose that̄x is not a weak efficient solution for (MOP). Then, there existsx ∈ A

such thatf (x) < f (x̄). SincegE(x̄) = 0 and(f, gE) is pseudoquasi (F,α,ρ, d)-type I
at x̄, we have

F
(
x, x̄;α1(x, x̄)∇f (x̄)

) + ρ1d2(x, x̄) < 0,

F
(
x, x̄;α2(x, x̄)∇gE(x̄)

) + ρ2d2(x, x̄) � 0,

and now the proof is similar to that of Theorem 14.�
Remark 19. The importance of Theorems 17 and 18 lies in the fact that a similar r
does not necessarily hold for efficient solutions.

4. Mixed type duality

LetJ1 be a subset ofQ andJ2 = Q/J1, and lete be the vector ofRp whose component
are all ones.

We consider the following mixed type dual of (MOP) defined in Xu [15]:

(XMOP) maximizef (y) + vJ1gJ1(y)e,

subject to u∇f (y) + v∇g(y) = 0, (17a)

vJ2gJ2(y) � 0, (17b)

v � 0, (17c)

u � 0, ute = 1. (17d)

As pointed out by Xu [15], we get a Mond–Weir dual forJ1 = ∅ and a Wolfe dual for
J2 = ∅ in (XMOP), respectively, while in (GMOP) in Section 4 of [2] a Wolfe dual can
be obtained by specifyingJ0 there. Besides, the dual there has more constraints, in ge

Theorem 20 (Weak duality).Assume that for all feasiblex for (MOP) and all feasible
(y,u, v) for (XMOP), any of the following holds:

(a) u > 0, and(f (·)+ vJ1gJ1(·)e, vJ2gJ2(·)) is strong pseudoquasi(F,α,ρ, d)-type I aty

with uρ1α1(·, y)−1 + ρ2α2(·, y)−1 � 0;
(b) u > 0, and(uf (·) + vJ1gJ1(·), vJ2gJ2(·)) is pseudoquasi(F,α,ρ, d)-type I aty with

ρ1α1(·, y)−1 + ρ2α2(·, y)−1 � 0.

Then the following cannot hold:

f (x) � f (y) + vJ1gJ1(y)e. (18)
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Proof. Suppose contrary to the result of the theorem that (18) holds. Sincex is feasible
for (MOP) andv � 0, (18) implies that

f (x) + vJ1gJ1(x)e � f (y) + vJ1gJ1(y)e (19a)

hold. Since(y,u, v) is feasible for (XMOP), it follows that

−vJ2gJ2(y) � 0. (19b)

By hypothesis (a) and (19), we have

F
(
x, y;α1(x, y)

[∇f (y) + vJ1∇gJ1(x)e
]) + ρ1d2(x, y) � 0, (20a)

F
(
x, y;α2(x, y)∇vJ2gJ2(y)

) + ρ2d2(x, y) � 0. (20b)

Sinceα1(x, y) > 0, α2(x, y) > 0 andu > 0, the inequalities (20) give

F
(
x, y;u∇f (y) + vJ1∇gJ1(y)

)
< −α1(x, y)−1uρ1d2(x, y), (21a)

F
(
x, y; vJ2∇gJ2(y)

)
� −α2(x, y)−1ρ2d2(x, y). (21b)

By sublinearity ofF , we obtain

F
(
x, y;u∇f (y) + v∇g(y)

)
< −[

uρ1α1(x, y)−1 + ρ2α2(x, y)−1]d2(x, y).

Sinceuρ1α1(x, y)−1 + ρ2α2(x, y)−1 � 0, we have

F
(
x, y;u∇f (y) + v∇g(y)

)
< 0 (22)

which contradicts the duality constraint (17a) becauseF(x, x̄;0) = 0. Hence, (18) canno
hold.

On the other hand, multiplying (19a) withu > 0, we get

uf (x) + vJ1gJ1(x) < uf (y) + vJ1gJ1(y). (23)

When hypothesis (b) holds, inequalities (19b) and (23) imply

F
(
x, y;α1(x, y)

[
u∇f (y) + vJ1∇gJ1(x)

]) + ρ1d2(x, y) < 0, (24a)

F
(
x, y;α2(x, y)∇vJ2gJ2(y)

) + ρ2d2(x, y) � 0. (24b)

Sinceα1(x, y) > 0 andα2(x, y) > 0, the inequalities (24) give

F
(
x, y;u∇f (y) + vJ1∇gJ1(y)

)
< −α1(x, y)−1ρ1d2(x, y), (25a)

F
(
x, y; vJ2∇gJ2(y)

)
� −α2(x, y)−1ρ2d2(x, y). (25b)

By sublinearity ofF , we obtain

F
(
x, y;u∇f (y) + v∇g(y)

)
< −[

ρ1α1(x, y)−1 + ρ2α2(x, y)−1]d2(x, y).

So we also have (22) which contradicts the duality constraint (17a).�
We need the conditionu > 0 in Theorem 20. In order to get the results without the c

dition u > 0, other convexity assumption should be enforced, which leads to the follo
theorem.
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Theorem 21 (Weak duality).Assume that for all feasiblex for (MOP) and all feasible
(y,u, v) for (XMOP), any of the following holds:

(a) (f (·)+vJ1gJ1(·)e, vJ2gJ2(·)) is weak strictly-pseudoquasi(F,α,ρ, d)-type I aty with

uρ1α1(·, y)−1 + ρ2α2(·, y)−1 � 0;
(b) (uf (·) + vJ1gJ1(·), vJ2gJ2(·)) is strictly pseudoquasi(F,α,ρ, d)-type I at y with

ρ1α1(·, y)−1 + ρ2α2(·, y)−1 � 0.

Then the following cannot hold:

f (x) � f (y) + vJ1gJ1(y)e. (26)

Proof. Suppose contrary to the result of the theorem that (26) holds. Sincex is feasible
for (MOP) andv � 0, (26) implies that

f (x) + vJ1gJ1(x)e � f (y) + vJ1gJ1(y)e (27a)

hold. Since(y,u, v) is feasible for (XMOP), it follows that

−vJ2gJ2(y) � 0. (27b)

By hypothesis (a) and (27), we have

F
(
x, y;α1(x, y)

[∇f (y) + vJ1∇gJ1(x)e
]) + ρ1d2(x, y) < 0, (28a)

F
(
x, y;α2(x, y)∇vJ2gJ2(y)

) + ρ2d2(x, y) � 0. (28b)

Sinceα1(x, y) > 0, α2(x, y) > 0 andu � 0, the inequalities (28) give

F
(
x, y;u∇f (y) + vJ1∇gJ1(y)

)
< −α1(x, y)−1uρ1d2(x, y), (29a)

F
(
x, y; vJ2∇gJ2(y)

)
� −α2(x, y)−1ρ2d2(x, y). (29b)

By sublinearity ofF , we obtain

F
(
x, y;u∇f (y) + v∇g(y)

)
< −[

uρ1α1(x, y)−1 + ρ2α2(x, y)−1]d2(x, y).

Sinceuρ1α1(x, y)−1 + ρ2α2(x, y)−1 � 0, we have

F
(
x, y;u∇f (y) + v∇g(y)

)
< 0 (30)

which contradicts the duality constraint (17a) becauseF(x, x̄;0) = 0. Hence, (26) canno
hold.

On the other hand, multiplying (27a) withu, we get

uf (x) + vJ1gJ1(x) � uf (y) + vJ1gJ1(y). (31)

When hypothesis (b) holds, inequalities (31) and (27b) imply

F
(
x, y;α1(x, y)

[
u∇f (y) + vJ1∇gJ1(x)

]) + ρ1d2(x, y) < 0, (32a)

F
(
x, y;α2(x, y)∇vJ2gJ2(y)

) + ρ2d2(x, y) � 0. (32b)

Sinceα1(x, y) > 0 andα2(x, y) > 0, the inequalities (32) give
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F
(
x, y;u∇f (y) + vJ1∇gJ1(y)

)
< −α1(x, y)−1ρ1d2(x, y), (33a)

F
(
x, y; vJ2∇gJ2(y)

)
� −α2(x, y)−1ρ2d2(x, y). (33b)

By sublinearity ofF , we obtain

F
(
x, y;u∇f (y) + v∇g(y)

)
< −[

ρ1α1(x, y)−1 + ρ2α2(x, y)−1]d2(x, y).

So we also have (30) which contradicts the duality constraint (17a).�
Corollary 22. Let (ȳ, ū, v̄) be feasible solution for(XMOP) such thatv̄J1gJ1(ȳ) = 0 and
assume that̄y is feasible for(MOP). If weak duality(any of Theorem20 or 21) holds
between(MOP) and (XMOP), then ȳ is efficient for(MOP) and (ȳ, ū, v̄) is efficient for
(XMOP).

Proof. The proof is similar to these of Egudo [3, Corollaries 1, 2].�
Before proceeding to establish strong duality results, we first state below the gene

constraint qualification [9].
Let x̄ be any feasible point to problem (MOP). Following Maeda [9], we let

Qi = {
x ∈ R

n | g(x) � 0, fk(x) � fk(x̄), k = 1,2, . . . , p andk �= i
}
,

Q = {
x ∈ R

n | g(x) � 0, f (x) � f (x̄)
}
.

Further, we letT (Qi, x̄) be the tangent cone toQi at x̄ andL(Q, x̄) be the linearizing
cone toQ at x̄.

Definition 23. We say that̄x satisfies a generalized constraint qualification if

L(Q, x̄) =
p⋂

i=1

T (Qi, x̄).

Theorem 24 (Strong duality).Let x̄ be an efficient solution for(MOP) and assume that̄x
satisfies a generalized constraint qualification[9]. Then there exist̄u ∈ R

p andv̄ ∈ R
q such

that (x̄, ū, v̄) is feasible for(XMOP) and v̄J1gJ1(x̄) = 0. If also weak duality(Theorem20
or 21)holds between(MOP)and(XMOP) then(x̄, ū, v̄) is efficient for(XMOP).

Proof. This follows on the lines of Egudo [3, Theorem 3].�
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