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Abstract

Two linear elastic materials are brought into contact along a fractal interface Σ . We suppose that the contact is perfect on small
zones disposed on Σ . Using Γ -convergence arguments, we establish the possible limit contact laws which appear when letting the
common size of these zones tend to 0. We also generalise these results to the case of more general obstacle problems on this fractal
interface.
© 2007 Elsevier Masson SAS. All rights reserved.

Résumé

Deux matériaux élastiques linéaires sont maintenus en contact le long d’une interface fractale Σ . On suppose que le contact est
parfait sur de petites zones disposées sur Σ . En utilisant des arguments de Γ -convergence, on établit les lois limites possibles de
contact qui apparaissent en faisant tendre vers 0 la taille commune de ces zones. On généralise ces résultats dans le cas plus général
de problèmes d’obstacle sur cette interface fractale.
© 2007 Elsevier Masson SAS. All rights reserved.
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1. Introduction

Let Ω1 and Ω2 be two disjoint, open and bounded subsets of Rn, n = 2 or 3, and Σ = Ω1 ∩ Ω2. We suppose
that ∂Ω1 \ Σ and ∂Ω2 \ Σ are smooth and that Ω1 and Ω2 are (ε, δ)-domains (with ε > 0 and δ ∈ [0,+∞]), as
defined in [24] (see Definition 2.1 below). We suppose that Σ is a d-smooth set, n − 2 < d < n, as defined in [24]
(see Definition 2.3 below). Ω1 and Ω2 are supposed to be filled in with linear elastic materials whose deformation
tensor e(u) = (eij (u))i,j=1,...,n, given through eij (u) = 1

2 (
∂ui

∂xj
+ ∂uj

∂xi
), is linked to the stress tensor σ(u) through

Hooke’s law σij (u) = aijkl(x)ekl(u), i, j = 1, . . . , n, where the summation convention with respect to repeated indices
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is used (and will be used throughout this paper). The fourth-order tensor (aijkl(x)) satisfies the usual symmetry and
coercivity properties:

aijkl(x) = ajikl(x) = aljki(x), ∀x ∈ Ωm,m = 1,2,

∃c1, c2 > 0, ∀ξ ∈ R2n: c1ξij ξij � aijkl(x)ξij ξkl � c2ξij ξij .

Our purpose is to describe the asymptotic behaviour of unilateral or bilateral obstacle problems of Signorini type
on Σ , within this context. For a perfect contact ([u]Σ = 0) occurring on small zones disposed on Σ , we will prove
that the limit problem is of the kind,

σ 1
ij νj = −σ 2

ij νj = −μij [uj ]Σ, i, j = 1, . . . , n, (1.1)

where ν = (νj )j=1,...,n is the unit outer normal to Ω1 on Σ , [uj ]Σ means the jump of uj on Σ , and μ = (μij )i,j=1,...,n,
is a symmetric matrix of Borel measures which do not charge the polar subsets of Σ . Conversely, we will prove that
every limit contact of the type (1.1) can be obtained through a sequence of perfect contacts on small zones of Σ .

This problem is motivated by the observation that the global zone where the contact between two elastic materials
occurs is, in general, not completely known. This contact zone may indeed be located on a rough surface. Moreover,
in many cases, there surely exist micro-cracks on this interface which generate boundary layers. The above matrix μ

of measures is a consequence of the microscopic forces which are present during the adhesion process between the
two elastic materials.

We will compute in an explicit way this matrix of measures μ, when two linear, homogeneous and isotropic elastic
materials are brought into contact in the 2D (resp., 3D) case on small zones distributed on a von Koch curve (resp.,
surface) Σ of Hausdorff measure d .

As a second question, we will consider the following minimisation problem, in the two-dimensional case

inf
ω∈O(Σ)

∫
Ω

j
(
x,uω(x)

)
dHd(x), (1.2)

where O(Σ) is the set of all open subsets of Σ , j is a Caratheodory function, Hd is a d-Hausdorff measure,
uω = (u1

ω,u2
ω) is the solution of the elasticity problem⎧⎪⎪⎪⎨⎪⎪⎪⎩

−σm
ij,j (u

m
ω ) = (fi)|Ωm in Ωm, m = 1,2,

[uω]Σ = 0 on ω,

um
ω = 0 on ∂Ωm \ Σ, m = 1,2,

σ 1
ij (u

1
ω)νj = −σ 2

ij (u
2
ω)νj = 0 on Σ \ ω, i = 1, . . . , n,

where f belongs to L2(Ω1,Rn) × L2(Ω2,Rn), ν is the unit normal outer to Ω1 and [uω]Σ is the jump of uω

through Σ (see Remark 2.12). The solution uω is sought in the space

W = {(
v1, v2) ∈ H 1(Ω1,Rn

)× H 1(Ω2,Rn
) ∣∣ vm = 0 on ∂Ωm \ Σ, m = 1,2

}
. (1.3)

The existence of a solution of problem (1.2) is not always guaranteed. We will prove that the relaxed problem
associated to (1.2) is

min
μ#∈M0,s (Σ,Rn)

∫
Ω

j
(
x,uμ#(x)

)
dHd(x), (1.4)

where M0,s(Σ,Rn) denotes a set of symmetric matrices μ# = (μij )i,j=1,...,n of Borel measures (see Definition 2.19
below) and where uμ# is the solution in the space

Wμ# =
{
v ∈ W

∣∣ ∫ [vi]Σ [vj ]Σ dμij (x) < +∞
}
,

Σ
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of the elasticity problem ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−σm

ij,j (u
m
μ#) = (fi)|Ωm in Ωm, m = 1,2,

um
μ# = 0 on ∂Ωm \ Σ, m = 1,2,

σ 1
ij (u

1
μ#)νj = −μij [(uμ#)j ]Σ on Σ,

−σ 2
ij (u

2
μ#)νj = −μij [(uμ#)j ]Σ on Σ.

We will give an explicit example of such a problem at the end of our work, using part of the results of our previous
work [11]. Throughout the present work, we will use Γ -arguments, as described in [6] (see also [1] for the definition
of the epi-convergence).

2. Functional framework

2.1. Definitions

Definition 2.1. Given ε > 0 and δ > 0, an open subset Ω of Rn is called an (ε, δ)-domain if for every x, y in Ω ,
satisfying |x − y| < δ, there exists a rectifiable arc γ ⊂ Ω of length l(γ ) linking x and y and such that:

(1) l(γ ) � |x − y|/ε,
(2) d(z,Rn \ Ω) � ε|x − z||y − z|/|x − y|, ∀z ∈ γ .

Remark 2.2. An open subset of R2, whose boundary Σ is a von Koch curve is an (ε, δ)-domain, see [18].

Definition 2.3. Σ is a d-smooth set, n − 2 < d < n, if:

(1) there exist two positive constants C1 and C2 such that

∀x ∈ Σ : C1r
d � Hd

(
Σ ∩ B(x, r)

)
� C2r

d ,

where B(x, r) denotes the euclidean open ball centered at x, with radius r such that 0 < r � diam(Σ),
(2) Σ preserves Markov’s inequality

∀m ∈ N, ∃c = c(Σ,m,n): max
Σ∩B(x,r)

|∇P | � c

r
max

Σ∩B(x,r)
|P |,

for every x ∈ Σ and every polynomial P of degree less than or equal to m.

We will assume through the rest of the paper that Σ is d-smooth and closed. We will assume n − 2 < d < n, for
restrictions which appear in the next paragraph.

2.2. The Besov spaces B2
α(Σ), α = 1 − (n − d)/2

Let:

• N be the net of squares or cubes in Rn, n = 2 or 3, of length r > 0, obtained when cutting Rn by means of
hyperplanes which are orthogonal to the axes.

• Nh be the net of such squares or cubes in Rn of length 2−h, with h ∈ N
∗.

• Nh(Σ) = {Q ∈ Nh | Q ∩ Σ 
= ∅}, h ∈ N
∗.

• S0(Nh) be the set of functions s : Rn → R such that s|Q is constant for every Q ∈ Nh.
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Definition 2.4. A function u belongs to the Besov space B2
α(Σ) if u belongs to L2(μ), with μ = Hd
Σ (the restric-

tion of Hd to Σ ) and if there exists a sequence (bh)h�0 ∈ l2 such that, for every net Nh, with h ∈ N
∗, there exists

s ∈ S0(Nh) satisfying (∫
Σ

|u − s|2 dμ

)1/2

� 2−hαbh.

The norm on B2
α(Σ) is defined as

‖u‖α,2 =
(∫

Σ

|u|2 dμ + inf
(bh)h�0

∑
h

(bh)
2
)1/2

,

where the infimum is taken over all sequences (bh)h�0 ∈ l2 satisfying the above condition. B2
α(Σ) is a Hilbert space

when equipped with the scalar product associated to this norm.

Remark 2.5. An equivalent norm on B2
α(Σ) is (see [20])

‖u‖α,2 =
(∫

Σ

|u|2 dμ +
∫

Σ×Σ,|x−y|<1

|u(x) − u(y)|2
|x − y|d+2α

dμ(x)dμ(y)

)1/2

.

2.3. Dual space

Definition 2.6. Let Q be a square or a cube of length 2−h, with h ∈ N
∗, such that Q ∩ Σ 
= ∅. A function

f = f |Q ∈ L2(μ) is an (α,2)-atom associated to Q if:

supp(f ) ⊂ 2Q;
∫

2Q

f (x)dμ(x) = 0;
(∫

Σ

|f |2 dμ

)1/2

� 2−hα.

With each element Q of Nh(Σ), let us associate an (α,2)-atom fQ and a number bQ. We define

bh :=
( ∑

Q∈Nh(Σ)

|bQ|2
)1/2

. (2.1)

Let us suppose that (bh)h belongs to l2. We define the function gh through

∀x ∈ Σ : gh(x) =
∑

Q∈Nh(Σ)

bQfQ(x).

This function gh belongs to L2
loc(μ) (see [19, Paragraph 3]) and for every ϕ ∈ C∞

c (Rn), one has

〈gh,ϕ〉 =
∑

Q∈Nh(Σ)

bQ

∫
Σ

fQϕ dμ.

Thus doing, gh defines a distribution on Σ . We then define: Tm = ∑m
h=0 gh and observe that (Tm)m converges in

the distributional sense to T defined through (see [19, Paragraph 3])

〈T ,ϕ〉 =
∞∑

h=0

∑
Q∈Nh(Σ)

bQ

∫
Σ

fQϕ dμ, ∀ϕ ∈ C∞
c

(
Rn

)
. (2.2)

Theorem 2.7. (See [19, p. 291].) The space B2−α(Σ) of distributions T defined through (2.2) is the dual space of
B2

α(Σ) when equipped with the norm

‖T ‖−α,2 = inf

(∑
h�0

|bh|2
)1/2

,

where bh is defined through (2.1).
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Replacing 2 by p ∈ ]1,+∞[ in the above constructions, we can prove that B
p
α (Σ) is a reflexive and separable

Banach space with (B
p
α (Σ))′ = B

q
−α(Σ), where q = p/(p − 1) (see [19] for more details).

Notice that there exists a metric on Σ called Lagrangian metric (see for example [22]).

2.4. Capacity

Within this context, one defines the set function Capα , α = 1 − (n − d)/2, through

Capα(K) = inf
{‖ϕ‖2

α,2

∣∣ ϕ ∈ C0
c (Σ) ∩ B2

α(Σ), ϕ � 0 on Σ, ϕ � 1 on K
}
,

for every compact subset K of Σ .

Proposition 2.8. One has the following properties of this capacity.

(1) Capα(∅) = 0.
(2) If K1 ⊂ K2, then Capα(K1) � Capα(K2).
(3) If (Kh)h is a nonincreasing sequence of compact subsets of Σ , then

Capα

( ∞⋂
h=0

Kh

)
= lim

h→∞ Capα(Kh).

(4) For every compact subsets K1 and K2, one has

Capα(K1 ∪ K2) + Capα(K1 ∩ K2) � Capα(K1) + Capα(K2).

Proof. The points (1) and (2) are immediate consequences of the definition of the capacity Capα .
(3) The proof is the same as in [15, Theorem 1.1]. Because

⋂∞
h=0 Kh ⊂ Kh, ∀h, one has:

Capα

( ∞⋂
h=0

Kh

)
� lim

h→∞ Capα(Kh).

Conversely, for every positive ε, there exists ϕε ∈ C0
c (Σ), ϕε � 0 on Σ , ϕε � 1 on K = ⋂∞

h=0 Kh and ‖ϕε‖2
α,2 �

Capα(K) + ε. We define ψaε := aϕε , a > 1, and observe that

‖ψaε‖2
α,2 � a2(Capα(K) + ε

); ‖ψaε‖2
α,2 � Capα(Kh), ∀h � h0.

Letting h tend to ∞, a to 1, and ε to 0, one obtains

Capα(K) � lim
h→∞ Capα(Kh).

(4) Let ϕ, ψ be any elements of C0
c (Σ). We define, as in [21, Theorem 2.1], u = max(ϕ,ψ), v = min(ϕ,ψ),

Σ+ = {x ∈ Σ | ϕ(x) � ψ(x)}, Σ− = Σ \ Σ+. Let χA be the characteristic function of some subset A. One has(∣∣u(x) − u(y)
∣∣2 + ∣∣v(x) − v(y)

∣∣2)χΣ×Σ(x, y) = (∣∣ϕ(x) − ψ(y)
∣∣2 + ∣∣ψ(x) − ϕ(y)

∣∣2)χΣ+×Σ−(x, y)

+ (∣∣ψ(x) − ϕ(y)
∣∣2 + ∣∣ϕ(x) − ψ(y)

∣∣2)χΣ−×Σ+(x, y)

+ (∣∣ϕ(x) − ϕ(y)
∣∣2 + ∣∣ψ(x) − ψ(y)

∣∣2)χΣ+×Σ+(x, y)

+ (∣∣ψ(x) − ψ(y)
∣∣2 + ∣∣ϕ(x) − ϕ(y)

∣∣2)χΣ−×Σ−(x, y).

For every (x, y) ∈ Σ+ × Σ− one has ϕ(x) � ψ(x) and ψ(y) � ϕ(y), which implies ϕ(y) − ϕ(x) � ϕ(y) − ψ(x).
For every a � 0, we define the nondecreasing function ga through ga(s) = |s +a|2 −|s|2. Choosing a = ψ(y)−ϕ(y),
we get ga(ϕ(y) − ϕ(x)) � ga(ϕ(y) − ψ(x)), which implies∣∣ϕ(x) − ψ(y)

∣∣2 − ∣∣ϕ(x) − ϕ(y)
∣∣2 �

∣∣ψ(x) − ψ(y)
∣∣2 − ∣∣ϕ(y) − ψ(x)

∣∣2
⇒ ∣∣ϕ(x) − ψ(y)

∣∣2 + ∣∣ϕ(y) − ψ(x)
∣∣2 �

∣∣ψ(x) − ψ(y)
∣∣2 + ∣∣ϕ(x) − ϕ(y)

∣∣2.
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We then repeat the argument with Σ− × Σ+ and get∫
Σ×Σ,|x−y|<1

|u(x) − u(y)|2
|x − y|d+2α

dμ(x)dμ(y) +
∫

Σ×Σ,|x−y|<1

|v(x) − v(y)|2
|x − y|d+2α

dμ(x)dμ(y)

�
∫

Σ×Σ,|x−y|<1

|ϕ(x) − ϕ(y)|2
|x − y|d+2α

dμ(x)dμ(y) +
∫

Σ×Σ,|x−y|<1

|ψ(x) − ψ(y)|2
|x − y|d+2α

dμ(x)dμ(y),

whence ∥∥max(ϕ,ψ)
∥∥2

2,α
+ ∥∥min(ϕ,ψ)

∥∥2
2,α

� ‖ϕ‖2
2,α + ‖ψ‖2

2,α.

Taking ϕ � 1 on K1 and ψ � 1 on K2, we thus have ϕ ∧ ψ � 1 on K1 ∩ K2 and ϕ ∨ ψ � 1 on K1 ∪ K2. This ends
the proof. �

Let O(Σ) be the set of all open subsets of Σ . For every ω ∈O(Σ), we define

Capα(ω) = sup
{
Capα(K)

∣∣K compact, K ⊂ ω
}

and for every subset A ⊂ Σ

Capα(A) = inf
{
Capα(ω)

∣∣ ω ∈ O(Σ), A ⊂ ω
}
.

Thanks to Proposition 2.8, Capα is a Choquet capacity. Let us observe that this can be generalised to the case when
p belongs to ]1,+∞[, thus defining a p-Choquet capacity.

Definition 2.9.

(1) A property is called Capα-quasi-everywhere true (Capα-q.e.) if it is true up to a set of capacity Capα equal to 0.
(2) A function u :Σ → R is Capα-quasi-continuous on Σ if for every positive ε, there exists Aε ⊂ Σ , with

Capα(Aε) � ε such that the restriction of u to Σ \ Aε is continuous on Σ \ Aε .

Let Vα be the vector space of equivalent classes with respect to the equality Capα-q.e. of Capα-quasi-continuous
functions from Σ to R. Let (Kh)h be any nondecreasing sequence of compact subsets of Σ , such that Σ = ⋃

h Kh.
We define, for every h ∈ N and every v ∈ Vα

qα,h(v) = inf
{
ε > 0 | Capα

(
Kh ∩ {|v| � ε

})
� ε

}
,

qα(v) =
∑
h

1

2h

qα,h(v)

1 + qα,h(v)
.

Proposition 2.10. One has:

(1) Vα is a topological vector space which is complete for the convergence defined through

vn →
n→∞v in Vα ⇔ lim

n→∞qα(vn − v) = 0.

(2) The embedding from B2
α(Σ) into Vα is continuous.

Proof. (1) is a consequence of [2, Théorème 2.3]. (2) is a consequence of [2, Lemme 2.10].
One immediately verifies that for every v ∈ B2

α(Σ)∥∥|v|∥∥
α,2 � ‖v‖α,2;

∥∥v+∥∥
α,2 � ‖v‖α,2,

which proves that the contractions associated to these operations work in B2
α(Σ). Thanks to these properties and to

Proposition 2.10, one proves that B
p
α (Σ) is a Dirichlet space. We thus deduce that every u ∈ B2

α(Σ) has a Capα-quasi-
continuous representative ũ, which is unique up to a set of capacity Capα equal to 0. We will identify u and ũ in the
rest of this paper.
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Theorem 2.11. (See [24, Theorems 1, 2], taking here k = 1, j = 0 and p = 2.) Let Ω1 and Ω2 be disjoint, open
and bounded (ε, δ)-domains of Rn such that Σ = Ω1 ∩ Ω2 is a closed and d-smooth set. For every v ∈ H 1(Ωm),
m = 1,2, the limit

lim
r→0+

1

meas(B(x, r) ∩ Σ)

∫
B(x,r)∩Σ

v(y)dy := v(x)

exists for Hd -a.e. x ∈ Σ , and v belongs to B2
α(Σ). Here meas(B(x, r) ∩ Σ) is the n-dimensional Lebesgue measure

of B(x, r) ∩ Σ . The trace operator

Tr:

(
H 1(Ωm) → B2

α(Σ)

v �→ v

)
is a bounded linear operator which is onto and has a bounded linear right inverse.

Remark 2.12. For every v = (v1, v2) ∈ H 1(Ω1) × H 1(Ω2), we define: [v]Σ = v1 − v2.

From now on, we will suppose that Σ is always obtained through Σ = Ω1 ∩ Ω2, with the previous hypotheses on
Ω1 and Ω2.

Definition 2.13. Let U be any open subset of Rn. A function f :U → Rn is of class Cα , α = 1 − (n − d)/2, if

∃M > 0, ∀x, y ∈ U :
∣∣f (x) − f (y)

∣∣� M|x − y|α.

Let σ = ∑n
i1,...,in−1=1 ai1...in−1(x)dxi1 ∧ · · · ∧ dxin−1 be some (n − 1)-form of class Cα and with compact support

K ⊂ Rn. Let us define

|σ(x)| =
(

n∑
i1,...,in−1=1

(
ai1...in−1(x)

)2

)1/2

,

|σ |0 = sup
x∈K

∣∣σ(x)
∣∣,

|σ |α = |σ |0 + sup
x,y∈K,x 
=y

|σ(x) − σ(y)|
|x − y|α .

Let Fα be the space of (n − 1)-forms σ ∈ Cα , equipped with the above-defined notion of convergence on Cα

(associated to the norm |.|α). Being given a closed subset F of Rn and σ ∈ Fα with support contained in F , there
exists σ̃ ∈Fα such that ⎧⎪⎨⎪⎩

(i) σ̃|F = σ|F and σ̃ ∈ C∞(Rn \ F),

(ii) |̃σ |α � |σ |α,

(iii) |dσ̃ (x)| � |σ |α d(x,F )α−1, ∀x ∈ Rn \ F,

where d(x,F ) = infy∈F d(x, y). This result has been proved in [16, Theorem 2.1], for n = 2, using a partition of
Rn \ F involving appropriate nets of squares Nh(F ). The above extension σ̃ of σ is called Whitney’s extension of σ .

Let Ω be a bounded (ε, δ)-domain of Rn whose boundary ∂Ω is an oriented d-smooth set. Suppose that σ ∈ Fα

is C1 in Rn \ ∂Ω and assume that dσ is integrable on Ω . Then∫
∂Ω

σ =
∫
Ω

dσ,

see [16, Theorem 3.9], for n = 2, which can be generalised to n = 3. For every u, v in H 1(Ω,Rn) the following
Green’s formula holds ∫

σij (u)eij (v)dx = −
∫

σij,j (u)vi dx +
∫

vi d
(
σij (u)νj

)
,

Ω Ω ∂Ω
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with σij (u) = aijklekl(u) and where ν is the outer unit normal to ∂Ω and∫
∂Ω

vi d
(
σij (u)νj

)= 〈
σij (u)νj , vi

〉
〈B2−α(∂Ω),B2

α(∂Ω)〉.

2.5. Compactness result

Let F be the set of functionals F from B2
α(Σ,Rn) ×O(Σ) to [0,+∞] satisfying the hypotheses (H1), (H2), (H3)

and (H4), with

(H1) (Lower semi-continuity): for every ω ∈ O(Σ), the functional: u �→ F(u,ω) is lower semi-continuous with re-
spect to the strong topology of B2

α(Σ,Rn).
(H2) (Measure property): for every u ∈ B2

α(Σ,Rn), ω �→ F(u,ω) is the restriction to O(Σ) of some Borel measure
defined on B(Σ), still denoted F(u, .), where B(Σ) is the collection of Borel subsets of Σ .

(H3) (Localisation property): for every u and v in B2
α(Σ,Rn) and for every ω ∈O(Σ), the equality of the restrictions

of u and v to ω implies: F(u,ω) = F(v,ω).
(H4) (C1-convexity property): for every ω ∈ O(Σ), the functional: u �→ F(u,ω) is convex on B2

α(Σ,Rn) and more-
over one has

F
(
ϕu + (1 − ϕ)v,ω

)
� F(u,ω) + F(v,ω),

for every function ϕ ∈ C1(Σ), with values in (0,1).

We also define a set of measures which will be useful in the rest of the paper.

Definition 2.14. Let M0(Σ) be the set of nonnegative Borel measures, which are absolutely continuous with respect
to the above-defined capacity Capα , that is, Capα(B) = 0 ⇒ μ(B) = 0, ∀B ∈ B(Σ).

A general decomposition of a measure μ ∈ M0(Σ) has been studied in [5].

Example 2.15. For every subset E ⊂ Σ with Capα(E) > 0, we define the measure

∞E(B) =
{

0 if Capα(E ∩ B) = 0,

+∞ otherwise.

Then ∞E belongs to M0(Σ).

Example 2.16. Let μ ∈ M0(Σ). Let f be any Borel function from Σ × Rn → [0,+∞], such that ξ �→ f (x, ξ)

is convex and lower semi-continuous on Rn for μ-a.e. x ∈ Ω . We define the functional F on B2
α(Σ,Rn) × O(Σ)

associated to μ and f through

F(u,ω) =
∫
ω

f
(
x,u(x)

)
dμ(x).

Then F satisfies the properties (H1), (H2), (H3) and (H4). The only difficult part is indeed the verification of (H1).
Let (uh)h be any subsequence converging in B2

α(Σ,Rn)-strong to u. Then there exists a subsequence (uhk
(x))k which

converges to u(x), Capα-q.e., thanks to Proposition 2.10. Thus (uhk
(x))k converges to u(x), μ-a.e. on Σ , thanks to

the absolute continuity of μ, with respect to the capacity Capα . This implies

lim inf
k→∞ f

(
x,uhk

(x)
)
� f

(
x,u(x)

)
, μ-a.e. on Σ,

whence

lim inf
k→∞ F(uhk

,ω) � F(u,ω), ∀ω ∈O(Σ).
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Theorem 2.17. (Of integral representation, see [8, Theorem 7.5].) For every F ∈ F, there exist μ ∈ M0(Σ), a nonneg-
ative Borel measure ν and a Borel function g :Σ ×Rn → [0,+∞] such that for every x ∈ Σ , the function ξ �→ g(x, ξ)

is convex and lower semi-continuous on Rn, satisfying

∀u ∈ B2
α

(
Σ,Rn

)
, ∀ω ∈ O(Σ): F(u,ω) =

∫
ω

g
(
x,u(x)

)
dμ + ν(ω).

Corollary 2.18. (See [8, Corollary 8.4].) Let F ∈ F. If F(.,ω) is quadratic for every ω ∈O(Σ), there exist:

(i) λ ∈ M0(Σ) finite,
(ii) a symmetric matrix (aij )i,j=1,...,n of Borel functions from Σ to R satisfying the nonnegativity property

aij (x)ζiζj � 0, ∀ζ ∈ Rn, Capα-q.e. x ∈ Σ,

(iii) for every x ∈ Σ , a subspace V(x) of Rn such that, for every u ∈ H1(Ω1,Rn)×H1(Ω2,Rn) and every ω ∈O(Σ),
one has:
(a) if F(u,ω) < +∞, then [u(x)] ∈ V(x), q.e. x ∈ ω,
(b) if [u(x)] ∈ V(x) q.e. x ∈ ω, then F(u,ω) = ∫

ω
aij (x)[ui][uj ]dλ.

2.6. Classes of measures

We here define the classes of measures which appear when dealing with the asymptotic behaviour of problems
involving fractal interfaces.

Definition 2.19. Let μ# = (μij )i,j=1,...,n be a symmetric matrix of measures satisfying{ |μij | ∈ M0(Σ), i, j = 1, . . . , n, where |μij | is the variation of μij ,

μij (B)ξiξj � 0, ∀B ∈ B(Σ), ∀ξ ∈ Rn

(which implies that |μii | = μii ). If ν# = (νij )i,j=1,...,n is another symmetric matrix satisfying the same properties as
above, μ# and ν# are called equivalent if∫

Σ

[ui]Σ [uj ]Σ dμij =
∫
Σ

[ui]Σ [uj ]Σ dνij , ∀u ∈ H1(Ω1)× H1(Ω2).
M0,s(Σ,Rn) is the set of classes, for the above equivalence property, of matrices satisfying the above properties.

Example 2.20. An example of such measures is μ# = ∞K IdRn , where K is a compact subset contained in Σ and
IdRn is the identity matrix. Clearly μ# ∈M0,s(Σ,Rn).

We have the following result.

Proposition 2.21. Let μ# be any symmetric matrix of M0,s(Σ,Rn). We define

AΣ

(
μ#)= {

ω ∈O(Σ) | μij (ω)ξiξj < +∞, ∀ξ ∈ Rn
}
,

Λ
(
μ#)=

⋃
ω∈AΣ(μ#)

ω.

There exist λ ∈ M0(Σ) finite and a symmetric matrix (aij )i,j=1,...,N of Borel functions from Σ to R with
aij (x)ζiζj � 0, ∀ζ ∈ Rn and Capα-q.e. x ∈ Σ , such that

μ# = (
aij (x)λ

)+ ∞Σ\Λ(μ#) IdRn .

Proof. Observe that Corollary 2.18 implies

AΣ

(
μ#)= {

ω ∈O(Σ) | ∀u ∈ H1(Ω1)× H1(Ω2): [u(x)
] ∈ V(x), Capα-q.e. x ∈ ω

}
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and the quadratic functional

Fμ#(u,ω) =
∫
ω

[ui]Σ [uj ]Σ dμij ,

for every u ∈ H1(Ω1,Rn) × H1(Ω2,Rn) and ω ∈ O(Σ), can be written as

Fμ#(u,ω) =
∫
ω

aij (x)[ui][uj ]dλ +
∫
ω

[u]2 d∞Σ\Λ(μ#),

where λ ∈ M0(Σ) is finite and the symmetric matrix (aij )i,j=1,...,n of Borel functions from Σ to R satisfies
aij (x)ζiζj � 0, ∀ζ ∈ Rn and Capα-q.e. x ∈ Σ . Now let u ∈ H1(Ω1,Rn) × H1(Ω2,Rn) be such that [u1] = c on Σ ,
for some constant c 
= 0, and [u2] = [u3] = 0 on Σ . We have∫

ω

c2 dμ11 =
∫
ω

a11(x)c2 dλ +
∫
ω

c2 d∞Σ\Λ(μ#).

Because this is true for every ω ∈ O(Σ), this implies μ11 = a11(x)λ+∞Σ\Λ(μ#). We then repeat the argument for
the μii and for the μij , i 
= j . �
Example 2.22. Let K be a compact set contained in Σ . We consider the measure μ# = ∞K IdRn . Then, one has

AΣ

(
μ#)= {

ω ∈O(Σ)
∣∣ Capα(ω ∩ K) = 0

}
and aij (x) = 0, Capα-q.e.

As in [7, Theorem 2.2], we observe that every measure λ of Corollary 2.18 can be written as λ(B) = ∫
B

g dHd ,
where g :Σ → [0,+∞[ is a Borel function. This implies

μ# = (
aij (x)Hd

)+ ∞Σ\Λ(μ#) IdRn .

Let Φ be the linearised elastic energy defined on the space H 1(Ω1,Rn) × H 1(Ω2,Rn) through

Φ(u) =
∫

Ω1

σij

(
u1)eij

(
u1)dx +

∫
Ω2

σij

(
u2)eij

(
u2)dx. (2.3)

Following [9], we define the following notion of convergence on the space M0,s(Σ,Rn).

Definition 2.23. For every μ# ∈ M0,s(Σ,Rn), we define the functional Jμ# on W (see (1.3)) by: Jμ#(u) = Φ(u) +
F([u]Σ,Σ). A sequence (μ#

k)k ⊂ M0,s(Σ,Rn) γ0,s -converges to μ# if the sequence (Jμ#
k
)k Γ -converges to Jμ# ,

where the Γ -limit is taken with respect to the weak topology of H 1(Ω1,Rn) × H 1(Ω2,Rn).

Proposition 2.24. (See [11, Proposition 2.8].) One has the following properties of this γ0,s -convergence.

(1) γ0,s is metrisable on M0,s(Σ,Rn).
(2) M0,s(Σ,Rn) is compact with respect to the γ0,s -convergence.

2.7. The contact between homogeneous and isotropic materials

2.7.1. The two-dimensional case
Let us suppose that Ωm ⊂ R2, m = 1,2, are (ε, δ)-domains. We suppose that Ω1 and Ω2 are filled in with homo-

geneous and isotropic materials satisfying Hooke’s laws

σm
ij (u) = Emνm

(1 + νm)(1 − 2νm)
ell(u)δij + Em

1 + νm
eij (u),

where νm (resp., Em) is Poisson’s coefficient (resp., Young’s modulus). Let us suppose that Ω1 and Ω2 are separated
by a von Koch curve Σ ending at points (0,0) and (1,0) and that ∂Ωm \ Σ is Lipschitz-continuous. Σ can be built
in the following way:
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• Let T0 be the equilateral triangle with unit length sides. We suppose that T0 has its basis along the line joining
(0,0) and (1,0). Eliminating this basis from T0, we get a set Σ0.

• One then replaces one third of the line located at the middle of each side of Σ0 by an equilateral triangle pointing
to the exterior of T0, of length 1/3 and from which we remove the bases. We get a set Σ1 which has 2 × 4 sides
of length 1/3.

• Repeating the process h times, we get Σh which has 2 × 4h sides of length 1/3h.
• When h tends to ∞, Σh converges in the Hausdorff metric to the nested fractal curve Σ . It is the unique compact

K of R2 such that: K =⋃4
k=1 Sk(K), where Sk is a contracting similitude from R2 into itself such that:∣∣Sk(x) − Sk(y)

∣∣= |x − y|/3.

S1, S2, S3 and S4 are explicitly defined through Sk(x) = ak + Rkx, with a1 = (0,0), a2 = (1/3,0), a3 = (2/3,0),
a4 = (0,1) and

R1 = R4 = IdR2; R2 =
(

cos π
3 − sin π

3
sin π

3 cos π
3

)
; R3 =

(
cos 2π

3 − sin 2π
3

sin 2π
3 cos 2π

3

)
,

thus building two contractions of ratio 1/3 and two direct similitudes of ratio 1/3 and of angles π/3 and 2π/3.
The Hausdorff dimension of Σ is d = ln(4)/ ln(3).

Remark 2.25. This construction can be generalised taking four similitudes of ratio 1/a, 2 � a < 4, thus leading to a
family of von Koch curves of dimension ln(4)/ ln(a).

We define

Σi1,...,ih = Si1,...,ih (Σ) = Si1 ◦ · · · ◦ Sih(Σ), i1, . . . , ih ∈ {1,2,3,4}, h � 1.

Σi1,...,ih is a copy of Σ , whose euclidean diameter is given as

diam(Σi1,...,ih ) = diam(Σ)/3h.

There exists a unique smooth Borel measure μ of total mass 1 such that (see [17], for example)∫
Σ

ϕ dμ =
4∑

k=1

1

3d

∫
Σ

ϕ ◦ Sk dμ,

where ϕ :Σ → R is integrable. μ is given as μ = Hd
Σ/Hd(Σ). The d-measure of Σi1,...,ih is

μ(Σi1,...,ih ) = 1

3hd
μ(Σ) = 1

3h ln(4)/ ln(3)
.

Moreover μ(Σi1,...,ih ∩ Σj1,...,jh
) = 0 if (i1, . . . , ih) 
= (j1, . . . , jh). There exist 4h copies Σi1,...,ih denoted as

Σk
h , k = 1, . . . ,4h. Let T ⊂ Σ and y0 = (1/2,

√
3/2), the summit of Σ0. We define yk

h = Si1 ◦ · · · ◦ Sih(1/2,
√

3/2),
the summit of the copy Σk

h . Consider the sequence (rh)h of positive numbers such that limh→∞ rh4h = 0 and

B(yk
h, rh) the ball of center yk

h and of radius rh. We define T k
h = B(yk

h, rh) ∩ Σ and Th = ⋃4h

k=1 T k
h . The sequence

of measures (∞Th
Id)h γ0,s -converges to a matrix μ# = (aij (x)Hd) + ∞Σ\Λ(μ#) IdR2 of measures.

Through a local study of the problem, we here give a complete characterisation of the matrix μ#. We first define
the local problems which are adapted to the study of this problem. We define the portion of R2+ which corresponds
to the above Σ as

R2+
Σ = {

(y1, y2) ∈ R2 | y2 > y2,Σ if y1 ∈ [0,1] and y2 > 0 otherwise
}
,

for every (y1, y2,Σ) ∈ Σ . R2+
Σ can be identified with the complex domain (with respect to z): �(z) − �(Σ) > 0, if

�(z) ∈ (0,1), and �(z) > 0, otherwise. We do a similar identification for R2+
Σh

, where Σh is the polygon obtained at

the hth above step. We identify R2+ with the complex domain: �(z) > 0. Floryan and Zemach built in [14] Schwarz–
Christoffel’ type transformations when Σ represents a sequence of periodic polygons. Adapting their method, we can
build conformal transformations GΣh

from R2+ into R2+
Σ , for every h. There exists an analytic function GΣ such that
h
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maxz∈R2+ d(GΣh
(z),GΣ(z)) tends to 0, when h tends to +∞. In fact, maxz d(GΣh

(z),GΣ(z)) tends to 0, because
(Σh)h tends to Σ in the Hausdorff metric. GΣ is thus a conformal mapping from R2+ to R2+

Σ .
We introduce the linear elastic problems⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

σij,j (w
m)(y) = 0 ∀y ∈ R2+, i, j,m = 1,2,

wm(y1,0) = 1
2em ∀y1 ∈ (0,1),

σi2(w
m)(y) = 0 ∀y ∈ (R \ (0,1)) × {0},

wm
m(y) = − ln(|y|)

ln(2)
when |y| → ∞, y2 > 0,

|wm
p |(y) � Cte when

{
p = 2 if m = 1

p = 1 if m = 2,

(2.4)

where em = (δ1m, δ2m). The displacement wm, which belongs to the space H 1
loc(R

2+,R2), can be computed thanks to
Kolosov–Muskhelishvili’ relation (see [23], for example) (m = 1,2)

Em

1 + νm

(
wm

1 (y1, y2) + iwm
2 (y1, y2)

)= κmϕm(z) − zϕ′
m(z) − ψm(z),

with z = y1 + iy2, κm = 3 − 4νm. ϕm and ψm are analytic functions in R2+. Thanks to the boundary conditions, one
gets

w1
1(y) = 1 + ν1

4πE1

1∫
0

q1(t)

(−(1 + κ1) ln(
√

(y1 − t)2 + (y2)2)

+ 2(y2)
2

(y1−t)2+(y2)
2

)
dt,

w1
2(y) = 1 + ν1

4πE1

1∫
0

q1(t)

(−(1 − κ1) arctan(
y2

y1−t
)

+ 2y2(y1−t)

(y1−t)2+(y2)
2

)
dt,

w2
1(y) = 1 + ν2

4πE2

1∫
0

q2(t)

(
(1 − κ2) arctan(

y2
y1−t

)

+ 2y2(y1−t)

(y1−t)2+(y2)
2

)
dt,

w2
2(y) = 1 + ν2

4πE2

1∫
0

q2(t)

(−(1 + κ2) ln(
√

(y1 − t)2 + (y2)2)

− 2(y2)
2

(y1−t)2+(y2)
2

)
dt,

with

qm(t) =
{

Em

(1+νm)(1+κm) ln(2)
1√

t (1−t)
if t ∈ (0,1),

0 otherwise.

One immediately verifies that {
σm2(w

m)(t,0) = qm(t), m = 1,2,

σi2(w
m) = 0, i 
= m.

One verifies that the Newtonian capacity of [0,1] is

1

ln(2)

1∫
0

dt/
√

t (1 − t) = π

ln(2)
.

We define for every (ζ, η) ∈ R2+

wm
Σ

(
y1(ζ, η), y2(ζ, η)

)= wm(ζ, η),

with y1 + iy2 = GΣ(ζ + iη). wm
Σ is the solution of (2.4) posed in R2+

Σ , because ϕm ◦ GΣ and ψm ◦ GΣ are solutions
of the associated biharmonic (Airy) problem. We have
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lim
r→∞

1

ln(r)

∫
B(0,r)∩R2+

Σ

σij

(
wm

Σ

)
eij

(
wl

Σ

)
dy = δmlE

m

(1 + νm)(1 + κm) ln(2)

∫
Σ

qd(s)ds,

with: qd(s) = (σij (w
m
Σ)νj )|Σ , ν being the unit outer normal. qd belongs to B2−α(Σ) for α = 1 − (2 − d)/2 = d/2 =

ln(2)/ ln(3) (through Remark 2.2). The quantity cd = (
∫
Σ

qd(s)ds)/ ln(2) is the Newtonian capacity of Σ .

Let εh = 1/4h, sh = 1/42h, Bk
h = {y ∈ R2 | rh < |y − yk

h| < sh} and B
k,m
h,Σ = Bk

h ∩ Ωm, m = 1,2. We denote by

w
1,m
Σ (resp. w2,m

Σ ) the function wm
Σ associated to E1 and ν1 (resp. E2 and ν2) and define for k = 1, . . . ,4h, α,m = 1,2

w
α,m
Σ,h,k(y) = −1

ln(rh)
w

α,m
Σ

(
y1 − yk

h,1

rh
,
y2 − yk

h,2

rh

)
,

yk
h = (

yk
h,1, y

k
h,2

)
.

Let ϕk
h be the truncation function

ϕk
h(y) =

⎧⎪⎨⎪⎩
−4

3(sh)2 (|y − yk
h|2 − (sh)

2) if sh
2 � |y − yk

h| � sh,

1 if |y − yk
h| = sh

2 ,

0 if |y − yk
h| > sh

and the sequence: (zm
0,h)h = (z

1,m
0,h , z

2,m
0,h )h, m = 1,2, defined through

z
1,m
0,h =

⎧⎨⎩ϕk
hw

1,m
Σ,h,k in B

k,1
h,Σ, k = 1, . . . ,4h,

0 in Ω1 \⋃4h

k=1 B
k,1
h,Σ,

z
2,m
0,h =

⎧⎨⎩ϕk
hw

2,m
Σ,h,k in B

k,2
h,Σ, k = 1, . . . ,4h,

0 in Ω2 \⋃4h

k=1 B
k,2
h,Σ .

Lemma 2.26.

(1) zm
0,h belongs to the space W (see 1.3) and [zm

0,h]Σ = em, for every h.

(2) Assume that limh→∞(−4h/ ln(rh)) = a < +∞. Then (zm
0,h)h converges to 0 in the weak topology of

H 1(Ω1,R2) × H 1(Ω2,R2) and

lim
h→∞

(
2∑

i=1

∫
Ωi

σ i
IJ

(
z
i,m
0,h

)
eIJ

(
z
i,l
0,h

)
ϕ(x)dx

)
= δmlaE∗cd

Hd(Σ)

∫
Σ

ϕ(x)dHd(x),

for every ϕ ∈ C1(R2) and with E∗ =∑2
m=1

Em

(1+νm)(1+κm)
.

Proof. (1) is a direct consequence of the definition of zm
0,h.

(2) Like in [10, Lemma 3.5], when Σ is Lipschitz continuous, one proves that if a belongs to [0,+∞[ then (zm
0,h)h

converges to 0 in the weak topology of H 1(Ω1,R2) × H 1(Ω2,R2) and

lim
h→∞

(
2∑

i=1

∫
Ωi

σ i
IJ

(
z
i,m
0,h

)
eIJ

(
z
i,l
0,h

)
ϕ(x)dx

)
=
(

2∑
i=1

∫
R2+

Σ

σ i
IJ

(
wm

Σ

)
eIJ

(
wl

Σ

)
dy

)
lim

h→∞

(
−4h

ln(rh)

4h∑
k=1

ϕ(yk
h)

4h

)
.

Theorem 6.1 of [13] implies that

lim
h→∞

(
−4h

ln(rh)

4h∑
k=1

ϕ
(
yk
h

))= 1

Hd(Σ)

∫
Σ

ϕ dHd(x),

which ends the proof. �
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Corollary 2.27.

(1) If a belongs to [0,+∞[, then the sequence (∞Th
Id)h γ0,s -converges to μ# = aE∗cdHd
Σ/Hd(Σ).

(2) If a = +∞, then the sequence (∞Th
Id)h γ0,s -converges to ∞Σ Id.

Proof. (1) We first determine μii . Remark that, for every ω ∈ O(Σ):

μii(ω) =
∫
ω

aii(x)dHd + ∞Σ\Λ(μ#)(ω)

= inf
(

lim inf
h→∞ Φ(zh)

∣∣ zh ⇀
h→+∞ 0 in H 1(Ω1,R2)× H 1(Ω2,R2)-weak, [zh]Σ = ei q.e. on Th ∩ ω

)
.

Thanks to the above results, if a ∈ [0,+∞[, then

μii(ω) � lim
h→∞Φ

(
zi

0,h

)= acdE∗Hd(ω)/Hd(Σ).

This implies ∞Σ\Λ(μ#)(ω) = 0,
∫
ω

aii(x)dHd � acdE∗Hd(ω)/Hd(Σ). Let zh ⇀h→+∞ 0 in H 1(Ω1,R2) ×
H 1(Ω2,R2)-weak, [zh]Σ = ei q.e. on Th ∩ ω. We consider the subdifferential inequality

Φ(zh) � Φ
(
zi

0,h

)+ 2
∫
Ω

σij

(
zi

0,h

) · eij

(
zh − zi

0,h

)
dx,

from which we immediately deduce

lim inf
h→∞ Φ(zh) � lim inf

h→∞ Φ
(
zi

0,h

)
.

Taking the infimum over all sequences (zh)h satisfying the above properties, we obtain∫
ω

aii(x)dHd � acdE∗Hd(ω)/Hd(Σ),

where ω is an arbitrary open subset. This proves: aii(x) = acdE∗/Hd(Σ), for a.e. x ∈ Σ . Moreover, replacing zi
0,h

by zi
0,h + z

j

0,h for i 
= j , we prove: Aij = Aji = 0 for i 
= j .
(2) If a = +∞, one gets: Amm = +∞ and Aml = 0, for m 
= l, see [10, Lemma 3.4]. �

2.7.2. The three-dimensional case
One has quite similar results which extend those of [3]. Assume that Σ is a surface contained in the plane {x3 = 0}.

For every k = (k1, k2) ∈ Z
2 and h ∈ N

∗, we consider x(k) = (k1/h, k2/h) and the disk Dh,k centered at x(k) and
of radius r(h) = 1/2h. We define Ih = {k ∈ Z

2 | Dh,k ⊂ Σ} and Dh = ⋃
k∈Ih

Dh,k . We introduce the local elasticity
problem ⎧⎪⎪⎪⎨⎪⎪⎪⎩

σij,j (w
m)(y) = 0 ∀y ∈ R3+, i, j = 1,2,3, m = 1,2,

wm = 1
2em ∀y1 ∈ D(0,1),

σi3(w
m) = 0 on R2 \ D(0,1),

wm →|y|→+∞ 0 y3 > 0.

The solution of this local problem can be computed in terms of Green’s tensor G through wm
i = qi ∗ Gmi (see [3]

for example), with

q1(ζ, η) = q2(ζ, η) =
{

Em

π(1+νm)
√

1−(ζ 2+η2)
if ζ 2 + η2 < 1,

0 otherwise
and

q3(ζ, η) =
{

2Em

π(1+νm)(1+κm)
√

1−(ζ 2+η2)
if ζ 2 + η2 < 1,

0 otherwise.
After some computations similar to those indicated in the two-dimensional case, we get the following result.
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Proposition 2.28.

(1) If rh is equal to a/h2, with a ∈ [0,+∞[, the sequence (∞Dh
Id)h γ0,s -converges to μ∗ = 2a dσ

( α 0 0
0 α 0
0 0 β

)
, with

α =
2∑

m=1

Em

1 + νm
; β = 2

(
2∑

m=1

Em

(1 + νm)(1 + κm)

)
.

(2) If (rhh
2)h converges to +∞, the sequence (∞Dh

Id)h γ0,s -converges to ∞Σ Id.

Remark 2.29. As in the two-dimensional case, one can make rotations of the surface Σ in order to get other limit
matrices than the diagonal preceding one. Using these arguments, one can deduce, for example, the limit which is
obtained when Σ is built with polygonal faces.

2.8. Density result

Let us now prove a density result in M0,s(Σ,Rn).

Theorem 2.30. For every μ# ∈ M0,s(Σ,Rn), there exists a sequence (Kh)h of compact subsets of Σ such that
(∞Kh

Id)h γ0,s -converges to μ#.

Proof. Consider the case of a periodic structure as above described, or in the case of a structure based on a self-similar
fractal as in the von Koch case previously studied, the sequence of measures (∞Kh

Id)h, where (Kh)h represents
a sequence of inclusions of type (Dh)h, where (∞Dh

)h γ0,s -converges to a matrix μ# = (AijHd)i,j=1,...,n, with

constants Aij in R satisfying Aij ζiζj � 0, for every ζ ∈ Rn. Using truncations and approximations as in [11, Theorem
2.10], we can prove the above theorem. In the case of a general fractal (not self-similar), the result is the same, if we
can define a structure which can be repeated in a self-similar way. �
3. Optimisation of bilateral contacts

Choose any f ∈ L2(Ω1,Rn) × L2(Ω2,Rn) and j :Σ × Rn → R satisfying:

• the function x �→ j (x, s) is Hd -measurable on Σ , for every s ∈ Rn,
• the function s �→ j (x, s) is convex and continuous on Rn, for Hd -almost every x ∈ Σ ,
• There exist a ∈ L1

Hd (Σ) and a constant c ∈ R such that∣∣j (x, s)
∣∣� a(x) + c|s|2, μ-a.e. x ∈ Σ, ∀s ∈ Rn.

We then consider the optimisation problem (1.2) and the relaxed problem (1.4).

Theorem 3.1.

(1) The relaxed problem (1.4) has a solution uμ# and

inf
ω∈O(Σ)

∫
Σ

j
(
x, [uω]Σ(x)

)
dx = min

μ#∈M0,s (Σ,Rn)

∫
Σ

j
(
x, [uμ# ]Σ(x)

)
dx.

(2) The two following assertions are equivalent:
• there exists a minimising sequence (ωh)h ⊂ O(Σ) for (1.2) such that (uωh

)h converges to u in the weak topol-
ogy of the space W , defined in (1.3).

• (1.4) has a solution μ# and u = uμ# .
0 0
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Proof. (1) The functional

u = (
u1, u2) �→

∫
Σ

j
(
x,
[
u(x)

]
Σ

)
dHd(x),

is continuous on H 1(Ω1,Rn) × H 1(Ω2,Rn) (using the above trace Theorem 2.11). One deduces that the Nemytskii
operator

μ# �→
∫
Σ

j
(
x,
[
uμ#(x)

]
Σ

)
dHd(x)

is continuous on M0,s(Σ,Rn) for the γ0,s -convergence, see [4, Theorem 4.1]. For every ω ⊂ O(Σ), we have
uω = uμ# , with μ# = ∞S Id. Theorem 2.30 then implies the announced equality.

(2) This is a consequence of the density result contained in Theorem 2.30. �
Example 3.2. We here consider the functional∫

Ω

j0
(
x,u(x)

)
dx = 1

2

2∑
m=1

∫
Ωm

σm
ij (u)eij (u)dx −

∫
Ω

f · udx, ∀u ∈ W,

and the problem

inf
ω∈O(Σ)

min
u∈W

(∫
Ω

j0
(
x,u(x)

)
dx | [u]Σ = 0 on ω

)
. (3.1)

The problem (3.1) is the same as

inf
ω∈O(Σ)

(
−1

2

∫
Ω

f · udx | σm
ij,j (u) = f in Ωm, [u]Σ = 0 on ω, u ∈ W

)
.

It consists to determine the bilateral contact zones maximising the work of external forces. The relaxed problem is

inf
μ#∈Mo,s (Σ)

min
u∈W

μ#

(
1

2

2∑
m=1

∫
Ωm

σm
ij (u)eij (u)dx + 1

2

∫
Σ

[ui]Σ [uj ]Σ dμij −
∫
Ω

f · udx

)
. (3.2)

Let Ξ(Σ) be the set of functions g :Σ → [0,+∞[ which are Hd -measurable. If we write

μ# = 1

Hd(Σ)
Diag

(
1

g1
, . . . ,

1

gn

)
Hd
Σ; gi ∈ Ξ(Σ), i = 1, . . . , n,

the problem (3.2) becomes

inf
gi∈M(Σ)

min
u∈W

(
1

2

2∑
m=1

∫
Ωm

σm
ij (u)eij (u)dx + 1

2Hd(Σ)

∫
Σ

1

gi

([ui]Σ
)2 dHd −

∫
Ω

f · udx

)
.

Cauchy–Schwarz’ inequality implies(∫
Σ

∣∣[ui]Σ
∣∣dHd

)2

�
(∫

Σ

gi dHd

)(∫
Σ

([ui]Σ)2

gi

dHd

)
.

The minimum of this last quantity, with respect to the gi , is reached when(∫
gi dHd

)(∫
([ui]Σ)2

gi

dHd

)
=
(∫ ∣∣[ui]Σ

∣∣dHd

)2

,

Σ Σ Σ
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that is when

gi = εi

|[ui]Σ |∫
Σ

|[ui]Σ |dHd
; εi =

∫
Σ

gi dHd .

We thus get the sequence of minimisation problems (with respect to εi )

min
u∈W

(
1

2

2∑
m=1

∫
Ωm

σm
ij (u)eij (u)dx + 1

2εiHd(Σ)

(∫
Σ

[ui]Σ dHd

)2

−
∫
Ω

f · udx

)
.

Let uε be the solution of this last problem and consider the problem⎧⎨⎩
σm

ij,j (u0) = f in Ωm, i, j,m = 1,2,3,

[u0]Σ = 0 on Σ,

u0 ∈ W,

which corresponds to εi = 0. This problem has a unique solution u0 belonging to H 1(Ω1 × Ω2) which vanishes on
(∂Ω1\Σ) × (∂Ω2 \Σ). If moreover f and (∂Ω1\Σ) × (∂Ω2 \Σ) are smooth, then u0 is smooth too. We define

Mi = max
Σ

∣∣σij (u0)νj

∣∣,
K±

i = {
x ∈ Σ | σij (u0)νj = ±Mi

}
.

One has the following theorem, which shows that the zones of perfect contact are located in the regions where the
tractions |σ 1

ij (u0)νj | = |σ 2
ij (u0)νj | are maximal. This result has been proved in the scalar case in [12].

Theorem 3.3. The sequence (|[uε
i ]Σ |/ ∫

Σ
|[uε

i ]Σ |dHd)εi
converges to the total variation |λi | of some measure λi , in

the weak∗-topology of the set of bounded measures on Σ . λi is a measure with compact support in K+
i ∪ K−

i and∫
Σ

σij (u0)νj (u0)dλi = −Mi, i = 1, . . . , n.
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