
 IERI Procedia   10  ( 2014 )  19 – 24 

Available online at www.sciencedirect.com

2212-6678 © 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Selection and peer review under responsibility of Information Engineering Research Institute
doi: 10.1016/j.ieri.2014.09.065 

ScienceDirect

Hi

Abst

Segm
appli
Mark
mode
meth
segm
We u
supre

© 20
Sele

Keyw

1. I

Im
task 
to ea

*
E

20

idden M

E

tract

menting an ima
ications. Severa
kov Random F
elling the segm

hod whose para
mentation. The q
use the NDT (N
emacy of the H

014. Published
ection and pee

words: Image segm

Introduction 

mage segment
in many now

ach pixel in an

Corresponding a
E-mail address: e_

014 Internat

arkov R
Com

El-Hachemi
Ecole nationa

age, by splittin
al methods have
ields (HMRF) 

mentation proble
ameters setting 
quality of segm

Non Destructive
MRF-PSO met

d by Elsevier 
r review unde

mentation, Hidde

tation, a proce
wadays ubiquit

n image such 

author. Tel.: +213
_guerrout@es

tional Confe

Random F
mbination

i Guerrout1

ale Supérieure en
e_guerrout@esi.

ng this latter in
e been develop
and Particle Sw

em. This elegan
is a task in its

mentation is eva
e Testing) imag
thod over thresh

B.V.
er responsibilit

en Markov Rando

ess used to pa
tous applicatio
that pixels ha

3 559 375615; fax
si.dz.

ference on F

Fields an
n in Ima
1, Ramdane
n Informatique - E
dz, r_mahiou@e

nto distinctive 
ed to perform s
warm Optimisa

nt model leads t
self. We condu
aluated on grou

ge dataset to eva
hold based tech

ty of Informat

om Field, Swarm 

artition images
ons. More spe
aving the sam

x: +213 21 51615

Future Inform

nd Swarm
age Segm

e Mahiou, 
ESI, Oued-Smar, 1
si.dz, s_ait_aoud

regions, is a c
segmentation. W
ation (PSO) to 
to an optimizati
uct a study for 
unds truths ima
aluate several se
hniques. 

tion Engineer

Particles Optimiz

s into distincti
ecifically, in im

me label have

56. 

mation Eng

m Partic
mentation

Samy Ait-
16270, Algiers, A

dia@esi.dz

crucial task in 
We present a m

perform segm
ion problem. Th
the choice of p

ages using Misc
egmentation m

ing Research 

zation, Misclassif

ive and meani
mage segmen
some commo

gineering 

cles: a W
n

-Aoudia 
Algeria 

many nowaday
method that com

entation. HMR
he latter is solv
parameters that
classification Er
ethods. These r

Institute 

fication Error. 

ingful regions
ntation, a label
n characterist

Winning

ys ubiquitous 
mbines Hidden 
RF is used for 

ed using PSO 
t give a good 
rror criterion. 
results show a 

s, is a crucial 
l is assigned 
tics. Various 

© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Selection and peer review under responsibility of Information Engineering Research Institute

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Elsevier - Publisher Connector 

https://core.ac.uk/display/82082072?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ieri.2014.09.065&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ieri.2014.09.065&domain=pdf


20   El-Hachemi Guerrout et al.  /  IERI Procedia   10  ( 2014 )  19 – 24 

techniques have been explored for image segmentation. We can classify these methods in six broad classes: 
edge detection based methods, clustering methods, threshold based methods, Markov random fields methods, 
Region growing and deformable models. Among these methods, Hidden Markov Random Field (HMRF) 
provides an elegant way to model the segmentation problem. Geman and Geman [7] were among the 
precursors using Markov Random Fields (MRF) models in segmentation [3,8,9]. Our work focuses on image 
segmentation using HMRF model. This monetization results in an energy function minimization [2] under the 
MAP criterion (Maximum A Posteriori). For this purpose, we have used Particle Swarm Optimization (PSO) 
technique. PSO optimization is a class of metaheuristics formalized in 1995 by Eberhart and Kennedy [4]. 
This technique [6] is drawn from moving swarm social behaviour as flocking bird or schooling fish. An 
individual of the swarm is only aware of the position and speed of its nearest neighbours. Each particle 
modifies its behaviour on the basis of its experience and the experience of its neighbours to build a solution to 
a problem like a sardine shoal trying to escape tuna fishes. The performance of the swarm is greater than the 
sum of the performance of its parts. The selection of PSO parameters in the algorithm simulation is a problem 
in itself [5,11]. A bad choice of parameters can lead to a chaotic behaviour of the optimization algorithm. We 
conduct an evaluative study for the choice of parameters that give a good segmentation. The quality of 
segmentation is evaluated on ground truth images using the Misclassification Error criterion. We have used 
NDT (Non Destructive Testing) image dataset [10] to evaluate several segmentation methods. The results 
show the supremacy of the HMRF-PSO method over threshold based techniques. 

This paper consists of six sections. In section 2, we provide some concepts of Markov Random Field 
model. Section 3 is devoted to Hidden Markov Field model and its use in image segmentation. In section 4, 
we explain the Particle Swarm Optimization technique. We give in section 5 experimental results on sample 
images with ground truth. Section 6 is dedicated to conclusions. 

2. Markov Random Field model 

2.1 Neighbourhood system and cliques 

Image pixels are represented as a lattice denoted S of M=nxm sites. S={s1,s2,…,sM} The sites or pixels in S
are related by a neighbourhood system V(S) satisfying: 

 s  S, s Vs(S), {s,t}  S, s  Vt(S)   t  Vs(S)                                    (2.1) 

The relationship V(S) represents a neighbourhood tie between sites. An r-order neighbourhood system 
denoted Vr(S) is defined by:     

Vrs(S)={t S | distance(s,t)² r², s t}                                           (2.2) 

A clique c is a subassembly of sites with regard to a neighbourhood system. The clique c is a singleton or 
all the different sites of c are neighbours. If c is not a singleton, then:  

 {s,t}  c, t  Vs(S)                                                          (2.3) 

2.2 Markov Random Field 

Let X={X1,X2,…,XM} be a set of random variables on S. Every random variable takes its values in the space
={1,2,…,K}. The set X is a random field with the configuration set  = M. A random field X is said to be a 

Markov Random Field on S with regard  to a neighbourhood system V(S) if the formula given hereafter holds: 
 x , P(x) > 0, s S, x ,P(Xs=xs/Xt=xt,t s)=P(Xs=xs/Xt=xt,t Vs(S))                     (2.4) 
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Equivalency betwixt Markov Random Fields and Gibbs fields is established by the theorem of 
Hammersley Clifford. The following equations characterize Gibbs distribution: 

P(x)= T

xU

eZ
)(

1                                                              (2.5) 

T

yU

y

eZ
)(

                                                                (2.6) 

T is a control parameter well known as temperature; Z is a normalization constant referred to the partition 
function. U(x), potentials sum on all cliques C yields Gibbs field energy function: 

)()( xUxU
Cc

c

                                                                  
(2.7)

3. Hidden Markov Random Field model 

The input image is considered as realization of a Markov Random Field Y={Ys}s S defined on the lattice S.
The random variables {Ys}s S have values (representing grey levels) in the space obs={0..255}. The 
configuration set is obs. The segmented image is considered as realization of a different Markov Random 
Field X, taking values in the space ={1,2,…,K} where K is the number of classes or distinct parts of the 
image. An example, of observed image and hidden image, is shown in figure 1. 

Fig. 1. Observed image and segmented image. 

The segmentation process consists in finding a realization x of X by observing the data of the realization y
of Y, where y representing the image to segment. So we seek a labeling x  by maximizing the probability 
P(X=x|Y=y) or in an equivalent manner by the function (x,y) minimization, knowing that  is the 
Kronecker’s delta and is a constant greater than zero 
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(3.1)

4. PSO Particle Swarm Optimization 

Particle Swarm Optimization is a powerful optimization method inspired by the social behaviour of 
animals living or moving in swarm like flocking bird or schooling fish. The idea is that a group of 
unintelligent individuals may have a complex global organization. This optimization method is based on the 
collaboration between individuals. An individual of the swarm is only aware of the position and speed of its 
nearest neighbours. Each particle modifies its behaviour on the basis of its experience and experience of its 

Y: Image observed  

X: Segmented Image 
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neighbours to build a solution to a problem. Through simple displacement rules (in the solution space), the 
particles can gradually converge towards the solution of the problem.  

Formally, each particle i has a position  at the time t in a K-dimensioned space of possible solutions 
which change at time t+1 by a velocity . The velocity  is influenced by  the best position 
visited by itself (its experience) and  the best position of all particles (we call it, the global best). The 
positions are measured by a fitness function .

 : position of particle i at time t.
 : velocity of particle i at time t.
 : best position of particle i till time t. 

         : best position of all particles till time t. 
is updated over time according to the following formula: 

                             (4.1) 

The best position , reached by all the particles till time t, will be calculated for a swarm size s by the 
formula: 

  (4.2) 

The velocity  of the particle i at the time t is updated by:  

           

Where w is called the inertia weight, c1 and c2 are the acceleration constants. and are random 
variables in interval [0-1]. Velocity is limited by Vmax to ensure convergence. The position  of the 
particle i is updated by:  

                                               

The PSO algorithm is summarized hereafter:  
Initialization  
 For every particle i  1,...,s do  
  Initialize  randomly 
  Initialize  randomly 

=    
 End for                                 
Repeat    
 For every particle i  1,...,s do  
  Evaluate particle i fitness 
  Update  using formula (4.1)  
  Update z using formula (4.2)   
  For each j  1,...,n do  
   Update velocity using formula (4.3)  
  End for 
  Update  using formula (4.4)  
             End for 
Until satisfaction of convergence criteria 
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6. Conclusion 

We have described a method that combines Hidden Markov Random Fields and Particle Swarm 
Optimisation to perform segmentation. A statistical study was carried out to set the parameters of the method. 
Performance evaluation was conducted on NDT image dataset. Misclassification Error criterion was used as a 
performance metric. From the results obtained, the HMRF-PSO combination method outperforms threshold 
based segmentation techniques. These latter are very sensitive to noise. HMRF-PSO method demonstrates its 
robustness and resistance to noise.  

Table 1 Misclassification errors in NDT segmented images 

Method Image (a) Image (b) Image (c) Image (d) Image (e) Image (f) 
Abutaleb 0.023 0.310 0.023 0.024 0.250 0.620 
Kittler-Ill. 0.000 0.003 0.037 0.008 0.025 0.028 
Kapur et al. 0.003 0.004 0.028 0.036 0.220 0.620 
Tsai 0.240 0.170 0.350 0.290 0.084 0.280 
Li & Lee 0.490 0.550 0.450 0.710 0.021 0.020 
Pham 0.460 0.560 0.021 0.760 0.048 0.250 
SemiV 0.003 0.004 0.026 0.018 0.062 0.160 
Otsu 0.462 0.513 0.413 0.021 0.037 0.074 
Median extension 0.462 0.527 0.474 0.608 0.028 0.039 
MoG 0.000 0.000 0.032 0.010 0.018 0.012 
MoGG 0.000 0.000 0.028 0.007 0.012 0.016 
HMRF-PSO 0.000 0.000 0.018 0.001 0.004 0.005 
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