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#### Abstract

We study a nonlinear integral equation for a center manifold of a semilinear nonautonomous differential equation having mild solutions. We assume that the linear nart of the equation admits in a verv oeneral sense a decomnosition into center


operator and a linear integral operator $\Lambda$. The operator $\Lambda$ is formed by the Green's function for the hyperbolic part and composition operators induced by a flow on the center part. We formulate the usual gap condition in spectral terms and show that this condition is, in fact, a condition of boundedness of $\Lambda$ on corresponding spaces of differentiable functions. This gives a direct proof of the existence of a smooth global center manifold. © 1997 Academic Press
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## 1. INTRODUCTION

In this paper we give a direct proof of the existence of global smooth center manifolds of mild solutions of nonautonomous differential equations with sufficiently small nonlinearities defined on infinite dimensional Banach spaces. From its inception in now classic works, [5, 13, 19, 20, 28], the center manifold theory plays an important role in the modern theory of infinite dimensional dynamical systems. We refer the reader to $[2-4,6,10$, $11,14,16,23,31,38,39,43]$ and to the literature cited therein. Recently, several advances in the center manifold theory have been made using techniques related to scales of Banach spaces of exponentially growing functions, see $[6,12,15,40-44]$. However, in this paper we will use the perhaps more direct traditional approach, see [6, 9, 13].

[^0]To explain our main innovation, consider an autonomous semilinear differential equation on a Banach space $X$ :

$$
\begin{equation*}
x^{\prime}=A x+g(x), \quad t \in \mathbb{R}, \quad g \in C^{k, 1}(X, X), \tag{1.1}
\end{equation*}
$$

where $A$ is the infinitesimal generator of a strongly continuous semigroup, $\left\{e^{t A}\right\}_{t \geqslant 0}$ such that the spectral mapping theorem holds, that is, $\sigma\left(e^{t A}\right) \backslash\{0\}$ $=\exp t \sigma(A), t>0$. Further, suppose that the spectrum $\sigma(A)$ splits as

$$
\begin{equation*}
\sigma(A)=\sigma_{c} \cup \sigma_{h}, \quad \sigma_{c}, \sigma_{h} \neq \varnothing, \quad \omega_{c}<\beta_{h}, \tag{1.2}
\end{equation*}
$$

where the numbers $\omega_{c}$ and $\beta_{h}$ are computed as follows:

$$
\begin{equation*}
\omega_{c}=\sup \left\{|\operatorname{Re} z|: z \in \sigma_{c}\right\}, \quad \beta_{h}=\inf \left\{|\operatorname{Re} z|: z \in \sigma_{h}\right\} . \tag{1.3}
\end{equation*}
$$

Under these assumptions there exists an $A$-invariant decomposition $X=$ $X_{c} \oplus X_{h}$ such that, for the restrictions $A_{c}=A\left|X_{c}, A_{h}=A\right| X_{h}$ one has $\sigma_{c}=\left\{z: z \in \sigma\left(A_{c}\right)\right\}$ and $\sigma_{h}=\left\{z: z \in \sigma\left(A_{h}\right)\right\}$. Moreover, $\left\{e^{t A_{c}}\right\}$ is a group on $X_{c}$, the semigroup $\left\{e^{t A_{h}}\right\}$ is hyperbolic on $X_{h}$, and there are complementary projections $P_{ \pm}$on $X_{h}$, restrictions of operators $A_{h}^{ \pm}=A_{h} \mid \operatorname{Im} P_{ \pm}$, and constants $M_{c}=M_{c}(\omega), M_{h}=M_{h}(\beta)$ for which the following estimates hold

$$
\begin{align*}
\left\|e^{t A_{c}}\right\| \leqslant M_{c} e^{\omega|t|}, & t \in \mathbb{R}, \\
\left\|e^{t A_{h}^{+}}\right\| \leqslant M_{h} e^{-\beta t}, & t>0  \tag{1.4}\\
\left\|e^{t A_{h}^{-}}\right\| \leqslant M_{h} e^{\beta t}, & t<0
\end{align*}
$$

whenever $\omega>\omega_{c}$ and $\beta \in\left(0, \beta_{h}\right)$.
We assume that $k \in\{0,1,2, \ldots\}$ and let $C^{k, 1}(X, X)$ denote the space of $k$ times continuously differentiable functions with Lipschitz $k$ th derivative. As usual, we seek a center manifold for (1.1) of the form $\mathscr{M}_{\psi}=\left\{\xi+\psi(\xi): \xi \in X_{c}\right\}$ where the function $\psi: X_{c} \rightarrow X_{h}$ is in $\psi \in B_{\delta}^{(k)}$, a $\delta$-ball at the origin of $C^{k, 1}(X, X)$. If we fix $\psi \in B_{\delta}^{(k)}$, project (1.1) on $X_{c} \oplus X_{h}$ to obtain " $c$ and $h$ equations", and use the Green's function $\mathscr{K}$, to be defined explicitly below, for the hyperbolic semigroup $\left\{e^{t A_{h}}\right\}_{t \geqslant 0}$, we see that $\mathscr{M}_{\psi}$ is invariant if and only if $\psi$ is a fixed point of the operator $\mathscr{T}$ defined by

$$
\mathscr{T}(\psi)(\xi)=\int_{-\infty}^{\infty} \mathscr{K}(-\tau) g_{h}\left(x_{c}(\tau, \xi)+\psi\left(x_{c}(\tau, \xi)\right)\right) d \tau,
$$

where $\xi \in X_{c}$, and $x_{c}(\cdot, \xi)$ is the solution of the $c$-equation $x_{c}^{\prime}=A_{c} x_{c}+$ $g_{c}\left(x_{c}+\psi\left(x_{c}\right)\right)$ with the initial condition $x_{c}(0, \xi)=\xi$.

The solution $x_{c}(\cdot, \xi)$ defines a flow $S^{t}=S_{\psi}^{t}$ on $X_{c}$ given by $S^{t}(\xi)=x_{c}(t, \xi)$. Using it, we introduce a group of composition operators, $V^{t}$, on $C^{k, 1}\left(X_{c}, X_{h}\right)$ given by $\left(V^{t} \varphi\right)(\xi)=\varphi\left(S^{t} \xi\right)$. The operator $\mathscr{T}$ can be factored as a composition,
$\mathscr{T}(\psi)=\Lambda_{\psi} \circ \mathscr{G}(\psi)$, where $\Lambda_{\psi}$ is a linear operator and $\mathscr{G}$ is a nonlinear operator defined as follows:

$$
\begin{equation*}
\Lambda_{\psi}=\int_{-\infty}^{\infty} K(-\tau) V^{t} d \tau, \quad \mathscr{G}(\varphi)(\xi)=g_{h}(\xi+\varphi(\xi)), \quad \xi \in X_{c} . \tag{1.5}
\end{equation*}
$$

The ball $B_{\delta}^{(k)}$ is closed in the $C^{k}$-norm. To find a fixed point $\psi$ for $\mathscr{T}$ one needs to show, first of all, that $\mathscr{T}$ preserves $B_{\delta}^{(k)}$ provided $\varepsilon=\|g\|_{C^{k, 1}}$ is sufficiently small. Using the factorization of $\mathscr{T}$, it is easy to see that $\mathscr{T}$ preserves such a small ball provided that $\Lambda_{\psi}$ is a bounded operator on $C^{k, 1}$.

A key feature of our analysis is the observation that the boundedness of $\Lambda_{\psi}$ on $C^{k, 1}$ is implied by the spectral gap condition

$$
\beta_{h}-(k+1) \omega_{c}>0 .
$$

Indeed, a direct (but long) calculation using the estimates (1.4) shows that the growth of $\left\|V^{t}\right\|$ on $C^{k, 1}$ is bounded by $\exp \left[(k+1)\left(\omega+M_{c} \varepsilon\right)|t|\right]$. Also, by (1.4), the growth of the norm of the Green's function, $\|\mathscr{K}(t)\|$, is bounded by $\exp [-\beta|t|]$. Using these facts together with the definition of $\Lambda_{\psi}$ and the gap condition, it is easy to see that for $\varepsilon$ small enough, $\Lambda_{\psi}$ is bounded.

A similar argument, again using (1.4) and (1.5), shows that $\mathscr{T}$ is a contraction in the $C^{k}$-norm for sufficiently small $\varepsilon$ provided the gap condition is satisfied. We remark that the $C^{k}$-contractivity of $\mathscr{T}$ for $k>0$ is more than is needed to prove the desired result. In fact, by a lemma of D. Henry (see, e.g., [9]), the ball $B_{\delta}^{(k)}$ is closed in the $C^{0}$-norm. Thus, it suffices to prove that $\mathscr{T}$ is a $C^{0}$-contraction.

The arguments outlined above do not use the bounds $\omega_{c}$ and $\beta_{h}$ that appear in (1.3) directly. Instead, they use the fact that $\beta_{h}$ is the dichotomy bound and $\omega_{h}$ is the growth bound for the corresponding semigroups in the following sense: $\beta_{h}=\sup \beta$ and $\omega_{h}=\inf \omega$ for $\beta$ and $\omega$ satisfying (1.4). We stress that the calculation (1.3) of $\beta_{h}=\sup \beta$ and $\omega_{h}=\inf \omega$ in terms of $\sigma(A)$ is possible because we assume the validity of the spectral mapping theorem for $\left\{e^{t A}\right\}$. These calculations are invalid for an arbitrary generator $A$. The spectral mapping theorem holds, for instance, for analytical semigroups, uniformly continuous semigroups, etc., see [29] for details. This point of view is helpful in understanding the corresponding spectral results in [3, 41].

In the present paper we will consider a generalization of (1.1) to nonautonomous differential equations of the form

$$
\begin{equation*}
x^{\prime}=A(t) x+g(t, x(t)), \quad g \in C^{k, 1}(\mathbb{R} \times X, X), \quad t \in \mathbb{R} . \tag{1.6}
\end{equation*}
$$

We do not require that the linearization of (1.6) is well-posed, that is, that it has a differentiable propagator. Instead, our starting point is a strongly continuous evolutionary family (propagator) $\{U(t, s)\}_{t \geqslant s}$. Thus, we consider mild solutions of (1.6). The operators $A(t)$ that appear in (1.6) can be unbounded, can have variable domains, etc.

One of the difficulties encountered in our general setting is to formulate the correct assumptions on the decomposition of $\{U(t, s)\}_{t \geqslant s}$ into its "center" and "hyperbolic" parts. The spectra of the operators $A(t)$ do not give the appropriate information for this decomposition even when these operators are bounded. To remedy this, we introduce the so-called evolutionary semigroup, $\left\{T^{t}\right\}$, acting on a "super-space" $C_{0}(\mathbb{R}, X)$ of continuous $X$-valued functions that vanish at infinity, by the rule $\left(T^{t} \phi\right)(\tau)=$ $U(\tau-t, \tau) \phi(\tau-t), \tau \in \mathbb{R}, t>0$. Let $\Gamma$ denote the infinitesimal generator for $\left\{T^{t}\right\}$. For example, in the autonomous case above, $\Gamma$ is just the closure of the operator $-d / d \tau+A$. It is known, see [24, 25, 34, 35] that the spectral mapping theorem holds for $\left\{T^{t}\right\}$, that $\sigma(\Gamma)$ is invariant with respect to translations along the imaginary axis, and that $\{U(t, s)\}_{t \geqslant s}$ has an exponential dichotomy on $X$ if and only if $\Gamma$ is invertible, or, equivalently, if $T^{t}$, for some $t>0$, has no spectrum on the unit circle. Moreover, each spectral projection $\mathscr{P}$ for $T^{t}$ has the form $(\mathscr{P} \phi)(\tau)=P(\tau) \phi(\tau)$ for a bounded strongly continuous projection-valued function $P$ defined on $\mathbb{R}$.

Our conditions on $\{U(t, s)\}_{t \geqslant s}$ are given in terms of the existence of a splitting of $\sigma(\Gamma)$ similar to (1.2). This splitting implies the existence of a spectral decomposition for $T^{t}$. Since spectral projections for $T^{t}$ are operators of multiplication on projection-valued functions, we obtain the existence of evolutionary families $\left\{U_{c}(t, s)\right\}_{(t, s) \in \mathbb{R}^{2}}$ and $\left\{U_{h}(t, s)\right\}_{t \geqslant s}$, generalizing $\left\{e^{(t-s) A_{c}}\right\}_{(t, s) \in \mathbb{R}}$ and $\left\{e^{(t-s) A_{h}}\right\}_{t \geqslant s}$, considered above. We define $\omega_{c}$ and $\beta_{h}$ that appear in the gap condition in terms of $\sigma(\Gamma)$, and conclude that $\omega_{c}$ and $\beta_{h}$ are the growth and the dichotomy bounds for $\left\{U_{c}(t, s)\right\}_{(t, s) \in \mathbb{R}^{2}}$ and $\left\{U_{h}(t, s)\right\}_{t \geqslant s}$, respectively.

We construct an operator $\mathscr{T}$ and its factorization $\mathscr{T}=\Lambda \circ \mathscr{G}$ analogous to the construction above. Again, the gap condition is seen to be a condition on the operator $\Lambda$ that controls the "race" between the exponential growth of the Green's function for $\left\{U_{h}(t, s)\right\}_{t \geqslant s}$ and composition operators $V^{t}$ induced by $\left\{U_{c}(t, s)\right\}_{(t, s) \in \mathbb{R}^{2} .}$. The gap condition again implies that $\Lambda$ is bounded as long as the norm of $g$ is sufficiently small. As a result, we prove the existence of a center manifold $\mathscr{M}_{\psi}$ for $\psi \in C^{k, 1}$. We conjecture that, by a standard technique (see, e.g., [9]), this result in fact implies $\psi \in C^{k+1}$.

The main point of this paper is the presentation of a new direct proof of the existence of a center manifold based on a factorization analogous to (1.5). Our proof gives a clear understanding of the role of the gap condition that is imposed on the linear part in (1.6). Moreover, as far as we know,
a proof of the existence of center manifolds in our general setting has not appeared in the literature.

The paper is organized as follows. In Section 2 we collect some facts about evolutionary families, evolutionary semigroups, and composition operators. In Section 3 we precisely describe our assumptions and prove the existence of center manifolds using certain norm estimates on the composition operator $V^{t}$. Section 4 contains the technical proofs of the required norm estimates. Finally, Section 5 contains an application of our result. In particular, we prove the existence of a Lipschitz invariant manifold for a semilinear skew-product flow. The existence of smooth invariant manifolds in the analogous finite dimensional case is considered in [12].

## 2. NOTATIONS AND PRELIMINARIES

### 2.1. Evolution Families

Let $X$ denote a Banach space with norm $|\cdot|$ and let $\mathscr{L}=\mathscr{L}(X)$ denote the set of bounded linear operators on $X$. For a linear operator $A$, let $\sigma(A)$ denote the spectrum, $\rho(A)$ the resolvent set, $D(A)$ the domain, and $\operatorname{Im}(A)$ the image of the operator $A$. Also, let $J=\left\{(t, s) \in \mathbb{R}^{2}: t \geqslant s\right\}$ or $J=\mathbb{R}^{2}$.

Definition 2.1. An evolution family is a family of bounded operators $\{U(t, s)\}_{(t, s) \in J}$ on $X$ that satisfy, for $(t, s) \in J$ :
(i) $U(t, s)=U(t, r) U(r, s)$ for all $t \geqslant r \geqslant s$;
(ii) $U(t, t)=I$;
(iii) For each $x \in X$ the function $(t, s) \mapsto U(t, s) x$ is continuous;
(iv) There exist positive constants $\beta$ and $c$ such that

$$
\|U(t, s)\|_{\mathscr{L}} \leqslant c e^{\beta(t-s)}, \quad(t, s) \in J .
$$

We remark that usually an evolution family is defined to satisfy just (i) and (ii) of the definition. If, in addition, it satisfies (iii) the family is called strongly continuous and if it satisfies (iv) it is called exponentially bounded. However, since we will only consider families satisfying all the properties of the definition, we will not make these distinctions below.

Definition 2.2. An evolution family $\{U(t, s)\}_{t \geqslant s}$ is said to solve the abstract Cauchy problem
$x^{\prime}(t)=A(t) x(t), \quad x(s)=x_{s}, \quad x_{s} \in D(A(s)), \quad t \geqslant s, \quad t, s \in \mathbb{R}$,
if $x(\cdot)=U(\cdot, s) x_{s}$ is differentiable, $x(t) \in D(A(t))$ for $t \geqslant s$, and if $x$ satisfies the differential equation defined in (2.1). The abstract Cauchy problem (2.1) is called well-posed if it is solved by an evolution family.

Note that under our definition, the operators $A(t)$ in (2.1) are allowed to be unbounded. However, we will work in an even more general setting. In fact, we will not require that the evolution family $\{U(t, s)\}_{t \geqslant s}$ is differentiable. Thus, we do not assume that our evolution family solves an abstract Cauchy problem. We note that there are examples [33] of well-posed autonomous Cauchy problems $x^{\prime}=A_{0} x$ such that (even for a bounded continuous function $B: \mathbb{R} \rightarrow \mathscr{L}(X)$ ) the abstract Cauchy problem (2.1) with $A(t)=A_{0}+B(t)$ is not well-posed.

Definition 2.3. Assume $J=\mathbb{R}^{2}$. The growth bound $\omega_{U}$ for an evolution family $\{U(t, s)\}_{(t, s) \in \mathbb{R}^{2}}$ on $X$ is defined as the infimum over all $\omega>0$ such that there exists a positive constant $M=M(\omega)$ so that the following estimate holds:

$$
\begin{equation*}
\|U(t, s)\|_{\mathscr{L}} \leqslant M e^{\omega|t-s|}, \quad(t, s) \in \mathbb{R}^{2} \tag{2.2}
\end{equation*}
$$

If $A(t) \equiv A$ is a generator of a strongly continuous semigroup, $\left\{e^{t A}\right\}_{t \geqslant 0}$, on $X$, then $U(t, s):=e^{(t-s) A}, t \geqslant s$, defines an evolution family that solves (2.1). If $A$ generates a strongly continuous group, then this evolution family is defined on $J=\mathbb{R}^{2}$. We stress that, in the last case, the growth bound for $U(t, s):=e^{(t-s) A}, t, s \in \mathbb{R}$ is, generally, strictly greater then the spectral bound for $A$ defined as $\sup \{|\operatorname{Re} z|: z \in \sigma(A)\}$, see [29].

We recall the definition of exponential dichotomy for a strongly continuous evolution family, see [13, 19, 24, 28, 30]. For a projection-valued function $P_{+}: \mathbb{R} \rightarrow \mathscr{L}(X)$, the complementary projection will be denoted by $P_{-}(t)=I-P_{+}(t), t \in \mathbb{R}$. Suppose that $\{U(t, s)\}_{t \geqslant s}$ is an evolution family. If $P_{+}(t) U(t, s)=U(t, s) P_{+}(s)$ for all $t \geqslant s$, we define the restrictions $U_{+}(t, s):=P_{+}(t) U(t, s) P_{+}(s)$ and $U_{-}(t, s):=P_{-}(t) U(t, s) P_{-}(s)$. We stress that $U_{+}(t, s)$ is an operator from $\operatorname{Im} P_{+}(s)$ to $\operatorname{Im} P_{+}(t)$ and $U_{-}(t, s)$ acts from $\operatorname{Im} P_{-}(s)$ to $\operatorname{Im} P_{-}(t)$.

Definition 2.4. An evolution family $\{U(t, s)\}_{t \geqslant s}$ is said to have an exponential dichotomy with constant $\beta>0$ if there exists a projectionvalued function $P_{+}: \mathbb{R} \rightarrow \mathscr{L}(X)$ such that the function $t \mapsto P_{+}(t) x$ is continuous and bounded for each $x \in X$, and if, for some constant $M=$ $M(\beta)>0$ and all $t \geqslant s$, the following hold:
(i) $\quad P_{+}(t) U(t, s)=U(t, s) P_{+}(s)$;
(ii) $\quad U_{-}(t, s)$ is invertible as an operator from $\operatorname{Im} P_{-}(s)$ to $\operatorname{Im} P_{-}(t)$;
(iii)

$$
\begin{align*}
& \left\|U_{+}(t, s)\right\|_{\mathscr{L}} \leqslant M e^{-\beta(t-s)} \\
& \left\|U_{-}(t, s)^{-1}\right\|_{\mathscr{L}} \leqslant M e^{-\beta(t-s)} \tag{iv}
\end{align*}
$$

If an evolution family $\{U(t, s)\}_{t \geqslant s}$ has an exponential dichotomy, the dichotomy bound $\beta_{U}$ for $\{U(t, s)\}_{t \geqslant s}$ is defined as $\sup \left\{\beta>0:\{U(t, s)\}_{t \geqslant s}\right.$ has exponential dichotomy with constant $\beta\}$. The Bohl spectrum, $\mathscr{B}$, for $\{U(t, s)\}_{t \geqslant s}$ is defined as
$\mathscr{B}=\left\{\lambda \in \mathbb{R}:\left\{e^{\lambda(t-s)} U(t, s)\right\}_{t \geqslant s}\right.$ does not have exponential dichotomy $\}$.
We note that Bohl spectrum, see [13], is in fact the same as the SackerSell dynamical spectrum as defined in [36, 37], see [25] for more details.

### 2.2. Evolution Semigroups

Consider an exponentially bounded evolution family $\{U(t, s)\}_{t \geqslant s}$ defined on the Banach space $X$ and let $C_{0}(\mathbb{R}, X)$ denote the space of continuous functions from $\mathbb{R}$ to $X$ that vanish at infinity with the uniform norm. There is a natural evolution semigroup, $\left\{T^{t}\right\}_{t \geqslant 0}$, defined on $C_{0}(\mathbb{R}, X)$ as follows:

$$
\begin{equation*}
\left(T^{t} \phi\right)(\tau)=U(\tau, \tau-t) \phi(\tau-t), \quad t \geqslant 0 . \tag{2.3}
\end{equation*}
$$

This semigroup is, by our definition of exponentially bounded evolution families, strongly continuous and therefore it has an infinitesimal generator $\Gamma$. For example, if $A: \mathbb{R} \rightarrow \mathscr{L}$ is bounded, then $\Gamma$ is the closure of the operator $-d / d \tau+A(\tau)$, see [25].

The evolution semigroup defined using the propagator of a nonperiodic differential equation plays the same role as the monodromy operator does for the periodic case.

The following is a list of facts about evolution semigroups and their infinitesimal generators that we will use in our analysis, see [24, 25, 34, 35] for details and further references.

1. The spectrum of $\Gamma$ is invariant with respect to translations along the imaginary axis; the spectrum of $T^{t}$ is invariant with respect to rotations centered at origin.
2. The semigroup spectral mapping theorem holds; that is, $\sigma\left(T^{t}\right) \backslash\{0\}$ $=e^{t \sigma(\Gamma)}, t>0$.
3. If $\mathscr{P}$ is a spectral projection for $T^{1}$ that corresponds to a connected component in $\sigma\left(T^{1}\right)$, then there is a bounded strongly continuous projectionvalued function $P: \mathbb{R} \rightarrow \mathscr{L}(X)$ such that $(\mathscr{P} \phi)(\tau)=P(\tau) \phi(\tau), \tau \in \mathbb{R}$. Also, $P(t) U(t, s)=U(t, s) P(s)$ for all $t \geqslant s$.
4. The evolution family $\{U(t, s)\}_{t \geqslant s}$ has an exponential dichotomy if and only if $0 \in \rho(\Gamma)$ or, equivalently, $\sigma\left(T^{t}\right)$ does not intersect the unit circle. If this is the case, then the Riesz projection $\mathscr{P}_{+}$that corresponds to
the part of $\sigma\left(T^{t}\right)$ inside the unit disk is of the form $\left(\mathscr{P}_{+} \phi\right)(\tau)=P_{+}(\tau) \phi(\tau)$, where $P_{+}(\cdot)$ is the bounded projection-valued function mentioned in the definition of dichotomy.
5. The Bohl spectrum $\mathscr{B}$ for $\{U(t, s)\}_{t \geqslant s}$ and $\sigma(\Gamma)$ are related by the formula $\mathscr{B}=\sigma(\Gamma) \cap \mathbb{R}$. As a result, the growth bound $\omega_{U}$ for the evolution family $\{U(t, s)\}_{(t, s) \in \mathbb{R}^{2}}$, defined for $(t, s) \in \mathbb{R}^{2}$ and the dichotomy bound $\beta_{U}$ for a dichotomic evolution family $\{U(t, s)\}_{t \geqslant s}$ can be computed as follows:

$$
\omega_{U}=\sup \{|\lambda|: \lambda \in \sigma(\Gamma) \cap \mathbb{R}\}, \quad \beta_{U}=\inf \{|\lambda|: \lambda \in \sigma(\Gamma) \cap \mathbb{R}\} .
$$

### 2.3. Spaces of Multilinear Operators

For each integer $n \in\{1,2, \ldots\}$, let $\mathscr{L}_{n}=\mathscr{L}_{n}(X)$ denote the set of $n$-multilinear operators on $X$. For a function $\varphi: \mathbb{R} \times X \rightarrow X$, let $D^{k} \varphi(t, x) \in \mathscr{L}_{n}$ denote its $n$th differential with respect to $x \in X$. Also, for each integer $k \in\{0,2, \ldots\}$, let $C^{k, 1}=C^{k, 1}(\mathbb{R} \times X, X)$ denote the set of continuous functions $\varphi: \mathbb{R} \times X \rightarrow X$ that are $k$ times differentiable with respect to $x \in X$ with each such derivative globally Lipschitz and with the uniform norm given by

$$
\begin{aligned}
\|\varphi\|_{C^{k, 1}}= & \sup _{t \in \mathbb{R}} \max \left\{\max _{j=1, \ldots, k} \sup _{x \in X}\left\|D^{j} \varphi(t, x)\right\|_{\mathscr{L}_{j}},\right. \\
& \left.\times \sup _{x_{1} \neq x_{2}} \frac{\left.\left\|D^{k} \varphi\left(t, x_{1}\right)-D^{k} \varphi\left(t, x_{2}\right)\right\|_{\mathscr{L}_{k}}\right\} .}{\left|x_{1}-x_{2}\right|}\right\} .
\end{aligned}
$$

Also, for $\delta>0$ and for $k \in\{0,1,2, \ldots\}$, let

$$
B_{\delta}^{(k)}=\left\{\varphi \in C^{k, 1}:\|\varphi\|_{C^{k, 1}} \leqslant \delta\right\}
$$

denote the $\delta$-ball at the origin of $C^{k, 1}$.
Recall the chain rule for the $n$th derivative of the composition of differentiable functions $G, F: X \rightarrow X$, (see, e.g., [1, p. 97]):

$$
\begin{align*}
& D^{n}(G \circ F)(x)\left(e_{1}, \ldots, e_{n}\right) \\
&= \sum_{i=1}^{k} \sum_{j_{1}+\cdots+j_{i}=k} \sum_{\{l\}} D^{i} G(F(x))\left(D^{j_{1}} F(x)\left(e_{l_{1}}, \ldots, e_{l_{j_{1}}}\right), \ldots,\right. \\
&\left.D^{j_{i}} F(x)\left(e_{l_{j_{1}}+\cdots+j_{i-1}+1}, \ldots, e_{l_{n}}\right)\right), \tag{2.4}
\end{align*}
$$

where the last sum is taken over all $l_{1}<\cdots l_{j_{1}}, \ldots, l_{j_{1}+\cdots+l_{i-1}+1}<l_{n}$, and $\mathbf{e}=\left(e_{1}, \ldots, e_{n}\right) \in X^{n}$. Also, for $r=1, \ldots, i$, we define

$$
\begin{equation*}
u_{r}(x, F)=D^{j_{r}} F(x)\left(e_{l_{j_{1}}+\cdots+l_{j_{r-1}}+1}, \ldots, e_{l_{j_{1}}+\cdots+l_{j_{r}}}\right) . \tag{2.5}
\end{equation*}
$$

If $\mathscr{A} \in \mathscr{L}_{n}$ and $\mathbf{e}^{(v)}=\left(e_{1}^{(v)}, \ldots, e_{n}^{(v)}\right) \in X^{n}, v=1,2$, we have the following estimate:

$$
\begin{align*}
& \left|\mathscr{A}\left(e_{1}^{(1)}, \ldots, e_{n}^{(1)}\right)-\mathscr{A}\left(e_{1}^{(2)}, \ldots, e_{n}^{(2)}\right)\right|_{X} \\
& \quad \leqslant\|\mathscr{A}\|_{\mathscr{L}_{n}} \sum_{j=1}^{n}\left(\prod_{p<j}\left|e_{p}^{(1)}\right|\right)\left|e_{j}^{(1)}-e_{j}^{(2)}\right|\left(\prod_{p>j}\left|e_{p}^{(2)}\right|\right) . \tag{2.6}
\end{align*}
$$

Also, for $\mathscr{A}, \mathscr{B} \in \mathscr{L}_{n}$ and $\mathbf{e} \in X^{n}$ we have

$$
\begin{equation*}
|\mathscr{A}(\mathbf{e})| \leqslant\|\mathscr{A}\|_{\mathscr{L}_{n}} \prod_{j=1}^{n}\left|e_{j}\right|, \quad|\mathscr{A}(\mathbf{e})-\mathscr{B}(\mathbf{e})| \leqslant\|\mathscr{A}-\mathscr{B}\|_{\mathscr{L}_{n}} \prod_{j=1}^{n}\left|e_{j}\right| . \tag{2.7}
\end{equation*}
$$

### 2.4. Gronwall's Inequality

We will use the following simple consequence of Gronwall's inequality.
Proposition 2.5. Suppose $\omega, a, b$ are all positive real numbers and $n$ is a nonnegative integer. If, for some $t>0$, we have

$$
v(t) \leqslant a \int_{0}^{t} e^{\omega(t-\tau)}\left[v(\tau)+b e^{n(a+\omega) \tau}\right] d \tau
$$

then

$$
\begin{array}{ll}
v(t) \leqslant \frac{a b}{(n-1)(a+\omega)} e^{n(a+\omega) t} & \text { for } \quad n \geqslant 2, \\
v(t) \leqslant a b t e^{(a+\omega) t} & \text { for } n=1, \quad \text { and } \\
v(t) \leqslant \frac{a b}{a+\omega} e^{(a+\omega) t} & \text { for } \quad n=0 .
\end{array}
$$

Proof. Define $u(t):=e^{-\omega t} v(t)$ and note that

$$
u(t) \leqslant a \int_{0}^{t} u(\tau) d \tau+c(t), \quad c(t)=a b \int_{0}^{t} e^{[(n-1) \omega+n a] \tau} d \tau .
$$

The desired result follows from the version of Gronwall's inequality in [17], Lemma 4.1.2.

### 2.5. Composition Operators

Consider an evolution family $\{U(t, s)\}_{(t, s) \in \mathbb{R}^{2}}$ on $X$ with finite growth bound. In particular, there are constants $M>0$ and $\omega>0$ such that the evolution family satisfies the inequality (2.2).

Proposition 2.6. Suppose $f \in C^{k, 1}$ and $(s, \xi) \in \mathbb{R} \times X$. If the evolution family $\{U(t, s)\}_{(t, s) \in \mathbb{R}^{2}}$ defined on a Banach space $X$ has a finite growth bound, then there is a unique continuous function $x=x(\cdot, \xi)$, defined for all $t \in \mathbb{R}$ with range in $X$, that satisfies the integral equation

$$
\begin{equation*}
x(t, \xi)=U(t, s) \xi+\int_{s}^{t} U(t, \tau) f(\tau, x(\tau, \xi)) d \tau \tag{2.8}
\end{equation*}
$$

Proof. The proof is similar to the proof given for the semigroup case in [32, p. 184].

Using the solution of (2.8), we define a flow $S^{t}$ on $\mathbb{R} \times X$ by

$$
S^{t}(s, \xi)=(t+s, x(t+s, \xi))
$$

and a family of composition operators $V^{t}$ on $C^{k, 1}$ given by

$$
\begin{equation*}
\left(V^{t} \varphi\right)(s, \xi)=\varphi\left(S^{t}(s, \xi)\right), \quad(s, \xi) \in \mathbb{R} \times X, \quad t \in \mathbb{R} \tag{2.9}
\end{equation*}
$$

In the next section we will need the following estimates for $V^{t}$.
Theorem 2.7. Suppose $k \in\{0,1,2, \ldots\}$ and $f \in C^{k, 1}$ with $\varepsilon:=\|f\|_{C^{k, 1}}$. If $V^{t}$ is a family of composition operators defined, relative to an evolution family satisfying (2.2), by (2.9), then there exist positive constants $c_{1}=$ $c_{1}(\omega, k)$ and $c_{2}=c_{2}(\omega, k)$ such that:

$$
\begin{align*}
\left\|V^{t}\right\|_{\mathscr{L}\left(C^{k, 1}\right)} & \leqslant c_{1} e^{(k+1)(\omega+M \varepsilon)|t|},  \tag{2.10}\\
\left\|V^{t}\right\|_{\mathscr{L}\left(C^{k}\right)} & \leqslant c_{2} e^{k(\omega+M \varepsilon)|t|}, \quad t \in \mathbb{R} \tag{2.11}
\end{align*}
$$

Next, in addition to a given $f \in C^{k, 1}$, fix $\delta>0$ and let $\psi_{1}, \psi_{2} \in B_{\delta}^{(k)}$. For each $(s, \xi) \in \mathbb{R} \times X$ let $x_{v}=x_{v}(\cdot, \xi), v=1,2$, denote the solutions of

$$
\begin{equation*}
x_{v}(t, \xi)=U(t, s) \xi+\int_{s}^{t} U(t, \tau) f\left(\tau, \psi_{v}\left(\tau, x_{v}(\tau, \xi)\right)\right) d \tau \tag{2.12}
\end{equation*}
$$

Moreover, for $v=1,2$, define the corresponding flows and composition operators as follows:

$$
\begin{align*}
S_{v}^{t}(s, \xi) & =\left(t+s, x_{v}(t+s, \xi)\right), & & t \in \mathbb{R}, \\
\left(V_{v}^{t} \varphi\right)(s, \xi) & =\varphi\left(S_{v}^{t}(s, \xi)\right), & & (s, \xi) \in \mathbb{R} \times X, \quad \varphi \in C^{k, 1} . \tag{2.13}
\end{align*}
$$

Theorem 2.8. Suppose $k \in\{0,1,2, \ldots, \infty\}$, the function $f \in C^{k, 1}$, and $\delta>0$. If $V_{v}^{t}$, for $v=1,2$, are the composition operators defined by (2.13)
relative to an evolution family satisfying (2.2), then there are positive constants $c_{3}=c_{3}(\omega, \delta, k)$ and $d=d(\omega, \delta, k)$ such that, for each $\psi_{1}, \psi_{2} \in B_{\delta}^{(k)}$ and all $\varphi \in C^{k, 1}$

$$
\begin{equation*}
\left\|\left[V_{1}^{t}-V_{2}^{t}\right] \varphi\right\|_{C^{k}} \leqslant c_{3} e^{(k+1)(\omega+d \varepsilon)|t|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}\|\varphi\|_{C^{k, 1}}, \quad t \in \mathbb{R} \tag{2.14}
\end{equation*}
$$

The proofs of Theorems 2.7-2.8 are straightforward, and will be given in Section 4. They use only the chain rule (2.4) and the version of Gronwall's inequality given in Proposition 2.5.

### 2.6. Substitution Operator

For $f \in C^{k, 1}$, we define a (nonlinear) substitution operator, $\mathscr{F}$, by

$$
\begin{equation*}
\mathscr{F}(\varphi)(t, \xi)=f(t, \varphi(t, \xi)) . \tag{2.15}
\end{equation*}
$$

An application of the chain rule (2.4) yields the following result.
Proposition 2.9. Suppose $k \in\{0,1,2, \ldots\}$ and $f \in C^{k, 1}$. If $\delta>0$ and $\mathscr{F}$ is the composition operator defined by (2.15), then there are positive constants $c_{4}=c_{4}(\delta, k)$ and $c_{5}=c_{5}(\delta, k)$ such that for all $\psi, \psi_{1}, \psi_{2} \in B_{\delta}^{(k)}$

$$
\begin{gathered}
\|\mathscr{F}(\psi)\|_{C^{k, 1}} \leqslant c_{4}\|f\|_{C^{k, 1}}, \\
\left\|\mathscr{F}\left(\psi_{1}\right)-\mathscr{F}\left(\psi_{2}\right)\right\|_{C^{k}} \leqslant c_{5}\|f\|_{C^{k, 1}}\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}} .
\end{gathered}
$$

We omit the proof. However, the proof is similar to the proofs of Lemmas 4.1 and 4.2 below.

## 3. SETTING AND MAIN RESULT

If we are given a strongly continuous exponentially bounded evolution family $\{U(t, s)\}_{t \geqslant s}$ and a function $g \in C^{k, 1}$ where $k \in\{0,1, \ldots\}$, then we will consider the following integral equation for functions $x: \mathbb{R} \rightarrow X$ :

$$
\begin{equation*}
x(t)=U(t, s) x(s)+\int_{s}^{t} U(t, \tau) g(\tau, x(\tau)) d \tau, \quad t \geqslant s \tag{3.1}
\end{equation*}
$$

In fact, in this section we will formulate sufficient conditions on $\{U(t, s)\}_{t \geqslant s}$ and $g$, so that the integral equation has a center manifold. Note, that if $\{U(t, s)\}_{t \geqslant s}$ solves a well-posed nonautonomous abstract Cauchy problem (2.1), then each solution of (3.1), by definition, is a mild solution of (1.6).

### 3.1. Linear Setting

We will consider an evolution family $\{U(t, s)\}_{t \geqslant s}$ that admits a splitting into "center" and "hyperbolic" parts. To be more precise, consider the evolution semigroup $T^{t}=e^{t \Gamma}$ on $C_{0}(\mathbb{R}, X)$ defined in (2.3).

Spectral assumptions (S). The spectrum $\sigma(\Gamma)$ splits as

$$
\begin{equation*}
\sigma(\Gamma) \cap \mathbb{R}=\Sigma_{c} \cup \Sigma_{h}, \quad \Sigma_{c} \cap \Sigma_{h}=\varnothing, \quad \Sigma_{c}, \Sigma_{h} \neq \varnothing . \tag{3.2}
\end{equation*}
$$

Moreover, if

$$
\begin{equation*}
\omega_{c}:=\sup \left\{|\lambda|: \lambda \in \Sigma_{c}\right\}, \quad \beta_{h}:=\inf \left\{|\lambda|: \lambda \in \Sigma_{h}\right\} \tag{3.3}
\end{equation*}
$$

then $\omega_{c}<\beta_{h}$.
Recall that the Bohl spectrum of $\{U(t, s)\}_{t \geqslant s}$ is given by $\mathscr{B}=\sigma(\Gamma) \cap \mathbb{R}$. Thus, the spectral assumption (S) has an equivalent reformulation in terms of the evolution family $\{U(t, s)\}_{t \geqslant s}$. To make this precise, we need the following assumptions. Assume there exists a bounded strongly continuous projection valued function $P: \mathbb{R} \rightarrow \mathscr{L}(X)$ such that $U(t, s) P(s)=P(t) U(t, s)$ for all $t \geqslant s$. For $Q(t):=I-P(t)$ define the subspaces $X_{c}(t):=\operatorname{Im} P(t)$ and $X_{h}(t):=\operatorname{Im} Q(t)$, and, for $t \geqslant s$ define the restricted operators

$$
\begin{aligned}
& U_{c}(t, s):=U(t, s) \mid X_{c}(s): X_{c}(s) \rightarrow X_{c}(t), \\
& U_{h}(t, s):=U(t, s) \mid X_{h}(s): X_{h}(s) \rightarrow X_{h}(t) .
\end{aligned}
$$

Center part. Assume that, for all $t \geqslant s$, the operator $U_{c}(t, s)$ is invertible as an operator from $X_{c}(s)$ to $X_{c}(t)$, and define $U_{c}(s, t):=\left[U_{c}(t, s)\right]^{-1}$. Note that the elements of the family $\left\{U_{c}(t, s)\right\}$, for $(t, s) \in \mathbb{R}^{2}$, are operators on $X$ that satisfy (i) and (iii) in Definition 2.1, and the replacement of condition (ii) given by the identity $U_{c}(t, t)=P(t), t \in \mathbb{R}$. Assume there exists a positive constant $\omega$ and a constant $M_{c}=M_{c}(\omega)>0$, such that for all $(t, s) \in \mathbb{R}$, we have the estimate

$$
\begin{equation*}
\left\|U_{c}(t, s)\right\|_{\mathscr{L}} \leqslant M_{c} e^{\omega|t-s|} \tag{3.4}
\end{equation*}
$$

Also, let $\omega_{c} \geqslant 0$ denote the growth bound for $\left\{U_{c}(t, s)\right\}_{(t, s) \in \mathbb{R}^{2}}$, that is, the infimum over all $\omega>0$ such that (3.4) holds with some $M_{c}$.

Hyperbolic part. Assume that $\left\{U_{h}(t, s)\right\}_{t \geqslant s}$ has an exponential dichotomy. To be more precise, assume that there exist bounded strongly continuous operator-valued functions $P_{ \pm}: \mathbb{R} \rightarrow \mathscr{L}$ such that $P_{+}(t)+P_{-}(t)=P(t)$, and for all $t \geqslant s$,

$$
U_{h}(t, s) P_{ \pm}(s)=P_{ \pm}(t) U_{h}(t, s)
$$

In addition, consider the restrictions

$$
U_{h}^{ \pm}(t, s)=U_{h}(t, s) \mid \operatorname{Im} P_{ \pm}(s): \operatorname{Im} P_{ \pm}(s) \rightarrow \operatorname{Im} P_{ \pm}(t), \quad t \geqslant s
$$

We assume that the operator $U_{h}^{-}(t, s)$ is invertible as an operator from $\operatorname{Im} P_{-}(s)$ to $\operatorname{Im} P_{-}(t)$ and that there exist positive constants $\beta$ and $M_{h}=$ $M_{h}(\beta)>0$ such that, for all $t \geqslant s$,

$$
\begin{align*}
\left\|U_{h}^{+}(t, s)\right\|_{\mathscr{L}} & \leqslant M_{h} e^{-\beta(t-s)}, \\
\left\|\left[U_{h}^{-}(t, s)\right]^{-1}\right\|_{\mathscr{L}} & \leqslant M_{h} e^{-\beta(t-s)} . \tag{3.5}
\end{align*}
$$

Let $\beta_{h}>0$ denote the dichotomy bound for $\left\{U_{h}(t, s)\right\}_{t \geqslant s}$, that is, the supremum over all $\beta>0$ such that (3.5) holds for some $M_{h}$.

With a slight abuse of terminology we summarize our assumptions on the evolution families $\left\{U_{c}(t, s)\right\}_{(t, s) \in \mathbb{R}^{2}}$ and $\left\{U_{h}(t, s)\right\}_{t \geqslant s}$ as follows:

Assumption (C). $\left\{U_{c}(t, s)\right\}$ is an evolution family, defined for all $(t, s) \in \mathbb{R}^{2}$, with the growth bound $\omega_{c}$.

Assumption (H). $\left\{U_{h}(t, s)\right\}_{t \geqslant s}$ is a dichotomic evolution family with dichotomy bound $\beta_{h}$ such that $\beta_{h}>\omega_{c}$.

We claim that ( S ) is equivalent to the assumptions ( C ) and (H). In fact, since $\sigma(\Gamma)$ is invariant with respect to translations along the imaginary axis, (3.2) is equivalent to the existence of a splitting for $\sigma(\Gamma)$. By the spectral mapping theorem for $\left\{T^{t}\right\}$, the existence of the splitting for $\sigma(\Gamma)$ is equivalent to the existence of a corresponding splitting for $\sigma\left(T^{t}\right)$ for each $t>0$. Such a splitting exists if and only if $T^{t}$ has complementary spectral projections $\mathscr{P}$ and $\mathscr{2}$ on the space $C_{0}(\mathbb{R}, X)$ with the following properties: The projections are of the form $\mathscr{P}=P(\cdot)$ and $\mathscr{Q}=I-P(\cdot)$. The function $P(\cdot): \mathbb{R} \rightarrow \mathscr{L}$ is the bounded strongly continuous projection valued function, mentioned in the definition of $U_{c}(t, s)$ and $U_{h}(t, s)$ above with $X_{c}(t)=$ $\operatorname{Im} P(t)$ and $X_{h}(t)=\operatorname{Im} Q(t)$. With $C_{0, c}=\operatorname{Im} \mathscr{P}$ and $C_{0, h}=\operatorname{Im} \mathscr{2}$, there is a $T^{t}$-invariant decomposition $C_{0}(\mathbb{R} ; X)=C_{0, c} \oplus C_{0, h}$ such that $\Sigma_{c}=$ $\sigma\left(\Gamma \mid C_{0, c}\right) \cap \mathbb{R}$ and $\Sigma_{h}=\sigma\left(\Gamma \mid C_{0, h}\right) \cap \mathbb{R}$. Thus, $(\mathrm{S})$ is equivalent to ( C ) and (H).

In what follows we will need subspaces of " $X_{h}$-valued" functions on $\mathbb{R}$ and functions "from $X_{c}$ to $X_{h}$ ". In fact, we define these subspaces as follows:

$$
\begin{align*}
C_{b}\left(\mathbb{R}, X_{h}\right)= & \left\{\phi \in C_{b}(\mathbb{R}, X): \phi(t)=Q(t) \phi(t), t \in \mathbb{R}\right\} \\
C_{c h}^{0}(\mathbb{R} \times X, X)= & \left\{\varphi \in C^{0}=C^{0}(\mathbb{R} \times X, X):\right.  \tag{3.6}\\
& \varphi(t, x)=Q(t) \varphi(t, P(t) x) \text { for all }(t, x) \in \mathbb{R} \times X\},
\end{align*}
$$

where $C_{b}(\mathbb{R}, X)$ is the space of bounded continuous $X$-valued functions on $\mathbb{R}$.

We will need the following standard consequence of assumption (H) (see, e.g. [13] or [25]). For each $(t, s) \in \mathbb{R}^{2}$ with $t \neq s$, there is a bounded operator (Green's function) $\mathscr{K}(t, s): X_{h}(s) \rightarrow X_{h}(t)$ defined as follows:

$$
\begin{array}{ll}
\mathscr{K}(t, s)=U_{h}^{+}(t, s) & \text { if } \quad t>s, \quad \text { and } \\
\mathscr{K}(t, s)=-\left[U_{h}^{-}(t, s)\right]^{-1} & \text { if } \quad t<s .
\end{array}
$$

Proposition 3.1. Assume hypothesis (H). If $\beta \in\left(0, \beta_{h}\right)$ then, with the constant $M_{h}=M_{h}(\beta)$ from (3.5), the following estimate holds:

$$
\|\mathscr{K}(t, s)\|_{\mathscr{L}} \leqslant M_{h} e^{-\beta|t-s|}, \quad(t, s) \in \mathbb{R}^{2} .
$$

Moreover, for each $\phi \in C_{b}\left(\mathbb{R}, X_{h}\right)$, there exists a unique function $u \in C_{b}\left(\mathbb{R}, X_{h}\right)$ such that

$$
u(t)=U_{h}(t, s) u(s)+\int_{s}^{t} U_{h}(t, \tau) \phi(\tau) d \tau, \quad t \geqslant s .
$$

In fact, $u$ is given by

$$
u(t)=\int_{-\infty}^{\infty} \mathscr{K}(t, \tau) \phi(\tau) d \tau, \quad t \in \mathbb{R} .
$$

We remark, see [27], that the existence of the unique $u \in C_{b}(\mathbb{R}, X)$ for each $\phi \in C_{b}(\mathbb{R}, X)$, as in the proposition, is, in fact, equivalent to the assumption (H).

### 3.2. An Integral Equation

In this section, we consider an evolution family $U(t, s)$ that satisfies Assumption (S) (or, equivalently, (C) and (H)). Also, we fix $k \in\{0,1, \ldots\}$ and $g \in C^{k, 1}$.

Definition 3.2. $A$ set $\mathscr{M} \subset \mathbb{R} \times X$ is called an invariant set for (3.1) if, for each $(s, \xi) \in \mathscr{M}$, the solution $x(\cdot, \xi)$ of $(3.1)$ with $x(s, \xi)=\xi$ is such that $(t, x(t, \xi)) \in \mathscr{M}$ for all $t \geqslant s$.

For $\eta>0$ and for $k \in\{0,1,2, \ldots\}$, we define

$$
L_{\eta}^{(k)}=\left\{\varphi \in C_{c h}^{0}(\mathbb{R} \times X, X) \cap C^{k, 1}(\mathbb{R} \times X, X):\|\varphi\|_{C^{k}, 1} \leqslant \eta\right\} .
$$

From the definitions in (3.6), we note that if $\varphi \in L_{\eta}^{(k)}$, then $\varphi(t, x)=$ $Q(t) \varphi(t, P(t) x)$ for all $(t, x) \in \mathbb{R} \times X$. In other words, $\varphi(t, \cdot): X_{c}(t) \rightarrow X_{h}(t)$ for each $t \in \mathbb{R}$.

We will look for an element $\psi \in L_{\eta}^{(k)}$ such that

$$
\begin{equation*}
\mathscr{M}_{\psi}=\{(t, P(t) x+\psi(t, P(t) x)):(t, x) \in \mathbb{R} \times X\} \tag{3.7}
\end{equation*}
$$

in an invariant set for (3.1). To this end we will construct an appropriate (nonlinear) integral operator $\mathscr{T}$ such that $M_{\psi}$ is an invariant set for (3.1) whenever $\psi$ is a fixed point of $\mathscr{T}$ in $L_{\eta}^{(k)}$.

To construct $\mathscr{T}$, we begin by defining

$$
g_{c}(t, x)=P(t) g(t, x), \quad g_{h}(t, x)=Q(t) g(t, x), \quad(t, x) \in \mathbb{R} \times X,
$$

as well as $x_{c}(t)=P(t) x(t)$ and $x_{h}(t)=Q(t) x(t)$. With these definitions, we rewrite (3.1) as a system:

$$
\begin{aligned}
& x_{c}(t)=U_{c}(t, s) x_{c}(s)+\int_{s}^{t} U_{c}(t, \tau) g_{c}\left(\tau, x_{c}(\tau)+x_{h}(\tau)\right) d \tau \\
& x_{h}(t)=U_{h}(t, s) x_{h}(s)+\int_{s}^{t} U_{h}(t, \tau) g_{h}\left(\tau, x_{c}(\tau)+x_{h}(\tau)\right) d \tau, \quad t \geqslant s .
\end{aligned}
$$

Moreover, for $\psi \in L_{\eta}^{(k)}$, define $f \in C^{k, 1}$ by

$$
\begin{equation*}
f(t, x)=g_{c}(t, P(t) x+\psi(t, P(t) x)), \quad(t, x) \in \mathbb{R} \times X . \tag{3.8}
\end{equation*}
$$

Since $\psi \in B_{\eta}^{(k)}$ and $P: \mathbb{R} \rightarrow \mathscr{L}$ is bounded, an application of Proposition 2.9 shows there is a constant $c>0$ such that

$$
\begin{equation*}
\|f\|_{C^{k, 1}} \leqslant c\|g\|_{C^{k, 1}}, \quad c=c(\eta, k) \tag{3.9}
\end{equation*}
$$

Fix $(s, \xi) \in \mathbb{R} \times X$. By Proposition 2.6, the integral equation

$$
x(t)=U_{c}(t, s) \xi+\int_{s}^{t} U_{c}(t, \tau) f(\tau, x(\tau)) d \tau, \quad t \geqslant s,
$$

has a unique solution $x_{c}(\cdot, \xi)$. Note that $U_{c}(t, s)=U_{c}(t, s) P(s)$ and that, without loss of generality, we may as well assume $\xi \in X_{c}(s)$. By assumption (C), the solution $x_{c}(\cdot, \xi)$ is defined for all $t \in \mathbb{R}$. Moreover, since $P(s) \xi \in$ $X_{c}(s)$ and $f(t, x) \in X_{c}(t)$, one has $x_{c}(t, \xi) \in X_{c}(t)$ for all $t \in \mathbb{R}$. Define a flow $S^{t}=S_{\psi}^{t}$ on $\mathbb{R} \times X$ by

$$
\begin{equation*}
S^{t}(s, \xi)=\left(t+s, x_{c}(t+s, \xi)\right), \quad t \in \mathbb{R} \tag{3.10}
\end{equation*}
$$

Also, for $(s, \xi) \in \mathbb{R} \times X$, we let $\pi$ denote the projection given by $\pi(s, \xi)=\xi$.

The set $\mathscr{M}_{\psi}$ is invariant for (3.1) if and only if $x_{h}(t)=\psi\left(t, x_{c}(t, \xi)\right)$ satisfies
$x_{h}(t)=U_{h}(t, s) x_{h}(s)+\int_{s}^{t} U_{h}(t, \tau) g_{h}\left(\tau, x_{c}(\tau, \xi)+\psi\left(\tau, x_{c}(\tau, \xi)\right)\right) d \tau, \quad t \geqslant s$.

Also, we have $\left(t, x_{c}(t, \xi)\right)=S^{t-s}(s, \xi)$, and $x_{h}(t)=\psi\left(S^{t-s}(s, \xi)\right)$. Since the function $t \mapsto g_{h}\left(t, x_{c}(t, \xi)+\psi\left(t, x_{c}(t, \xi)\right)\right.$ is an element of $C_{b}\left(\mathbb{R}, X_{h}\right)$, we use Proposition 3.1, to conclude that (3.11) can be rewritten as

$$
\psi\left(S^{t-s}(s, \xi)\right)=\int_{-\infty}^{\infty} \mathscr{K}(t, \tau+s) g_{h}\left(\tau+s, \pi\left(S^{\tau}(s, \xi)\right)+\psi\left(S^{\tau}(s, \xi)\right)\right) d \tau .
$$

Set $t=s$ in the last formula and conclude that $\mathscr{M}_{\psi}$ is an invariant set for (3.1) if and only if $\psi \in C_{c h}^{0}(\mathbb{R} \times X, X)$ is a fixed point of the nonlinear integral operator $\mathscr{T}$ defined as follows:

$$
\begin{equation*}
(\mathscr{T} \psi)(s, \xi)=\int_{-\infty}^{\infty} \mathscr{K}(s, \tau+s) g_{h}\left(\tau+s, \pi\left(S^{\tau}(s, \xi)\right)+\psi\left(S^{\tau}(s, \xi)\right)\right) d \tau . \tag{3.12}
\end{equation*}
$$

### 3.3. Main Theorem

Our main idea is to express the operator $\mathscr{T}$ as a composition of a linear and a nonlinear operator that are then analyzed separately. To do this, we use the flow $S^{t}=S_{\psi}^{t}$ as in (3.10) and consider the composition operators $V^{t}$ defined in (2.9). The linear operator $\Lambda_{\psi}$ on $C^{k, 1}$ is defined by the formula

$$
\left(\Lambda_{\psi} \varphi\right)(s, \xi)=\int_{-\infty}^{\infty} K(s, \tau+s)\left(V^{\tau} \varphi\right)(s, \xi) d \tau
$$

The nonlinear operator $\mathscr{G}$ is defined on $L_{\eta}^{(k)}$ by

$$
\mathscr{G}(\psi)(s, \xi)=g_{h}(s, P(s) \xi+\psi(s, P(s) \xi)) .
$$

For $\psi \in L_{\eta}^{(k)}$, we clearly have

$$
\mathscr{T}(\psi)=\Lambda_{\psi} \circ \mathscr{G}(\psi),
$$

the desired decomposition of $\mathscr{T}$.
In addition to Assumption (S) (or, equivalently, Assumptions (C) and $(\mathrm{H})$ ), we also impose the following $C^{k}$ spectral gap condition, $k \in\{0,1,2, \ldots\}$ :

Assumption (G). The spectral bounds $\omega_{c}$ and $\beta_{h}$, defined in (3.3), are such that

$$
\begin{equation*}
\beta_{h}-(k+1) \omega_{c}>0 . \tag{3.13}
\end{equation*}
$$

The spectral gap condition has the following operator theoretic interpretation: If it holds, then the linear operator $\Lambda_{\psi}$ is uniformly bounded as an operator on $C^{k, 1}$ over $\psi \in L_{\eta}^{(k)}$ and all $g \in C^{k, 1}$ with sufficiently small $C^{k, 1}$-norm. Moreover, for all $\psi_{1}, \psi_{2} \in L_{\eta}^{(k)}$, the norm of $\Lambda_{\psi_{1}}-\Lambda_{\psi_{2}}$, as an operator from $C^{k, 1}$ to $C^{k}$, is $O\left(\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}\right)$. To be more precise, we have the following lemma.

Lemma 3.3. Suppose $k \in\{0,1,2, \ldots\}$ and $\eta>0$. If the $C^{k}$ spectral gap condition (3.13) holds, then there exist positive constants $\varepsilon_{0}=\varepsilon_{0}\left(\eta, k, \omega_{c}, \beta_{h}\right)$ and $c_{0}=c_{0}\left(\eta, k, \omega_{c}, \beta_{h}\right)$ such that for each $g \in C^{k, 1}$ with $\|g\|_{C^{k, 1}} \leqslant \varepsilon_{0}$ and all $\psi, \psi_{1}, \psi_{2} \in L_{\eta}{ }^{(k)}$,

$$
\begin{align*}
&\left\|\Lambda_{\psi}\right\|_{\mathscr{L}\left(C^{k, 1}\right)} \leqslant c_{0}  \tag{3.14}\\
&\left\|\Lambda_{\psi}\right\|_{\mathscr{L}\left(C^{k}\right)} \leqslant c_{0}  \tag{3.15}\\
&\left\|\left[\Lambda_{\psi_{1}}-\Lambda_{\psi_{2}}\right] \varphi\right\|_{C^{k}} \leqslant c_{0}\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}\|\varphi\|_{C^{k, 1}}, \quad \varphi \in C^{k, 1} . \tag{3.16}
\end{align*}
$$

Proof. Define $\gamma:=\beta_{h}-(k+1) \omega_{c}$ and note that $\gamma>0$. Fix $\omega=\omega_{c}+$ $\gamma /(4(k+1))$ and $\beta=\beta_{h}-\gamma / 4$ such that $\beta-(k+1) \omega=\gamma / 2>0$. Find $M_{h}=M_{h}(\beta)$ and $M_{c}=M_{c}(\omega)$ such that estimates (3.4) and (3.5) hold. By (2.10) in Theorem 2.7, there is a constant $c_{1}=c_{1}(\omega, k)$ such that

$$
\left\|V^{t}\right\|_{\mathscr{L}\left(C^{k, 1}\right)} \leqslant c_{1} \exp \left[(k+1)\left(\omega+M_{c}\|f\|_{\left.C^{k, 1}\right)}|t|\right]\right.
$$

where $f$ is defined in (3.8). By (3.9), one has $\|f\|_{C^{k, 1}} \leqslant c(\eta, k)\|g\|_{C^{k, 1}}$ for all $\psi \in C^{k, 1}$ with $\|\psi\|_{C^{k}, 1} \leqslant \eta$. Choose $\varepsilon_{0}<\gamma\left[4(k+1) c(\eta, k) M_{c}\right]^{-1}$. Then, for each $g \in C^{k, 1}$ with $\|g\|_{C^{k, 1}} \leqslant \varepsilon_{0}$ and $\psi \in L_{\eta}^{(k)}$ one has

$$
\begin{aligned}
\left\|\Lambda_{\psi}\right\|_{\mathscr{L}\left(C^{k, 1}\right)} & \leqslant \int_{-\infty}^{\infty}\|\mathscr{K}(s, \tau+s)\|_{\mathscr{L}}\left\|V^{\tau}\right\|_{\mathscr{L}\left(C^{k, 1}\right)} d \tau \\
& \leqslant c_{1}(\omega, k) M_{h} \int_{-\infty}^{\infty} \exp |\tau|[-\beta+(k+1) \omega+\gamma / 4] d \tau \\
& =8 c_{1}(\omega, k) M_{h} / \gamma
\end{aligned}
$$

This proves (3.14). Using (2.11) in Theorem 2.7, the proof of (3.15) is similar.

To prove (3.16), choose $\varepsilon_{0}<\gamma[4(k+1) c(\eta, k) d]^{-1}$, where $d=d\left(\eta, k, \omega_{c}, \beta_{h}\right)$ is given by Theorem 2.8. Then, with $c_{3}=c_{3}\left(\eta, k, \omega_{c}, \beta_{h}\right)$ also from Theorem 2.8, we have

$$
\begin{aligned}
\left\|\left(\Lambda_{\psi_{1}}-\Lambda_{\psi_{2}}\right) \varphi\right\|_{C^{k}} & \leqslant M_{h} c_{3} \int_{-\infty}^{\infty} \exp |\tau|\left[-\beta+(k+1)\left(\omega+d\|f\|_{C^{k, 1}}\right)\right] d \tau \\
& \leqslant 8 c_{3} M_{h} / \gamma
\end{aligned}
$$

as required.
We now have all the ingredients necessary to prove our main theorem.
Theorem 3.4. Suppose that $k \in\{0,1,2, \ldots\}$ and $\eta>0$. If the evolution family $\{U(t, s)\}_{t \geqslant s}$ satisfies assumption $(S)$ (or, equivalently, $(C)$ and $(H)$ ), and if its growth bound $\omega_{c}$ and dichotomy bound $\beta_{h}$ satisfy the $C^{k}$ spectral gap condition

$$
\beta_{h}-(k+1) \omega_{c}>0,
$$

then there is a positive constant $\varepsilon=\varepsilon\left(\eta, k, \omega_{c}, \beta_{h}\right)$ such that for each $g \in C^{k, 1}$ with $\|g\|_{C^{k, 1}} \leqslant \varepsilon$ there exists a unique $\psi \in L_{\eta}^{(k)}$ such that the manifold $\mathscr{M}_{\psi}$, given by (3.7), is an invariant manifold for the integral equation (3.1).

Proof. If $\psi \in L_{\eta}^{(k)}$, we claim that $\mathscr{T}(\psi) \in L_{\eta}^{(k)}$ provided $\varepsilon$ is sufficiently small. Indeed, if we choose $\varepsilon \leqslant \varepsilon_{0}$ with $\varepsilon_{0}$ as in Lemma 3.3, then

$$
\begin{aligned}
\|\mathscr{T}(\psi)\|_{C^{k, 1}} & =\left\|\Lambda_{\psi} \circ \mathscr{G}(\psi)\right\|_{C^{k, 1}} \leqslant\|\Lambda\|_{\mathscr{L}\left(C^{k, 1}\right)}\|\mathscr{G}(\psi)\|_{C^{k, 1}} \\
& \leqslant c_{0} c_{4}\|f\|_{C^{k, 1}} \leqslant c_{0} c_{4} c(\eta, k)\|g\|_{C^{k, 1}}
\end{aligned}
$$

with $c_{0}$ from Lemma 3.3, the constant $c_{4}$ from Proposition 2.9, and $c(\eta, k)$ from (3.9). In particular, $\mathscr{T}(\psi) \in L_{\eta}^{(k)}$ provided $\varepsilon<\left[c_{0} c_{4} c(\eta, k)\right]^{-1} \eta$.

We will show that $\mathscr{T}$ is a contraction in the $C^{k}$-norm, provided $\varepsilon>0$ is sufficiently small. Since $L_{n}^{(k)}$ is closed in the $C^{k}$-norm, an application of the contraction principle then implies the existence of a unique fixed point for $\mathscr{T}$ on $L_{\eta}^{(k)}$. We remark that, by a lemma due to D. Henry (see, e.g, [9]), $L_{\eta}^{(k)}$ is closed in the $C^{0}$-norm. Hence, it suffices to show that $\mathscr{T}$ is a $C^{k}$-contraction for $k=0$. However, we will give the proof for an arbitrary choice of $k$.

To prove the contraction property, choose $\varepsilon \leqslant \varepsilon_{0}$ for $\varepsilon_{0}$ as in Lemma 3.3. Then, with $c_{0}$ as in this lemma, we have

$$
\begin{aligned}
& \left\|\mathscr{T}\left(\psi_{1}\right)-\mathscr{T}\left(\psi_{2}\right)\right\|_{C^{k}} \\
& \quad \leqslant\left\|\left(\Lambda_{\psi_{1}}-\Lambda_{\psi_{2}}\right) \mathscr{G}\left(\psi_{1}\right)\right\|_{C^{k}}+\left\|\Lambda_{\psi_{2}}\right\|_{\mathscr{L}\left(C^{k}\right)}\left\|\mathscr{G}\left(\psi_{1}\right)-\mathscr{G}\left(\psi_{2}\right)\right\|_{C^{k}} \\
& \quad \leqslant c_{0}\left(\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}\left\|\mathscr{G}\left(\psi_{1}\right)\right\|_{C^{k, 1}}+\left\|\mathscr{G}\left(\psi_{1}\right)-\mathscr{G}\left(\psi_{2}\right)\right\|_{C^{k}}\right) .
\end{aligned}
$$

Define $\varphi_{v}(t, x)=P(t) x+\psi_{v}(t, P(t) x),(t, x) \in \mathbb{R} \times X, v=1,2$. Since $P: \mathbb{R} \rightarrow \mathscr{L}$ is bounded, $\varphi_{v} \in B_{\delta}^{(k)}$ for some $\delta=\delta(\eta)$. Also, there is some positive constant $d$ such that $\left\|\varphi_{1}-\varphi_{2}\right\|_{C^{k}} \leqslant d\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}$. Apply Proposition 2.9 with $f(t, x)=g_{h}(t, x)$ and $\psi_{v}=\varphi_{v}$. Then, for some positive constant $c(\eta, k)$, we have

$$
\begin{aligned}
\left\|\mathscr{G}\left(\psi_{1}\right)\right\|_{C^{k, 1}} & =\left\|\mathscr{F}\left(\varphi_{1}\right)\right\|_{C^{k, 1}} \leqslant c(\eta, k)\|g\|_{C^{k, 1}}, \\
\left\|\mathscr{G}\left(\psi_{1}\right)-\mathscr{G}\left(\psi_{2}\right)\right\|_{C^{k}} & \leqslant c_{5}(\delta, k)\|g\|_{C^{k, 1}}\left\|\varphi_{1}-\varphi_{2}\right\|_{C^{k}} \\
& \leqslant c(\eta, k)\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}\|g\|_{C^{k, 1}} .
\end{aligned}
$$

As a result, we obtain

$$
\left\|\mathscr{T}\left(\psi_{1}\right)-\mathscr{T}\left(\psi_{2}\right)\right\|_{C^{k}} \leqslant c_{0} c(\eta, k)\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}\|g\|_{C^{k, 1}} .
$$

By choosing $\varepsilon<\left[c_{0} c(\eta, k)\right]^{-1}$, we have the desired result.

## 4. COMPOSITION OPERATORS

In this section we give the proofs of Theorems 2.7 and 2.8. For this, consider a Banach space $X$, a function $f: \mathbb{R} \times X \rightarrow X$ in $C^{k, 1}$, and an evolution family $\{U(t, s)\}_{(t, s) \in \mathbb{R}^{2}}$ on $X$ that satisfies (2.2). Recall that, for a fixed $(s, \xi) \in \mathbb{R} \times X$, we let $x(\cdot, \xi)$ denote the solution of the equation (2.8). In particular, the identity

$$
\begin{equation*}
x(t+s, \xi)=U(t+s, s) \xi+\int_{0}^{t} U(t+s, \tau+s) f(\tau+s, x(\tau+s, \xi)) d \tau \tag{4.1}
\end{equation*}
$$

holds for all $(s, \xi) \in \mathbb{R} \times X$ and $t \in \mathbb{R}$. Since we will have to differentiate (4.1) with respect to $\xi$, it is convenient to introduce, for $(s, \xi) \in \mathbb{R} \times X$, the functional notations $G_{s}(\xi):=f(s, \xi)$ and $F_{s}(\xi):=x(s, \xi)$ so that $s$ is viewed as a parameter. For example, in this notation, the identity (4.1) is expressed as follows:

$$
\begin{equation*}
F_{t+s}(\xi)=U(t+s, s) \xi+\int_{0}^{t} U(t+s, \tau+s) G_{t+s} \circ F_{t+s}(\xi) d \tau \tag{4.2}
\end{equation*}
$$

This notation together with several variants will be used throughout this section.

We start with two lemmas that give estimates for $x(\cdot, \xi)$ and its derivatives.

Lemma 4.1. Suppose that $k \in\{0,1, \ldots\}$ and, as in $(4.2), F_{s}(\xi)=x(s, \xi)$. If $f \in C^{k, 1}$ and $\varepsilon=\|f\|_{C^{k, 1},}$, then there exists a positive constant $c=c(\omega, k)$ such that, for all $(s, \xi) \in \mathbb{R} \times X$ and $t \in \mathbb{R}$,

$$
\begin{equation*}
\left\|D^{k} F_{t+s}(\xi)\right\|_{\mathscr{L}_{k}} \leqslant c e^{k(\omega+M \varepsilon)|t|} . \tag{4.3}
\end{equation*}
$$

Proof. We claim that it suffices to prove (4.3) for $t \geqslant 0$. Indeed, for $t, s \in \mathbb{R}$ and $\xi \in X$, if we define

$$
\begin{aligned}
x^{\prime}(t, \xi) & =x(-t, \xi), & U^{\prime}(t, s) & =U(-t,-s), \quad f^{\prime}(t, \xi)=-f(-t, \xi), \\
F_{t}^{\prime}(\xi) & =x^{\prime}(t, \xi), & G_{t}^{\prime}(\xi) & =f^{\prime}(t, \xi)
\end{aligned}
$$

then, by replacing $t$ by $-t$ and $s$ by $-s$ in (4.1), we obtain

$$
x^{\prime}(t+s, \xi)=U^{\prime}(t+s, s) \xi+\int_{0}^{t} U^{\prime}(t+s, \tau+s) f^{\prime}\left(t+s, x^{\prime}(\tau+s, \xi)\right) d \tau
$$

Since, $\left\{U^{\prime}(t, s)\right\}_{(t, s) \in \mathbb{R}^{2}}$ satisfies (2.2), $\|f\|_{C^{k}}=\left\|f^{\prime}\right\|_{C^{k}}$, and $D^{k} F_{t+s}^{\prime}(\xi)=$ $D^{k} F_{-t-s}(\xi)$, the estimate (4.3) for $x(\cdot, \xi)$ and $\{U(\cdot, \cdot)\}$ with $t<0$ is exactly the same as the estimate for $x^{\prime}(\cdot, \xi)$ and $\left\{U^{\prime}(\cdot, \cdot)\right\}$, but with $t$ replaced by $-t$. This proves the claim.

For the remainder of the proof we assume that $t \geqslant 0$.
To prove (4.3) for $k=1$, we differentiate (4.2) and use (2.2) to obtain

$$
\left\|D F_{t+s}(\xi)\right\|_{\mathscr{L}_{1}} \leqslant M e^{\omega t}+M \varepsilon \int_{0}^{t} e^{\omega(t-\tau)}\left\|D F_{\tau+s}(\xi)\right\|_{\mathscr{L}_{1}} d \tau
$$

After multiplication by $e^{-\omega t}$, an application of Gronwall's inequality yields (4.3).

Proceeding by induction on $k$, assume that (4.3) holds for $1,2, \ldots, k-1$. After differentiation of both sides of (4.2), we find that

$$
D^{k} F_{t+s}(\xi)=\int_{0}^{t} U(t+s, \tau+s) D^{k}\left(G_{\tau+s} \circ F_{\tau+s}\right)(\xi) d \tau
$$

The chain rule (2.2) together with (2.2) yield the estimate

$$
\begin{aligned}
& \left\|D^{k} F_{t+s}(\xi)\right\|_{\mathscr{L}_{k}} \\
& \quad \leqslant M \int_{0}^{t} e^{\omega(t-\tau)} \sum_{i=1}^{k} \sum_{j_{1}+\cdots+j_{i}=k} \sum_{\{l\}}\|f\|_{C^{i}} \prod_{r=1}^{i}\left\|D^{j_{r}} F_{\tau+s}(\xi)\right\|_{\mathscr{L}_{j_{r}}} d \tau .
\end{aligned}
$$

Note that, for $i=2, \ldots, k$, the condition $j_{1}+\cdots+j_{i}=k$, implies $j_{r} \leqslant k-1$, for $r=1, \ldots, i$. Using the induction assumption, we have

$$
\begin{aligned}
& \left\|D^{k} F_{t+s}(\xi)\right\|_{\mathscr{L}_{k}} \\
& \leqslant
\end{aligned} \begin{aligned}
& M \varepsilon\left\{\int_{0}^{t} e^{\omega(t-\tau)}\left\|D^{k} F_{\tau+s}(\xi)\right\|_{\mathscr{L}_{k}} d \tau\right. \\
& \left.\quad+\sum_{i=2}^{k} \sum_{j_{1}+\cdots+j_{i}=k} \sum_{\{l\}} \int_{0}^{t} e^{\omega(t-\tau)} c \exp \left(\sum_{r=1}^{i} j_{r}(\omega+M \varepsilon) \tau\right) d \tau\right\} \\
& \leqslant
\end{aligned} \begin{aligned}
& \text { M }\left\{\int_{0}^{t} e^{\omega(t-\tau)}\left\|D^{k} F_{\tau+s}(\xi)\right\|_{\mathscr{L}_{k}} d \tau+c \int_{0}^{t} e^{\omega(t-\tau)+k(\omega+M \varepsilon) \tau} d \tau\right\} .
\end{aligned}
$$

The estimate (4.3) follows from Proposition 2.5.

Lemma 4.2. Suppose that $k \in\{1,2, \ldots\}$ and, as in (4.2), $F_{s}(\xi)=x(s, \xi)$. If $f \in C^{k, 1}$ and $\varepsilon=\|f\|_{c^{k, 1}}$, then there exists a positive constant $c=c(\omega, k)$ such that, for all $\xi_{1} \neq \xi_{2} \in X$ and $s, t \in \mathbb{R}$,

$$
\begin{equation*}
\left\|D^{k} F_{t+s}\left(\xi_{1}\right)-D^{k} F_{t+s}\left(\xi_{2}\right)\right\|_{\mathscr{L}_{k}} \leqslant c e^{(k+1)(\omega+M \varepsilon)|t|}\left|\xi_{1}-\xi_{2}\right|_{X} . \tag{4.4}
\end{equation*}
$$

Proof. As in Lemma 4.1, it suffices to give the proof for $t \geqslant 0$.
For $k=0$ the estimate (4.4) is proved in [13, Lemma VII.5.2].
Proceeding by induction on $k$, we fix $k \geqslant 1$ and assume that (4.4) holds for $0,1,2, \ldots, k-1$.

Apply $D^{k}$ in (4.2) and use the chain rule (2.4) with $\mathbf{e}=\left(e_{1}, \ldots, e_{k}\right)$ and $\left|e_{i}\right|=1$ to obtain

$$
\begin{equation*}
\left[D^{k} F_{t+s}\left(\xi_{1}\right)-D^{k} F_{t+s}\left(\xi_{2}\right)\right](\mathbf{e})=\int_{0}^{t} U(t+s, \tau+s) \sum_{i=1}^{k} \sum_{j_{1}+\cdots+j_{i}=k} \sum_{\{l\}} \Delta_{i} d \tau, \tag{4.5}
\end{equation*}
$$

where

$$
\Delta_{i}=D^{i} G_{\tau+s}\left(F_{\tau+s}\left(\xi_{1}\right)\right)\left(\mathbf{u}^{(1)}\right)-D^{i} G_{\tau+s}\left(F_{\tau+s}\left(\xi_{2}\right)\right)\left(\mathbf{u}^{(2)}\right),
$$

and $\mathbf{u}^{(v)}=\left(u_{1}^{(v)}, \ldots, u_{i}^{(v)}\right), v=1,2$ with

$$
\begin{equation*}
u_{r}^{(v)}=D^{j_{r}} F_{\tau+s}\left(\xi_{v}\right)\left(e_{l_{j_{1}}+\cdots+l_{l_{r-1}}+1}, \ldots, e_{l_{j_{1}}+\cdots+l_{j_{r}}}\right) \tag{4.6}
\end{equation*}
$$

for $r=1, \ldots, i$ and $i=1, \ldots, k$. Since $\left|e_{i}\right|=1$, using Lemma 4.1 we have

$$
\begin{equation*}
\left|u_{r}^{(v)}\right| \leqslant c c^{j_{r}(\omega+M \varepsilon)|\tau|}, \quad r=1, \ldots, i, \quad i=1, \ldots, k, \quad v=1,2 . \tag{4.7}
\end{equation*}
$$

For $i=1$, by (4.6) with $j_{1}=k$, we obtain

$$
\begin{equation*}
\left|u_{1}^{(1)}-u_{1}^{(2)}\right| \leqslant\left\|D^{k} F_{\tau+s}\left(\xi_{1}\right)-D^{k} F_{\tau+s}\left(\xi_{2}\right)\right\|_{\mathscr{L}_{k}} . \tag{4.8}
\end{equation*}
$$

For $i=2, \ldots, k$, we find $j_{r} \leqslant k-1, r=1, \ldots, i$. Hence, by the induction assumption,

$$
\begin{equation*}
\left|u_{r}^{(1)}-u_{r}^{(2)}\right| \leqslant c e^{\left(j_{r}+1\right)(\omega+M \varepsilon)|\tau|}\left|\xi_{1}-\xi_{2}\right|, \quad r=1, \ldots, i . \tag{4.9}
\end{equation*}
$$

Also, for $k=0$, (4.4) gives

$$
\begin{equation*}
\left|x\left(\tau+s, \xi_{1}\right)-x\left(\tau+s, \xi_{2}\right)\right| \leqslant c e^{(\omega+M \varepsilon)|\tau|}\left|\xi_{1}-\xi_{2}\right| \tag{4.10}
\end{equation*}
$$

We will estimate $\left|\Delta_{i}\right|, i=1, \ldots, k$ in (4.5). For this, apply (2.6) with $n=i$, $\mathscr{A}=D^{i} G_{\tau+s}\left(F_{\tau+s}\left(\xi_{2}\right)\right)$, and $\mathbf{e}^{(v)}=\mathbf{u}^{(v)}=\left(u_{1}^{(v)}, \ldots, u_{i}^{(v)}\right)$. Clearly,

$$
\begin{aligned}
\left|\Delta_{i}\right| \leqslant & \mid\left[D^{i} G_{\tau+s}\left(F_{\tau+s}\left(\xi_{1}\right)\right)-D^{i}\left(G_{\tau+s}\left(F_{\tau+s}\left(\xi_{2}\right)\right)\right]\left(\mathbf{u}^{(1)}\right)\left|+\left|\mathscr{A}\left(\mathbf{u}^{(1)}\right)-\mathscr{A}\left(\mathbf{u}^{(2)}\right)\right|\right.\right. \\
\leqslant & \|f\|_{C^{i, 1}}\left|x\left(\tau+s, \xi_{1}\right)-x\left(\tau+s, \xi_{2}\right)\right| \prod_{r=1}^{i}\left|u_{r}^{(1)}\right| \\
& +\|f\|_{C^{i}} \sum_{r=1}^{i}\left(\prod_{p<r}\left|u_{p}^{(1)}\right|\right)\left|u_{r}^{(1)}-u_{r}^{(2)}\right|\left(\prod_{p>r}\left|u_{p}^{(2)}\right|\right) .
\end{aligned}
$$

For $i=1$, the estimates (4.7), (4.8), (4.10), with $j_{1}=k$, yield

$$
\begin{equation*}
\left|\Delta_{1}\right| \leqslant \varepsilon c e^{(\omega+M \varepsilon) \tau}\left|\xi_{1}-\xi_{2}\right| \cdot c e^{k(\omega+M \varepsilon) \tau}+\varepsilon\left\|D^{k} F_{\tau+s}\left(\xi_{1}\right)-D^{k} F_{\tau+s}\left(\xi_{2}\right)\right\|_{\mathscr{L}_{k}} \tag{4.11}
\end{equation*}
$$

For $i=2, \ldots, k$, the estimates (4.7), (4.9), (4.10) give

$$
\begin{aligned}
\left|\Delta_{i}\right| \leqslant & \varepsilon c e^{(\omega+M \varepsilon) \tau}\left|\xi_{1}-\xi_{2}\right| \cdot c e^{(\omega+M \varepsilon) \sum_{r=1}^{i} j_{r} \tau} \\
& +\varepsilon \sum_{r=1}^{i} c e^{(\omega+M \varepsilon) \sum_{p<r} j_{p} \tau} \cdot c e^{(\omega+M \varepsilon)\left(j_{r}+1\right) \tau}\left|\xi_{1}-\xi_{2}\right| \cdot c e^{(\omega+M \varepsilon) \sum_{p>r} j_{p} \tau} .
\end{aligned}
$$

Taking into account (see (4.5)) the fact that $\sum_{r=1}^{i} j_{r}=k$, we conclude that there exists a constant $c=c(\omega, k)$ such that, for $i=2, \ldots, k$,

$$
\begin{equation*}
\left|U_{i}\right| \leqslant \varepsilon c e^{(k+1)(\omega+M \varepsilon) \tau}\left|\xi_{1}-\xi_{2}\right| . \tag{4.12}
\end{equation*}
$$

We substitute (4.11) and (4.12) in (4.5) and use (2.2) to obtain

$$
\begin{aligned}
&\left\|D^{k} F_{t+s}\left(\xi_{1}\right)-D^{k} F_{t+s}\left(\xi_{2}\right)\right\|_{\mathscr{L}_{k}} \\
& \leqslant M \varepsilon \int_{0}^{t} e^{\omega(t-r)}\left\{\| D^{k} F_{\tau+s}\left(\xi_{1}\right)\right. \\
&\left.\quad-D^{k} F_{\tau+s}\left(\xi_{2}\right) \|_{\mathscr{L}_{k}}+c e^{(k+1)(\omega+M \varepsilon) \tau}\left|\xi_{1}-\xi_{2}\right|\right\} d \tau .
\end{aligned}
$$

Gronwall's inequality (Proposition 2.5) yields the estimate (4.4) for the integer $k$.

Proof of Theorem 2.7. In the proofs of (2.10) and (2.11) we will give estimates only for the $k$ th derivative; lower order derivatives are estimated in a similar manner.

Fix $\varphi \in C^{k, 1}$. We will use the notation $\Phi_{s}(\xi)=\varphi(s, \xi)$ and, for a solution $x(\cdot, \xi)$ of (4.1), we will use $F_{s}(\xi)=x(s, \xi)$.

We will estimate $\left\|D^{k}\left(\varphi \circ S^{t}\right)(s, \xi)\right\|_{\mathscr{L}_{k}}$, that is, $\left\|D^{k}\left(\Phi_{s} \circ F_{s}\right)(\xi)\right\|_{\mathscr{L}_{k}}$ by using the chain rule (2.4). In fact, we have

$$
\begin{aligned}
& {\left[D^{k}\left(\Phi_{t+s} \circ F_{t+s}\right)\right](\xi)\left(e_{1}, \ldots, e_{k}\right)} \\
& \quad=\sum_{i=1}^{k} \sum_{j_{1}+\cdots+j_{i}=k} \sum_{\{l\}} D^{i} \Phi_{t+s}\left(F_{t+s}(\xi)\right)\left(u_{1}, \ldots, u_{i}\right) .
\end{aligned}
$$

Here, see (2.5), we define

$$
u_{r}=D^{j_{r}} F_{t+s}(\xi)\left(e_{l_{1}}+\cdots+l_{j_{r-1}}+1, \ldots, e_{l_{j_{1}}+\cdots+l_{j_{r}}}\right), \quad r=1, \ldots, i
$$

Using (4.3) from Lemma 4.1, we obtain the estimate

$$
\begin{aligned}
\left\|D^{k}\left(\varphi \circ S^{t}\right)(s, \xi)\right\|_{\mathscr{L}_{k}} & \leqslant \sum_{i=1}^{k} \sum_{j_{1}+\cdots+j_{i}=k} \sum_{\{l\}}\|\varphi\|_{C^{i}} \prod_{r=1}^{i}\left\|D^{j_{r}} F_{t+s}(\xi)\right\|_{\mathscr{L}_{j_{r}}} \\
& \leqslant c(\omega, k) e^{\sum_{r=1}^{i} j_{r}(\omega+M \varepsilon)|t|}\|\varphi\|_{C^{k}} \\
& =c(\omega, k) e^{k(\omega+M \varepsilon)|t|}\|\varphi\|_{C^{k}} .
\end{aligned}
$$

This proves (2.11).
To finish the proof of (2.10), fix $\xi_{1} \neq \xi_{2}$. Again, apply the chain rule (2.4) with $\Phi$ and $F$ as above. This time, see (2.5), we define, for $r=1, \ldots, i$ and $i=1, \ldots, k$ :

$$
u_{r}^{(v)}=D^{j_{r}} F_{t+s}\left(\xi_{v}\right)\left(e_{l_{j_{1}}+\cdots+l_{j_{r-1}}+1}, \ldots, e_{l_{j_{1}}+\cdots+l_{j_{r}}}\right), \quad v=1,2 .
$$

Then, for $\mathbf{e}=\left(e_{1}, \ldots, e_{k}\right)$ with $\left|e_{i}\right|=1$ and $i=1, \ldots, k$, we have

$$
\begin{equation*}
\left|D^{k}\left(\varphi \circ S^{t}\right)\left(s, \xi_{1}\right)(\mathbf{e})-D^{k}\left(\varphi \circ S^{t}\right)\left(s, \xi_{2}\right)(\mathbf{e})\right| \leqslant \sum_{i=1}^{k} \sum_{j_{1}+\cdots+j_{i}=k} \sum_{\{l\}}\left|\Delta_{i}\right|, \tag{4.13}
\end{equation*}
$$

where, for $i=1, \ldots, k$,

$$
\begin{align*}
\left|\Delta_{i}\right| \leqslant & \left|D^{i} \Phi_{t+s}\left(F_{t+s}\left(\xi_{1}\right)\right)\left(u_{1}^{(1)}, \ldots, u_{i}^{(1)}\right)-D^{i} \Phi_{t+s}\left(F_{t+s}\left(\xi_{1}\right)\right)\left(u_{1}^{(2)}, \ldots, u_{i}^{(2)}\right)\right| \\
& +\left|\left[D^{i} \Phi_{t+s}\left(F_{t+s}\left(\xi_{1}\right)\right)-D^{i} \Phi_{t+s}\left(F_{t+s}\left(\xi_{2}\right)\right)\right]\left(u_{1}^{(2)}, \ldots, u_{i}^{(2)}\right)\right| . \tag{4.14}
\end{align*}
$$

To estimate the first norm in (4.14), we apply (2.6) with $n=i, \mathscr{A}=$ $D^{i} \Phi_{t+s}\left(F_{t+s}(\xi)\right)$, and $\mathbf{e}^{(v)}=\mathbf{u}^{(v)}=\left(u_{1}^{(v)}, \ldots, u_{i}^{(v)}\right), v=1,2$, to obtain

$$
\begin{aligned}
& \left|D^{i} \Phi_{t+s}\left(F_{t+s}\left(\xi_{1}\right)\right)\left(\mathbf{u}^{(1)}\right)-D^{i} \Phi_{t+s}\left(F_{t+s}\left(\xi_{1}\right)\right)\left(\mathbf{u}^{(2)}\right)\right| \\
& \quad \leqslant\|\varphi\|_{C^{i}} \sum_{r=1}^{i}\left(\prod_{p<r}\left|u_{p}^{(1)}\right|\right)\left|u_{r}^{(1)}-u_{r}^{(2)}\right|\left(\prod_{p>r}\left|u_{p}^{(2)}\right|\right) \\
& \quad \leqslant\|\varphi\|_{C^{i}} \sum_{r=1}^{i}\left\{c e^{(\omega+M \varepsilon) \Sigma_{p<r} j_{p}|t|}\right. \\
& \left.\quad \cdot c e^{(\omega+M \varepsilon)\left(j_{r}+1\right)|t|}\left|\xi_{1}-\xi_{2}\right| c e^{(\omega+M \varepsilon) \Sigma_{p>r} j_{p}|t|}\right\} \\
& \quad \leqslant c(\omega, k)\|\varphi\|_{C^{i}} e^{(\omega+M \varepsilon)(k+1)|t|}\left|\xi_{1}-\xi_{2}\right| .
\end{aligned}
$$

Here, to estimate $\left|u_{r}^{(v)}\right| \leqslant\left\|D^{j^{j}} F_{t+s}\left(\xi_{v}\right)\right\|_{\mathscr{L}_{j_{r}}}$ and

$$
\left|u_{r}^{(1)}-u_{r}^{(2)}\right| \leqslant\left\|D^{j_{r}} F_{t+s}\left(\xi_{1}\right)-D^{j_{r}} F_{t+s}\left(\xi_{2}\right)\right\|_{\mathscr{L}_{j_{r}}},
$$

we have used Lemma 4.1 and Lemma 4.2, respectively.
Returning to equation (4.14), we use Lemma 4.1 and Lemma 4.2 with $k=0$ to estimate the second norm in (4.14) as follows (recall, that $\sum_{r=1}^{i} j_{r}=k$ ):

$$
\begin{aligned}
& \left|\left[D^{i} \Phi_{t+s}\left(F_{t+s}\left(\xi_{1}\right)\right)-D^{i} \Phi_{t+s}\left(F_{t+s}\left(\xi_{2}\right)\right)\right]\left(u_{1}^{(2)}, \ldots, u_{i}^{(2)}\right)\right| \\
& \quad \leqslant\|\varphi\|_{C^{i, 1}}\left|x\left(t+s, \xi_{1}\right)-x\left(t+s, \xi_{2}\right)\right| \prod_{r=1}^{i}\left|u_{r}^{(2)}\right| \\
& \quad \leqslant\|\varphi\|_{C^{i, 1}} c e^{(\omega+M \varepsilon)|t|}\left|\xi_{1}-\xi_{2}\right| \cdot e^{(\omega+M \varepsilon) \sum_{r=1}^{i} j_{r}|t|} \\
& \quad \leqslant c e^{(k+1)(\omega+M \varepsilon)|t|}\left|\xi_{1}-\xi_{2}\right|\|\varphi\|_{C^{i, 1},} .
\end{aligned}
$$

Using this estimate in (4.13) yields

$$
\begin{aligned}
& \left\|D^{k}\left(\varphi \circ S^{t}\right)\left(s, \xi_{1}\right)-D^{k}\left(\varphi \circ S^{t}\right)\left(s, \xi_{2}\right)\right\|_{\mathscr{L}_{k}} \\
& \quad \leqslant c(\omega, k) e^{(\omega+M \varepsilon)(k+1)|t|}\left|\xi_{1}-\xi_{2}\right|\|\varphi\|_{C^{k, 1}}
\end{aligned}
$$

and the proof of (2.10) is complete.

Our next goal is to prove Theorem 2.8. Recall that the operators $V_{v}^{t}$ in (2.14) are constructed using the solutions $x_{v}(\cdot, \xi)$ of (2.12), where $f, \psi_{v} \in C^{k, 1}$ are given for $v=1,2$. We also define $\varepsilon=\|f\|_{C^{k, 1}}$ and $\delta=\max \left\{\left\|\psi_{v}\right\|_{C^{k, 1}}\right.$ : $v=1,2\}$, and assume that $\{U(t, s)\}$ satisfies (2.2).

We know that $x_{v}(\cdot, \xi)$ satisfies

$$
\begin{equation*}
x_{v}(t+s, \xi)=U(t+s, s) \xi+\int_{0}^{t} U(t+s, \tau+s) f_{v}\left(\tau+s, x_{v}(\tau+s, \xi)\right) d \tau \tag{4.15}
\end{equation*}
$$

where, naturally, we let $f_{v}(t, x)=f\left(t, \psi_{v}(t, x)\right)$ for $v=1,2$. Since we will have to differentiate (4.15), for notational convenience we define as above

$$
\begin{equation*}
G_{t}(\xi)=f(t, \xi), \quad F_{t}^{v}(\xi)=x_{v}(t, \xi), \quad \Psi_{t}^{v}(\xi)=\psi_{v}(t, \xi) . \tag{4.16}
\end{equation*}
$$

By Proposition 2.9, if $k \in\{0,1, \ldots\}$ and $\delta>0$, then there exists a positive constant $d=d(\delta, k)$ such that

$$
\begin{equation*}
\left\|f_{v}\right\|_{C^{k, 1}} \leqslant d \varepsilon, \quad v=1,2 \tag{4.17}
\end{equation*}
$$

The main step in the proof of Theorem 2.8 is contained in the following lemma.

Lemma 4.3. Let $x_{v}(\cdot, \xi)$, for $v=1,2$, denote solutions of (2.12) and define $F_{s}^{v}(\xi)=x_{v}(s, \xi)$. If $k \in\{0,1, \ldots\}$ and if $\omega$ is the exponent in (2.2), then there exist positive constants $d=d(\omega, k)$ and $c=c(\omega, k)$ so that, for all $(s, \xi) \in \mathbb{R} \times X$ and $t \in \mathbb{R}$,

$$
\begin{equation*}
\left\|D^{k} F_{t+s}^{1}(\xi)-D^{k} F_{t+s}^{2}(\xi)\right\|_{\mathscr{L}_{k}} \leqslant c e^{(k+1)(\omega+d \varepsilon)|t|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}} . \tag{4.18}
\end{equation*}
$$

Proof. If $k=0$, then, using (4.15) and (2.2), we compute

$$
\begin{aligned}
\mid x_{1}(t+ & s, \xi)-x_{2}(t+s, \xi) \mid \\
\leqslant & M\|f\|_{C^{0,1}} \int_{0}^{t} e^{\omega(t-\tau)}\left\{\left|\psi_{1}\left(\tau+s, x_{1}(\tau+s, \xi)\right)-\psi_{2}\left(\tau+s, x_{1}(\tau+s, \xi)\right)\right|\right. \\
& \left.+\left|\psi_{2}\left(\tau+s, x_{1}(\tau+s, \xi)\right)-\psi_{2}\left(\tau+s, x_{2}(\tau+s, \xi)\right)\right|\right\} d \tau \\
\leqslant & M \varepsilon \int_{0}^{t} e^{\omega(t-\tau)}\left\{\left\|\psi_{1}-\psi_{2}\right\|_{C^{0}}+\left\|\psi_{2}\right\|_{C^{0,1}}\left|x_{1}(\tau+s, \xi)-x_{2}(\tau+s, \xi)\right|\right\} d \tau,
\end{aligned}
$$

and note that (4.18) follows from Proposition 2.5 with $n=0$.

Fix $k \geqslant 1$ and assume, by induction on $k$, that (4.18) holds for $0,1,2, \ldots, k-1$. Apply $D^{k}$ in (4.15), and use the notation (4.16) to obtain

$$
\begin{align*}
D^{k} F_{t+s}^{1}(\xi)-D^{k} F_{t+s}^{2}(\xi)= & \int_{0}^{1} U(t+s, \tau+s)\left\{D^{k}\left(G_{\tau+s} \circ \Psi_{\tau+s}^{1} \circ F_{\tau+s}^{1}\right)(\xi)\right. \\
& \left.-D^{k}\left(G_{\tau+s} \circ \Psi_{\tau+s}^{2} \circ F_{\tau+s}^{2}\right)(\xi)\right\} d \tau . \tag{4.19}
\end{align*}
$$

From the chain rule (2.4) we find that, for $v=1,2$,

$$
\begin{align*}
& D^{k}\left(G_{\tau+s^{\circ}}\left(\Psi_{\tau+s}^{v} \circ F_{\tau+s}^{v}\right)\right)(\xi)(\mathbf{e}) \\
& \quad=\sum_{i=1}^{k} \sum_{j_{1}+\cdots+j_{i}=k} \sum_{\{l\}} D^{i} G_{\tau+s}\left(\Psi_{\tau+s}^{v} \circ F_{\tau+s}^{v}\right)\left(\mathbf{u}^{(v)}\right), \tag{4.20}
\end{align*}
$$

where $\mathbf{e}=\left(e_{1}, \ldots, e_{k}\right) \in X^{k}$ with $\left|e_{i}\right|=1$ for $i=1, \ldots, k$, and (see the notations (2.5)), $\mathbf{u}^{(v)}=\left(u_{1}^{(v)}, \ldots, u_{i}^{(v)}\right)$ where, for $r=1, \ldots, i$,

$$
u_{r}^{(v)}=D^{j_{r}}\left(\Psi_{\tau+s}^{v} \circ F_{\tau+s}^{v}\right)(\xi)\left(e_{l_{1}+\cdots+l_{j_{r-1}}+1}, \ldots, e_{l_{j_{1}}+\cdots+l_{j_{r}}}\right)
$$

To compute $u_{r}^{(v)}$, we again apply the chain rule (2.4). For $v=1,2$ we obtain

$$
\begin{equation*}
u_{r}^{(v)}=\sum_{j=1}^{j_{r}} \sum_{p_{1}+\cdots+p_{j}=j_{r}} \sum_{\{l\}} D^{j} \Psi_{\tau+s}^{v}\left(F_{\tau+s}^{v}(\xi)\right)\left(\mathbf{v}^{(v)}\right), \tag{4.21}
\end{equation*}
$$

where again, as in (2.5), for $j=1, \ldots, j_{r}, r=1, \ldots, i, i=1, \ldots, k$ we define

$$
\mathbf{v}^{(v)}:=\left(v_{1}^{(v)}, \ldots, v_{j}^{(v)}\right), \quad v_{\sigma}^{(v)}=D^{p_{\sigma}} F_{\tau+s}^{v}(\xi)(\mathbf{e}), \quad \mathbf{e} \in X^{p_{\sigma}}, \quad \sigma=1, \ldots, j
$$

To complete the induction step for (4.18), we will use the estimates for $\left|u_{r}^{(\nu)}\right|$ and $\left|u_{r}^{(1)}-u_{r}^{(2)}\right|$ given in Proposition 4.5 below. To prove this proposition, in its turn, we will need estimates for $\left|v_{\sigma}^{(v)}\right|$ and $\left|v_{\sigma}^{(1)}-v_{\sigma}^{(2)}\right|$, given in the next Proposition 4.4. We remark, that for $i=1$ in (4.20) one has $j_{1}=k$ and, for $r=1$ and $j=1$ in (4.21), also $p_{1}=k$. For $i=1$ in (4.20) and $r=1, j=2, \ldots, k$ in (4.21) one has $p_{\sigma} \leqslant k-1, \sigma=1, \ldots, j$. Finally, for $i=2, \ldots, k$ in (4.20) one has $j_{r} \leqslant k-1, r=1, \ldots, i$, and, as a result, $p_{\sigma} \leqslant k-1$ for $\sigma=1, \ldots, j$ and $j=1, \ldots, j_{r}$ in (4.21).

Proposition 4.4. If $k \in\{0,1, \ldots\}, \delta>0$, and $\omega>0$ is as in (2.2), then there exist positive constants $c=c(\omega, \delta, k)$ and $d=d(\omega, \delta, k)$ such that the following estimates hold:

$$
\begin{align*}
& \left|v_{\sigma}^{(v)}\right| \leqslant c e^{p_{\sigma}(\omega+d \varepsilon)|\tau|}, \quad \text { for each } p_{\sigma}, \sigma=1, \ldots, j ;  \tag{4.22}\\
& \left|v_{\sigma}^{(1)}-v_{\sigma}^{(2)}\right| \leqslant\left\|D^{k} F_{\tau+s}^{1}(\xi)-D^{k} F_{\tau+s}^{2}(\xi)\right\|_{\mathscr{L}_{k}} \\
& \text { for } p_{1}=j_{1}=k, i=1, j=1 ;  \tag{4.23}\\
& \left|v_{\sigma}^{(1)}-v_{\sigma}^{(2)}\right| \leqslant c e^{\left(p_{\sigma}+1\right)(\omega+d e)|\tau|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{p_{\sigma}}} \quad \text { for each } \quad p_{\sigma} \leqslant k-1 . \tag{4.24}
\end{align*}
$$

Proof. Since $x_{v}(\cdot, \xi)$ satisfies (4.15), one can apply Lemma 4.1 with $f=f_{v}$ and $k=p_{\sigma}$ to obtain

$$
\left|v_{\sigma}^{(v)}\right| \leqslant\left\|D^{p_{\sigma}} F_{\tau+s}^{v}(\xi)\right\|_{\mathscr{P}_{p_{\sigma}}} \leqslant c e^{p_{\sigma}\left(\omega+M\left\|f_{v}\right\|_{C}^{p_{\sigma}, 1}\right)|\tau|}
$$

Now (4.17) implies (4.22).
For $i=1, j=1$, and $p_{1}=j_{1}=k$, the estimate (4.23) follows from the definition of the quantity $v_{1,2}^{(v)}$.

For $i=1, j=2, \ldots, k$, or for $i=2, \ldots, k$ one has $p_{\sigma} \leqslant k-1$. Hence, one can apply the induction assumption:

$$
\begin{aligned}
\left|v_{\sigma}^{(1)}-v_{\sigma}^{(2)}\right| & \leqslant\left\|D^{p_{\sigma}} F_{\tau+s}^{1}(\xi)-D^{p_{\sigma}} F_{\tau+s}^{2}(\xi)\right\|_{\mathscr{L}_{p_{\sigma}}} \\
& \leqslant c e^{\left(p_{\sigma}+1\right)(\omega+d z)|\tau|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{p_{\sigma}}},
\end{aligned}
$$

and (4.24) is proved.

Proposition 4.5. With the same assumptions as in Proposition 4.4, there exist positive constants $c=c(\omega, \delta, k)$ and $d=d(\omega, \delta, k)$ such that the following estimates hold:

$$
\begin{array}{cc}
\left|u_{r}^{(v)}\right| \leqslant c e^{j_{r}(\omega+d \varepsilon)|\tau|} & \text { for } r=1, \ldots, i ; \\
i=1, \ldots, k ; \quad v=1,2 ; & \\
\left|u_{1}^{(1)}-u_{1}^{(2)}\right| \leqslant c\left\{\left\|D^{k} F_{\tau+s}^{1}(\xi)-D^{k} F_{\tau+s}^{2}(\xi)\right\|_{\mathscr{I}_{k}}\right. \\
\left.+e^{(k+1)(\omega+d \varepsilon)|\tau|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}\right\} & \text { for } \quad i=1 ; \\
\left|u_{r}^{(1)}-u_{r}^{(2)}\right| \leqslant c e^{\left(j_{r}+1\right)(\omega+d \varepsilon)|\tau|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}} & \text { for } \quad r=1, \ldots, i, \\
i=2, \ldots, k . & \tag{4.27}
\end{array}
$$

Proof. To prove (4.25), we use (4.21) and apply (4.22) from Proposition 4.4 to obtain, for $r=1, \ldots, i, i=1, \ldots, k$, and $v=1,2$,

$$
\begin{aligned}
\left|u_{r}^{(v)}\right| & \leqslant \sum_{j=1}^{j_{r}} \sum_{p_{1}+\cdots+p_{j}=j_{r}} \sum_{\{l\}}\left\|\psi_{v}\right\|_{C^{j}} \prod_{s=1}^{j}\left|v_{s}^{(v)}\right| \\
& \leqslant \sum_{j=1}^{j_{r}} \sum_{p_{1}+\cdots+p_{j}=j_{r}} \sum_{\{l\}} c \delta e^{\sum_{s=1}^{j} p_{s}(\omega+d \varepsilon)|\tau|} \leqslant c e^{j_{r}(\omega+d \varepsilon)|\tau|} .
\end{aligned}
$$

Similarly, for $\left|u_{r}^{(1)}-u_{r}^{(2)}\right|$, we use (4.21) to obtain

$$
\begin{aligned}
\left|u_{r}^{(1)}-u_{r}^{(2)}\right| \leqslant & \sum_{j=1}^{j_{r}} \sum_{p_{1}+\cdots+p_{j}=j_{r}} \sum_{\{l,}\left\{\mid D^{j} \Psi_{\tau+s}^{1}\left(F_{\tau+s}^{1}(\xi)\right)\left(\mathbf{v}^{(1)}\right)\right. \\
& -D^{j}\left(\Psi_{\tau+s}^{2}\left(F_{\tau+s}^{2}(\xi)\right)\left(\mathbf{v}^{(2)}\right) \mid\right\} \\
\leqslant & \sum_{j=1}^{j_{r}} \sum_{p_{1}+\cdots p_{j}=j_{r}} \sum_{\{l\}}\left\{\mid\left[D^{j} \Psi_{\tau+s}^{1}\left(F_{\tau+s}^{1}(\xi)\right)\right.\right. \\
& \left.-D^{j} \Psi_{\tau+s}^{2}\left(F_{\tau+s}^{2}(\xi)\right)\right]\left(\mathbf{v}^{(1)}\right)|+| D^{j} \Psi_{\tau+s}^{2}\left(F_{\tau+s}^{2}(\xi)\right)\left(\mathbf{v}^{(1)}\right) \\
& \left.-D^{j} \Psi_{\tau+s}^{2}\left(F_{\tau+s}^{2}(\xi)\right)\left(\mathbf{v}^{(2)}\right) \mid\right\} .
\end{aligned}
$$

Using (2.6)-(2.7) with $\mathbf{e}^{(v)}=\mathbf{v}^{(v)}$ and $\mathscr{A}=D^{j} \Psi_{\tau+s}^{2}\left(F_{\tau+s}^{2}(\xi)\right)$, we find that $\left|u_{r}^{(1)}-u_{r}^{(2)}\right|$ is bounded by

$$
\begin{align*}
& \sum_{j=1}^{j_{r}} \sum_{p_{1}+\cdots+p_{j}=j_{r}} \sum_{\{l\}}\left\{\left\{\left\|D^{j} \Psi_{\tau+s}^{1}\left(F_{\tau+s}^{1}(\xi)\right)-D^{j} \Psi_{\tau+s}^{1}\left(F_{\tau+s}^{2}(\xi)\right)\right\|_{\mathscr{L}_{j}}\right.\right. \\
& \left.+\left\|D^{j} \Psi_{\tau+s}^{1}\left(F_{\tau+s}^{2}(\xi)\right)-D^{j} \Psi_{\tau+s}^{2}\left(F_{\tau+s}^{2}(\xi)\right)\right\|_{\mathscr{L}_{j}}\right\} \prod_{s=1}^{j}\left|v_{s}^{(1)}\right| \\
& \left.\quad+\left\|\psi_{2}\right\|_{C^{j}} \sum_{s=1}^{j}\left(\prod_{l<s}\left|v_{l}^{(1)}\right|\right)\left|v_{s}^{(1)}-v_{s}^{(2)}\right|\left(\prod_{l>s}\left|v_{l}^{(2)}\right|\right)\right\} . \tag{4.28}
\end{align*}
$$

Note that, in (4.28) by the induction assumption (4.18) with $k=0$,

$$
\begin{aligned}
& \left\|D^{j} \Psi_{\tau+s}^{1}\left(F_{\tau+s}^{1}(\xi)\right)-D^{j} \Psi_{\tau+s}^{1}\left(F_{\tau+s}^{2}(\xi)\right)\right\|_{\mathscr{L}_{j}} \\
& \quad \leqslant\left\|\psi_{1}\right\|_{C^{j, 1},}\left|x_{1}(\tau+s, \xi)-x_{2}(\tau+s, \xi)\right| \leqslant c e^{(\omega+d \varepsilon)|\tau|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}} .
\end{aligned}
$$

Also, we have

$$
\left\|D^{j}\left(\Psi_{\tau+s}^{1} \circ F_{\tau+s}^{2}\right)(\xi)-D^{j}\left(\Psi_{\tau+s}^{2} \circ F_{\tau+s}^{2}\right)(\xi)\right\|_{\mathscr{L}_{j}} \leqslant\left\|\psi_{1}-\psi_{2}\right\|_{C^{0}}
$$

Finally, we apply (4.22) from Proposition 4.4 in (4.28) to obtain

$$
\begin{align*}
\left|u_{r}^{(1)}-u_{r}^{(2)}\right| \leqslant & \sum_{j=1}^{j_{r}} \sum_{p_{1}+\cdots+p_{j}=j_{r}} \sum_{\{l\}}\left\{c e^{\left(j_{r}+1\right)(\omega+d \varepsilon)|\tau|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}\right. \\
& \left.+\delta \sum_{s=1}^{j}\left(\prod_{l<s}\left|v_{l}^{(1)}\right|\right)\left|v_{s}^{(1)}-v_{s}^{(2)}\right|\left(\prod_{l>s}\left|v_{l}^{(2)}\right|\right)\right\} . \tag{4.29}
\end{align*}
$$

To finish the proof of (4.26) and (4.27), we consider two cases: $i=1$ and $2 \leqslant i \leqslant k$.

For $i=1$, we apply the estimates (4.23), (4.24) in (4.29) to get

$$
\begin{aligned}
\left|u_{1}^{(1)}-u_{1}^{(2)}\right| \leqslant & c\left\{e^{(k+1)(\omega+d \varepsilon)|\tau|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}+\left\|D^{k} F_{\tau+s}^{1}(\xi)-D^{k} F_{\tau+s}^{2}(\xi)\right\|_{\mathscr{L}_{j}}\right. \\
& +\sum_{j=2}^{j_{r}} \sum_{p_{1}+\cdots+p_{s}=j_{r}} \sum_{\{l\}} e^{\Sigma_{l<s} p_{l}(\omega+d \varepsilon)|\tau|} \\
& \left.\cdot e^{\left(p_{s}+1\right)(\omega+d \varepsilon)|\tau|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{p s}} \cdot e^{\Sigma_{l>s} p_{l}(\omega+d \varepsilon)|\tau|}\right\}
\end{aligned}
$$

This proves (4.26).
For $i=2, \ldots, k$ and $r=1, \ldots, i$, we apply the estimates (4.24) and (4.22) in (4.29) to get

$$
\begin{aligned}
\left|u_{1}^{(1)}-u_{1}^{(2)}\right| \leqslant & \sum_{j=1}^{j_{r}} \sum_{p_{1}+\cdots+p_{j}=j_{r}} \sum_{\{l\}}\left\{c^{\left(j_{r}+1\right)(\omega+d \varepsilon)|\tau|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}\right. \\
& +c e^{\sum_{l<s} p_{l}(\omega+d \varepsilon)|\tau|} \cdot e^{\left(p_{s}+1\right)(\omega+d \varepsilon)|\tau|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{p_{s}}} \\
& \left.\cdot e^{\sum_{l>s} p_{l}(\omega+d \varepsilon)|\tau|}\right\} .
\end{aligned}
$$

This proves (4.27).
We have all the ingredients to finish the proof of Lemma 4.3. To this end, we will make an estimate in (4.19) using (4.20). Recall that, for $i=1$ in (4.20), one has $j_{1}=k$, while, for $i=2, \ldots, k$, one has $j_{r} \leqslant k-1$ for $r=1, \ldots, i$. We use (2.2) together with (4.19) to obtain

$$
\begin{align*}
& \left|\left[D^{k} F_{t+s}^{1}(\xi)-D^{k} F_{t+s}^{2}(\xi)\right](\mathbf{e})\right| \\
& \leqslant \\
& \qquad M \int_{0}^{t} e^{\omega(t-\tau)}\left\{\mid D G_{\tau+s}\left(\Psi_{\tau+s}^{1} \circ F_{\tau+s}^{1}(\xi)\right)\left(u_{1}^{(1)}\right)\right.  \tag{4.30}\\
& \quad-D G_{\tau+s}\left(\Psi_{\tau+s}^{2} \circ F_{\tau+s}^{2}(\xi)\right)\left(u_{1}^{(2)}\right) \mid  \tag{4.31}\\
& \quad+\sum_{i=2}^{k} \sum_{j_{1}+\cdots+j_{i}=k} \sum_{\{l\}} \mid D^{i} G_{\tau+s}\left(\Psi_{\tau+s}^{1} \circ F_{\tau+s}^{1}(\xi)\right)\left(\mathbf{u}^{(1)}\right) \\
& \left.\quad-D^{i} G_{\tau+s}\left(\Psi_{\tau+s}^{2} \circ F_{\tau+s}^{2}(\xi)\right)\left(\mathbf{u}^{(2)}\right) \mid\right\} d \tau
\end{align*}
$$

First, we see that the expression in (4.30) is bounded by

$$
\begin{aligned}
&\left|\left[D G_{\tau+s}\left(\Psi_{\tau+s^{\prime}}^{1} \circ F_{\tau+s}^{1}(\xi)\right)-D G_{\tau+s}\left(\Psi_{\tau+s}^{2} \circ F_{\tau+s}^{2}(\xi)\right)\right]\left(u_{1}^{(1)}\right)\right| \\
&+\left\|D G_{\tau+s}\left(\Psi_{\tau+s}^{2} \circ F_{\tau+s}^{2}(\xi)\right)\right\|_{\mathscr{L}_{1}}\left|u_{1}^{(1)}-u_{1}^{(2)}\right| \\
& \leqslant\|f\|_{C^{1,1}}\left\{\left|\psi_{1}\left(\tau+s, x_{1}(\tau+s, \xi)\right)-\psi_{1}\left(\tau+s, x_{2}(\tau+s, \xi)\right)\right|\right. \\
&\left.\quad+\left|\psi_{1}\left(\tau+s, x_{2}(\tau+s, \xi)\right)-\psi_{2}\left(\tau+s, x_{2}(\tau+s, \xi)\right)\right|\right\}\left|u_{1}^{(1)}\right| \\
& \quad+\|f\|_{C^{1}}\left|u_{1}^{(1)}-u_{1}^{(2)}\right| \\
& \leqslant\|f\|_{C^{1,1}}\left\{\left\|\psi_{1}\right\|_{C^{0,1}}\left|x_{1}(\tau+s, \xi)-x_{2}(\tau+s, \xi)\right|+\left\|\psi_{1}-\psi_{2}\right\|_{C^{0}}\right\}\left|u_{1}^{(1)}\right| \\
&+\|f\|_{C^{1}}\left|u_{1}^{(1)}-u_{1}^{(2)}\right| .
\end{aligned}
$$

We will apply Proposition 4.5. Since $i=1$ in (4.30), we have $j_{1}=k$. We use (4.25) and (4.26), together with the induction assumption (4.18) with $k=0$ to see that in fact the expression in (4.30) is bounded by

$$
\begin{equation*}
c \varepsilon\left\{\left\|D^{k} F_{\tau+s}^{1}(\xi)-D^{k} F_{\tau+s}^{2}(\xi)\right\|_{\mathscr{S}_{k}}+e^{(k+1)(\omega+d \varepsilon)|\tau|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}\right\} . \tag{4.32}
\end{equation*}
$$

Next, we use (2.6)-(2.7) to observe that the expression (4.31) is bounded above by

$$
\begin{aligned}
\sum_{i=2}^{k} \sum_{j_{1}+} & \sum_{+j_{i}=k} \sum_{\{l\}}\left\{\mid\left[D^{i} G_{\tau+s}\left(\Psi_{\tau+s}^{1} \circ F_{\tau+s}^{1}(\xi)\right)\right.\right. \\
& \left.-D^{i} G_{\tau+s}\left(\Psi_{\tau+s}^{2} \circ F_{\tau+s}^{2}(\xi)\right)\right]\left(\mathbf{u}^{(1)}\right)|+| D^{i} G_{\tau+s}\left(\Psi_{\tau+s}^{2} \circ F_{\tau+s}^{2}(\xi)\right)\left(\mathbf{u}^{(1)}\right) \\
& \left.\left.-D^{i} G_{\tau+s}\left(\Psi_{\tau+s}^{2} \circ F_{\tau+s}^{2}(\xi)\right)\right]\left(\mathbf{u}^{(2)}\right) \mid\right\} \\
\leqslant & \sum_{i=2}^{k} \sum_{j_{1}+\cdots+j_{i}=k} \sum_{\{l\}}\left\{\left\{\|\left[D^{i} G_{\tau+s}\left(\Psi_{\tau+s}^{1} \circ F_{\tau+s}^{1}(\xi)\right)\right.\right.\right. \\
& -D^{i} G_{\tau+s}\left(\Psi_{\tau+s}^{2} \circ F_{\tau+s}^{2}(\xi)\right)\left\|_{\mathscr{L}_{i}}+\right\|\left[D^{i} G_{\tau+s}\left(\Psi_{\tau+s}^{1} \circ F_{\tau+s}^{2}(\xi)\right)\right. \\
& \left.-D^{i} G_{\tau+s}\left(\Psi_{\tau+s}^{2} \circ F_{\tau+s}^{2}(\xi)\right) \|_{\mathscr{L}_{i}}\right\} \prod_{r=1}^{i}\left|u_{r}^{(1)}\right| \\
& +\left\|D^{i} G_{\tau+s}\left(\Psi_{\tau+s}^{2} \circ F_{\tau+s}^{2}(\xi)\right)\right\|_{\mathscr{L}_{i}} \sum_{r=1}^{i}\left(\prod_{s<r}\left|u_{s}^{(1)}\right|\right) \mid u_{r}^{(1)} \\
& \left.-u_{r}^{(2)} \mid\left(\prod_{s>r}\left|u_{s}^{(2)}\right|\right)\right\}
\end{aligned}
$$

$$
\begin{aligned}
\leqslant & \sum_{i=2}^{k} \sum_{j_{1}+\cdots+j_{i}=k} \sum_{\{l\}}\left\{\left\{\|f\|_{C^{i, 1}}\left\|\psi_{1}\right\|_{C^{0,1}}\left|x_{1}(\tau+s, \xi)-x_{2}(\tau+s, \xi)\right|\right.\right. \\
& \left.+\|f\|_{C^{i, 1}}\left\|\psi_{1}-\psi_{2}\right\|_{C^{0}}\right\} \prod\left|u_{r}^{(1)}\right| \\
& \left.+\|f\|_{C^{i}} \sum_{r=1}^{i}\left(\prod_{s<r}\left|u_{s}^{(1)}\right|\right)\left|u_{r}^{(1)}-u_{r}^{(2)}\right|\left(\prod_{s>r}\left|u_{s}^{(2)}\right|\right)\right\} .
\end{aligned}
$$

As before, we will apply the induction assumption (4.18) with $k=0$, and the estimates (4.25) and (4.27) to conclude that the expression (4.31) is bounded by

$$
\begin{equation*}
c \varepsilon e^{(k+1)(\omega+d \varepsilon)|\tau|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}} . \tag{4.33}
\end{equation*}
$$

The estimates (4.32) and (4.33) for (4.30) and (4.31) yield the inequality

$$
\begin{aligned}
& \left\|D^{k} F_{t+s}^{1}(\xi)-D^{k} F_{t+s}^{2}(\xi)\right\|_{\mathscr{X}_{k}} \\
& \leqslant \\
& \quad d \varepsilon \int_{0}^{t} e^{\omega(t-\tau)}\left\{\left\|D^{k} x_{1}(\tau+s, \xi)-D^{k} x_{2}(\tau+s, \xi)\right\|_{\mathscr{L}_{k}}\right. \\
& \left.\quad+\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}} e^{(k+1(\omega+d \varepsilon)|\tau|}\right\} d \tau
\end{aligned}
$$

with a positive constant $d=d(\omega, \delta, k)$. Now Proposition 2.5 with $n=k+1 \geqslant 2$, $a=d \varepsilon$, and $b=\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}$ gives the inequality

$$
\left\|D^{k} x_{1}(t+s, \xi)-D^{k} x_{2}(t+s, \xi)\right\|_{\mathscr{I}_{k}} \leqslant R e^{(k+1)(\omega+d \varepsilon)|t|}
$$

where

$$
R=\frac{d \varepsilon}{k(\omega+d \varepsilon)}\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}} \leqslant c(\omega, \delta, k)\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}
$$

Proof of Theorem 2.8. For a fixed $t \in \mathbb{R}$, we will estimate

$$
\sup \left\{\| D^{k}\left(\Phi_{t+s^{\circ}} F_{t+s}^{1}(\xi)-D^{k}\left(\Phi_{t+s^{\circ}} F_{t+s}^{2}\right)(\xi) \|_{\mathscr{L}_{k}}: s \in \mathbb{R}, \xi \in X\right\}\right.
$$

where, as above, $\Phi_{t}(\xi)=\varphi(t, \xi)$. The estimates for the lower order derivatives follow similarly. Recall that $x_{v}(\cdot, \xi)$ for $v=1,2$ are the solutions to (2.12) and that $F_{t}^{v}(\xi)=x_{v}(t, \xi)$.

As usual, for $v=1,2$ and for a fixed $(s, \xi) \in \mathbb{R} \times X$, we will apply the chain rule (2.4). In fact, we find that

$$
D^{k}\left(\Phi_{t+s} \circ F_{t+s}^{1}\right)(\xi)(\mathbf{e})=\sum_{i=1}^{k} \sum_{j_{1}+\cdots+j_{i}=k} \sum_{\{l\}} D^{i} \Phi_{t+s}\left(F_{t+s}^{1}(\xi)\right)\left(\mathbf{u}^{(v)}\right),
$$

where, see the notation of (2.5), $\mathbf{e}=\left(e_{1}, \ldots, e_{k}\right) \in X^{k}$, with $\left|e_{i}\right|=1$, for $i=1, \ldots, k$, and for $r=1, \ldots, i$,

$$
\mathbf{u}^{(v)}=\left(u_{1}^{(v)}, \ldots, u_{i}^{(v)}\right), \quad u_{r}^{(v)}=D^{j_{r}} F_{t+s}^{v}(\xi)\left(e_{l_{j_{1}}+\cdots+l_{l_{r-1}}+1}, \ldots, e_{l_{j_{1}}+\cdots+l_{j_{r}}}\right) .
$$

We have

$$
\begin{align*}
& \mid\left[D ^ { k } \left(\Phi_{t+s} \circ F_{t+s}^{1}(\xi)-D^{k}\left(\Phi_{t+s} \circ F_{t+s}^{2}(\xi)\right](\mathbf{e}) \mid\right.\right. \\
& \quad \leqslant \sum_{i=1}^{k} \sum_{j_{1}+\cdots+j_{i}=k} \sum_{\{l\}}\left\{\left|\left[D^{i} \Phi_{t+s}\left(F_{t+s}^{1}(\xi)\right)-D^{i} \Phi_{t+s}\left(F_{t+s}^{2}(\xi)\right)\right]\left(\mathbf{u}^{(1)}\right)\right|\right.  \tag{4.34}\\
& \left.\quad+\left|D^{i} \Phi_{t+s}\left(F_{t+s}^{2}(\xi)\right)\left(\mathbf{u}^{(1)}\right)-D^{i} \Phi_{t+s}\left(F_{t+s}^{2}(\xi)\right)\left(\mathbf{u}^{(2)}\right)\right|\right\} . \tag{4.35}
\end{align*}
$$

We use (2.7) to show that the expression in (4.34) is bounded by

$$
\|\varphi\|_{C^{i, 1}}\left|x_{1}(t+s, \xi)-x_{2}(t+s, \xi)\right| \prod_{r=1}^{i}\left|u_{r}^{(1)}\right| .
$$

To estimate $\left|x_{1}(t+s, \xi)-x_{2}(t+s, \xi)\right|$, we use Lemma 4.3 with $k=0$. To estimate $\left|u_{r}^{(1)}\right|$ we use Lemma 4.1 with $k=j_{r}$ and $f=f_{v}$ in this lemma. Then, using (4.17), we find that the expression (4.34) is bounded by

$$
\begin{align*}
& \|\varphi\|_{C^{i, 1}} c e^{(\omega+d \varepsilon)|t|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{0}} \cdot c e^{\sum_{r=1}^{i} j_{r}\left(\omega+M\left\|f_{r}\right\| \|^{i r, 1)}|t|\right.} \\
& \quad \leqslant c e^{(k+1)(\omega+d \varepsilon)|t|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}\|\varphi\|_{C^{k, 1}} . \tag{4.36}
\end{align*}
$$

To estimate (4.35), we use (2.6)-(2.7) with $n=i, \mathscr{A}=D^{i} \Phi_{t+s}\left(F_{t+s}^{2}(\xi)\right)$, and $\mathbf{e}^{(v)}=\mathbf{u}^{(v)}, v=1,2$, to show that the expression (4.35) is bounded by

$$
\|\varphi\|_{C^{i}} \sum_{r=1}^{i}\left(\prod_{p<r}\left|u_{p}^{(1)}\right|\right)\left|u_{r}^{(1)}-u_{r}^{(2)}\right|\left(\prod_{p>r}\left|u_{p}^{(2)}\right|\right) .
$$

Now, for $\left|u_{p}^{(v)}\right|$ and $\left|u_{r}^{(1)}-u_{r}^{(2)}\right|$, we apply Lemma 4.1 with $k=j_{p}, f=f_{v}$ and Lemma 4.3 with $k=j_{r}$, respectively, to show that the expression (4.35) is bounded by

$$
\begin{aligned}
& \|\varphi\|_{C^{i}} c \exp \left(\sum_{p<r} j_{p}\left(\omega+M\left\|f_{1}\right\|_{C^{j_{p}, 1}}\right)|t|\right) \\
& \quad \times \exp \left(\left(j_{r}+1\right)(\omega+d \varepsilon)|t|\left\|\psi_{1}-\psi_{2}\right\|_{C^{j r}}\right) \\
& \quad \times \exp \left(\sum_{p>r} j_{p}\left(\omega+M\left\|f_{2}\right\|_{C^{j_{p}, 1}}\right)|t|\right) .
\end{aligned}
$$

By (4.17), we find that the expression in (4.35) is bounded by

$$
\begin{equation*}
c e^{(k+1)(\omega+d \varepsilon)|t|}\left\|\psi_{1}-\psi_{2}\right\|_{C^{k}}\|\varphi\|_{C^{k}, 1} . \tag{4.37}
\end{equation*}
$$

Finally, we apply (4.36)-(4.37) in (4.34)-(4.35) to obtain

$$
\begin{aligned}
& \left\|D^{k}\left(\Phi_{t+s}^{\circ} F_{t+s}^{1}\right)(\xi)-D^{k}\left(\Phi_{t+s} \circ F_{t+s}^{2}\right)(\xi)\right\|_{\mathscr{L}_{k}} \\
& \quad \leqslant c e^{(k+1)(\omega+d k)|t|}\left\|\psi_{1}-\psi_{2}\right\|_{c^{k}}\|\varphi\|_{C^{k, 1}},
\end{aligned}
$$

and Theorem 2.8 is proved.

## 5. CENTER MANIFOLDS FOR SKEW-PRODUCT FLOWS

In this section we will give an application of Theorem 3.4. Actually, we will apply this theorem in an autonomous situation where the evolution family $\{U(t, s)\}$ is, in fact, a specific semigroup, the evolution semigroup generated by a linear skew-product flow. As a result, we will prove the existence of a Lipschitz invariant manifold for a semilinear skew-product flow. The existence of a differentiable invariant manifold for this situation in the finite dimensional setting was proved by Chow and Yi in [12]. We do not consider the question of the smoothness of the invariant manifold in this paper, but we believe that our approach could be used to analyze this question as well.

Let $\phi^{t}$ denote a flow on a compact metric space $\Theta$, let $Z$ denote a Banach space, and let $\left\{\Phi^{t}\right\}_{t \geqslant 0}$ denote a linear cocycle over $\phi^{t}$; that is, for each $\theta \in \Theta$, we have $\Phi^{t}(\theta) \in \mathscr{L}(Z)$ and, for all $t, s \geqslant 0$, we have the following identities:

$$
\Phi^{t+s}(\theta)=\Phi^{t}\left(\phi^{s} \theta\right) \Phi^{s}(\theta), \quad \Phi^{0}(\theta)=I .
$$

Here, we assume that the cocycle $\left\{\Phi^{t}\right\}$ is strongly continuous, that is $(t, \theta) \mapsto \Phi^{t}(\theta) z$ is continuous from $\mathbb{R}_{+} \times \Theta$ to $Z$ for each $z \in Z$.

For $H: \Theta \times Z \rightarrow Z$, a globally Lipschitz function, let us consider the semilinear skew-product flow $\gamma^{t}$ on $\Theta \times Z$ given by

$$
\begin{equation*}
\Upsilon^{t}(\theta, \zeta)=\left(\phi^{t} \theta, z(t ; \theta, \zeta)\right) \tag{5.1}
\end{equation*}
$$

where, for $\theta \in \Theta$ and $\zeta \in Z$, the function $t \mapsto z(t ; \theta, \zeta)$ is the solution of the following integral equation:

$$
\begin{equation*}
z(t ; \theta, \zeta)=\Phi^{t}(\theta) \zeta+\int_{0}^{t} \Phi^{t-s}\left(\phi^{s} \theta\right) H\left(\phi^{s} \theta, z(s ; \theta, \zeta)\right) d s \tag{5.2}
\end{equation*}
$$

If $z(\cdot ; \theta, \zeta)$ and the cocycle $\Phi^{t}$ are differentiable, and if

$$
A(\theta):=\left.\frac{d}{d t}\right|_{t=0} \Phi^{t}(\theta)
$$

then $t \mapsto z(t ; \theta, \zeta)$ is the solution of the abstract Cauchy problem

$$
\begin{equation*}
\dot{z}=A\left(\phi^{t} \theta\right) z+H\left(\phi^{t} \theta, z\right), \quad z(0)=\zeta . \tag{5.3}
\end{equation*}
$$

The special case where the Banach space $Z$ is finite dimensional and where $z$ is the solution of an abstract Cauchy problem is considered in [12].

Returning to the general equation (5.2) for a strongly continuous cocycle, let $\Sigma$ denote the Sacker-Sell spectrum for the linear skew-product flow

$$
\hat{\phi}^{t}: \Theta \times Z \rightarrow \Theta \times Z:(\theta, \zeta) \mapsto\left(\phi^{t}(\theta), \Phi^{t}(\theta) \zeta\right) .
$$

In this section we will show that the semilinear skew-product flow $\Upsilon^{t}$ has a Lipschitz invariant manifold $M \subset \Theta \times Z$ provided that $\|H\|_{C^{0,1}}$ is sufficiently small and the Sacker-Sell spectrum $\Sigma$ satisfies a gap condition. Our strategy is to reduce the existence of an invariant manifold for the nonautonomous skew-product flow $\Upsilon^{t}$ over $\Theta$ to a corresponding existence problem in an autonomous setting on the space $X$ of continuous vector functions $x: \Theta \rightarrow Z$. A similar idea was used by R. Johnson in [21] in the finite dimensional setting, see Remark 1 below. The philosophy of "lifting" the flow to a space of functions was exploited in [25] (see also [7, 22]) for the case of linear skew-product flows by the introduction of a special semigroup of operators on the space of continuous vector-functions, the evolution semigroup. This concept will play a fundamental role in the rest of this section.

The evolution semigroup $\left\{E^{t}\right\}_{t \geqslant 0}$ associated with a linear skew-product flow is a semigroup on the space $X=C(\Theta ; Z)$ of continuous functions $x: \Theta \rightarrow Z$ with sup-norm - a space that is isomorphic to the space of continuous sections of the trivial bundle $\Theta \times Z \rightarrow \Theta$-that is defined by the following rule:

$$
\begin{equation*}
\left(E^{t} x\right)(\theta)=\Phi^{t}\left(\phi^{-t} \theta\right) x\left(\phi^{-t} \theta\right) . \tag{5.4}
\end{equation*}
$$

We will formulate below three facts about these evolution semigroups. In order to do this, let us recall that a semigroup $\left\{E^{t}\right\}$ is called hyperbolic provided that $\sigma\left(E^{1}\right) \cap\{z:|z|=1\}=\varnothing$. Also, the linear skew-product flow $\hat{\phi}^{t}$ is said to have an exponential dichotomy (see $[36,37]$ ) if there exists a strongly continuous projection-valued function $P: \Theta \rightarrow \mathscr{L}(Z)$ and a complementary projection $Q$ defined by $Q(\theta):=I-P(\theta)$ such that
$\Phi^{t}(\theta) P(\theta)=P\left(\phi^{t} \theta\right) \Phi^{t}(\theta)$, the restriction $\Phi_{Q}^{t}(\theta)=\Phi^{t}(\theta) \mid \operatorname{Im} Q(\theta)$ is invertible as an operator from $\operatorname{Im} Q(\theta)$ to $\operatorname{Im} Q\left(\phi^{t} \theta\right)$, and if there are constants $\beta>0$ and $C>0$ such that, for all $\theta \in \Theta$ and $t \geqslant 0$, the following estimates hold:

$$
\left\|\Phi_{P}^{t}(\theta)\right\| \leqslant C e^{-\beta t}, \quad\left\|\left[\Phi_{Q}^{t}(\theta)\right]^{-1}\right\| \leqslant C e^{-\beta t} .
$$

We will need the following facts (see [25]).
Proposition 5.1. The evolution semigroup $\left\{E^{t}\right\}$ is hyperbolic on $X$ if and only if the linear skew-product flow $\hat{\phi}^{t}$ on $\Theta \times Z$ has exponential dichotomy.

Proposition 5.2. Suppose that the evolution semigroup $\left\{E^{t}\right\}$ is hyperbolic. If $\mathscr{P}$ denotes the Riesz projection for $E^{1}$ on $X=C(\Theta, Z)$ corresponding to the part of the spectrum of $E^{1}$ that lies inside of the open unit disk, then the projection $\mathscr{P}$ has a form $(\mathscr{P} x)(\theta)=P(\theta) x(\theta)$, where $P$ is the projectionvalued function given in the definition of the exponential dichotomy for $\left\{\hat{\phi}^{t}\right\}$. Conversely, if $P$ is the projection-valued function given in the definition of the exponential dichotomy for $\left\{\hat{\phi}^{t}\right\}$, then $(\mathscr{P} x)(\theta)=P(\theta) x(\theta)$ defines the Riesz projection $\mathscr{P}$ for $E^{1}$ on $X=C(\Theta, Z)$.

The following formula relates the spectrum of the evolution semigroup on $X$ and the Sacker-Sell spectrum of the linear skew-product flow.

## Proposition 5.3. $\quad \Sigma=\ln \left|\sigma\left(E^{1}\right) \backslash\{0\}\right|$.

As a result, the spectral projections for $E^{1}$ give the Sacker-Sell spectral decomposition for $\left\{\hat{\phi}^{t}\right\}$ that corresponds to the components of $\Sigma$.

We formulate the gap condition for the linear skew-product flow $\left\{\hat{\phi}^{t}\right\}$ as follows: Assume that $\Sigma=\Sigma_{c} \cup \Sigma_{h}$ with $\Sigma_{c} \cap \Sigma_{h}=\varnothing$ and define $\beta_{h}=$ $\inf \left\{|\lambda|: \lambda \in \Sigma_{h}\right\}$ and $\omega_{c}=\sup \left\{|\lambda|: \lambda \in \Sigma_{c}\right\}$. The skew-product flow satisfies the gap condition provided

$$
\begin{equation*}
\beta_{h}-\omega_{c}>0 . \tag{5.5}
\end{equation*}
$$

By Proposition 5.3, the gap condition is, in fact, the spectral condition $(\mathrm{S})$ imposed on the evolution semigroup $\left\{E^{t}\right\}$. Also, by Propositions 5.1-5.2, the existence of the decomposition $\Sigma=\Sigma_{c} \cup \Sigma_{h}$ implies the existence of the corresponding spectral (cf. [36,37]) decomposition of the trivial bundle $\Theta \times Z$ into a direct sum of subbundles $Z_{c}$ and $Z_{h}$ where, in its turn, $Z_{h}=Z_{h}^{+} \oplus Z_{h}^{-}$. The spectral subbundles $Z_{c}, Z_{h}$, and $Z_{h}^{ \pm}$are given by the corresponding spectral projections $\mathscr{P}_{c}, \mathscr{P}_{h}, \mathscr{P}_{h}^{ \pm}$for the operator $E^{1}$. We use the notation $Z_{c, h}(\theta)=\operatorname{Im} P_{c, h}(\theta)$ to specify the fibers of the spectral subbundles.

Theorem 5.4. Consider the bundle $\Theta \times Z$, a function $H: \Theta \times Z \rightarrow Z$, and the corresponding (nonlinear) skew-product flow $\Upsilon^{t}$ defined by equations (5.1) and (5.2). For each $\eta>0$ there exists $\varepsilon>0$ such that if $\|H\|_{C^{0,1}} \leqslant \varepsilon$, then $r^{t}$ has an invariant manifold, given by the graph of a function $\psi: \Theta \times Z \rightarrow Z$. In fact, the invariant manifold has the form

$$
M_{\psi}=\left\{\left(\theta, \zeta_{c}+\psi\left(\theta, \zeta_{c}\right)\right): \theta \in \Theta, \zeta_{c} \in Z_{c}(\theta)\right\},
$$

where $\psi$ is an element of the space

$$
L_{\eta}:=\left\{\psi \in C^{0}(\Theta \times Z, Z):\|\psi\|_{C^{0,1}} \leqslant \eta, \psi(\theta, \cdot): Z_{c}(\theta) \rightarrow Z_{h}(\theta)\right\} .
$$

Proof. Consider a semigroup $\left\{\mathscr{E}^{t}\right\}_{t \geqslant 0}$ of (nonlinear) operators on $X=$ $C(\Theta ; Z)$ defined by

$$
\begin{equation*}
\mathscr{E}^{t}(x)(\theta)=z\left(t ; \phi^{-t} \theta, x\left(\phi^{-t} \theta\right)\right) \tag{5.6}
\end{equation*}
$$

Using (5.2), we see that for each fixed $x \in X$ and all $\theta \in \Theta$,

$$
\begin{equation*}
\mathscr{E}^{t}(x)(\theta)=\Phi^{t}\left(\phi^{-t} \theta\right) x\left(\phi^{-t} \theta\right)+\int_{0}^{t} \Phi^{t-s}\left(\phi^{s-t} \theta\right) \cdot H\left(\phi^{s-t} \theta, \mathscr{E}^{s}(x)\left(\phi^{s-t} \theta\right)\right) d s \tag{5.7}
\end{equation*}
$$

Define $g: X \rightarrow X$ by $g(x)(\theta)=H(\theta, x(\theta))$. From the definition (5.4) of the evolution semigroup $\left\{E^{t}\right\}_{t \geqslant 0}$, equation (5.7) becomes

$$
\mathscr{E}^{t}(x)=E^{t} x+\int_{0}^{t} E^{t-\tau} \circ g\left(\mathscr{E}^{\tau}(x)\right) d \tau .
$$

Thus, if we fix $x_{0} \in X$ and define $U(t, \tau)=E^{t-\tau}$, then the function $\mathbb{R} \rightarrow X$ given by $t \mapsto \mathscr{E}^{t}\left(x_{0}\right)$ satisfies equation (3.1). Let $X=X_{c} \oplus X_{h}$ be the spectral decomposition for the linear semigroup $\left\{E^{t}\right\}_{t \geqslant 0}$ that satisfies

$$
\ln \left|\sigma\left(E_{c}^{1}\right) \backslash\{0\}\right|=\Sigma_{c}, \quad \ln \left|\sigma\left(E_{h}^{1}\right) \backslash\{0\}\right|=\Sigma_{h} .
$$

By Proposition 5.2, the corresponding spectral projections $\mathscr{P}_{c}$ and $\mathscr{P}_{h}$ for $E^{1}$ on $X$ are multiplication operators whose multipliers are strongly continuous projection-valued functions $P_{c}, P_{h}: \Theta \rightarrow \mathscr{L}(Z)$; that is, $\left(\mathscr{P}_{c, h} x\right)(\theta)=$ $P_{c, h}(\theta) x(\theta)$. Thus, for $j$ equal to $c$ or $h$, we have that

$$
X_{j}=\left\{x \in C(\Theta ; Z): x(\theta) \in Z_{j}(\theta), \theta \in \Theta\right\} .
$$

Our strategy to complete the proof of the theorem is to first use Theorem 3.4 to prove the existence of a function $\Psi: X_{c} \rightarrow X_{h}$ whose graph is invariant for the flow $\mathscr{E}^{t}$ on $X$. This $\Psi$ will be found as a fixed point of a Lyapunov-Perron operator on $C^{0}\left(X_{c}, X_{h}\right)$. Next, we will "push" the graph
of $\Psi$ back to $\Theta \times Z$. To be more precise, we will show that $\Psi$ can be "localized in the variable $\theta$ "; that is, there exists a function $\psi: \Theta \times Z \rightarrow Z$ such that $\psi(\theta, \cdot): Z_{c}(\theta) \rightarrow Z_{h}(\theta)$, and the following condition holds: For each fixed $\theta \in \Theta$ and $\zeta_{c} \in Z_{c}(\theta)$ we have $\psi\left(\theta, \zeta_{c}\right)=\Psi\left(x_{c}\right)(\theta)$ for every function $x_{c} \in X_{c}$ with the property $x_{c}(\theta)=\zeta_{c}$. The graph of this function $\psi$ will be the desired invariant manifold for $\Upsilon^{t}$.

To start, we define

$$
\mathscr{L}_{\eta}=\left\{\Psi \in C^{0}(X, X):\|\Psi\|_{C^{0,1}(X, X)} \leqslant \eta \text { and } \Psi: X_{c} \rightarrow X_{h}\right\} .
$$

Thus, for $\Psi \in \mathscr{L}_{\eta}$ and $\theta \in \Theta$, if $x_{c} \in X_{c}$, we have $x_{c}(\theta) \in Z_{c}(\theta)$ and $\Psi\left(x_{c}\right)(\theta) \in$ $Z_{h}(\theta)$. The graph $\mathscr{M}_{\Psi}=\left\{x_{c}+\Psi\left(x_{c}\right): x_{c} \in X_{c}\right\}$ of the function $\Psi \in \mathscr{L}_{\eta}$ is an invariant set for the nonlinear evolution semigroup $\mathscr{E}^{t}$ on $X$ if and only if $\Psi$ is a fixed point of the Lyapunov-Perron integral operator $\mathscr{T}$ on $C^{0}\left(X_{c}, X_{h}\right)$, see formula (3.12) above, given by

$$
\begin{equation*}
\mathscr{T}(\Psi)\left(x_{c}^{0}\right)=\int_{-\infty}^{\infty} \mathscr{K}(-s) g_{h}\left(x_{c}\left(s, x_{c}^{0}\right)+\Psi\left(x_{c}\left(s, x_{c}^{0}\right)\right)\right) d s \tag{5.8}
\end{equation*}
$$

Here, $\mathscr{K}$ denotes the Green's function for the hyperbolic linear semigroup $E_{h}^{t}=E^{t} \mid X_{h}$, and we have defined $g_{h}(x):=\mathscr{P}_{h} g(x)$ where $\mathscr{P}_{h}$ is the projection $\mathscr{P}_{h}: X \rightarrow X_{h}$, and $t \mapsto x_{c}\left(t, x_{c}^{0}\right)$ denotes the solution of the $X_{c}$-equation

$$
\begin{equation*}
x_{c}\left(t, x_{c}^{0}\right)=E_{c}^{t} x_{c}^{0}+\int_{0}^{t} E_{c}^{t-s} g_{c}\left(x_{c}\left(s, x_{c}^{0}\right)+\Psi\left(x_{c}\left(s, x_{c}^{0}\right)\right)\right) d s \tag{5.9}
\end{equation*}
$$

In the course of the proof of Theorem 3.4, we showed that $\mathscr{T}$ is a strict contraction of $\mathscr{L}_{\eta}$ provided the gap condition (5.5) holds and $\|g\|_{C^{0,1}(X, X)}$ is sufficiently small.

First, we note that

$$
\begin{aligned}
\left\|g\left(x_{1}\right)-g\left(x_{2}\right)\right\|_{X} & =\sup _{\theta \in \Theta}\left|H\left(\theta, x_{1}(\theta)\right)-H\left(\theta, x_{2}(\theta)\right)\right|_{Z} \\
& \leqslant \sup _{\theta \in \Theta}\|H\|_{C^{0,1}(\Theta \times Z, z)}\left|x_{1}(\theta)-x_{2}(\theta)\right|_{Z} \\
& \leqslant\|H\|_{C^{0,1}(\Theta \times Z, z)}\left\|x_{1}-x_{2}\right\|_{X}
\end{aligned}
$$

where the Lipschitz norm of $H$ is defined by

$$
\begin{aligned}
& \|H\|_{C^{0,1}(\Theta \times Z, Z)} \\
& \quad=\sup _{\theta \in \Theta} \max \left\{\sup _{z \in Z}|H(\theta, z)|, \sup _{z_{1} \neq z_{2}}\left|H\left(\theta, z_{1}\right)-H\left(\theta_{1}, z_{2}\right)\right| /\left|z_{1}-z_{2}\right|\right\} .
\end{aligned}
$$

This implies $\|g\|_{C^{0,1}(X, X)} \leqslant\|H\|_{C^{0,1}(\Theta \times Z, Z)}$.

To prove the theorem, we will show that $\mathscr{T}$ preserves a closed subset $\mathscr{L}_{\eta \text {, loc }} \subset \mathscr{L}_{\eta}$, and, hence, has a fixed point $\Psi \in \mathscr{L}_{\eta, \text { loc }}$. We define $\mathscr{L}_{\eta \text {, loc }}$ to be the set of all functions $\Psi \in \mathscr{L}_{\eta}$ with the following property: For each point $\theta_{0} \in \Theta$ and for all $x_{1}, x_{2} \in X_{c}$, if $x_{1}\left(\theta_{0}\right)=x_{2}\left(\theta_{0}\right)$, then $\Psi\left(x_{1}\right)\left(\theta_{0}\right)=\Psi\left(x_{2}\right)\left(\theta_{0}\right)$.

## Lemma 5.5. $\mathscr{T}$ preserves the closed subset $\mathscr{L}_{\eta \text {, loc }} \subset \mathscr{L}_{\eta}$.

We will postpone the proof of the lemma and complete the proof of the theorem. To this end, let $\Psi \in \mathscr{L}_{\eta \text {, loc }}$ denote the unique fixed point of the contraction $\mathscr{T}$. We define the function $\psi \in L_{\eta}$, where $L_{\eta}$ is the space defined in the statement of the theorem, by the following procedure: For each $\left(\theta, \zeta_{c}\right) \in \Theta \times Z_{c}(\theta)$ choose a function $x_{c} \in X_{c}$ such that $x_{c}(\theta)=\zeta_{c}$ and then define

$$
\begin{equation*}
\psi\left(\theta, \zeta_{c}\right):=\Psi\left(x_{c}\right)(\theta) . \tag{5.10}
\end{equation*}
$$

Since $\Psi \in \mathscr{L}_{\eta, \text { loc }}$, the function $\psi$ is well defined.
Consider the graph $M_{\psi}$ of the function $\psi$. We want to see that $M_{\psi}$ is invariant under $\Upsilon^{t}$ in (5.1)-(5.2). Fix $\theta_{0} \in \Theta, \zeta_{c} \in Z_{c}\left(\theta_{0}\right)$ and let $\zeta=\zeta_{c}+$ $\psi\left(\theta_{0}, \zeta_{c}\right)$. In fact, we want to show the following: If $z_{c}(t):=P_{c}\left(\phi^{t} \theta_{0}\right) z\left(t, \theta_{0}, \zeta\right)$ satisfies

$$
\begin{align*}
z_{c}(t)= & P_{c}\left(\phi^{t} \theta_{0}\right) \Phi^{t}\left(\theta_{0}\right) \zeta_{c}+\int_{0}^{t} P_{c}\left(\phi^{t} \theta_{0}\right) \Phi^{t-s}\left(\phi^{s} \theta_{0}\right) H_{c}\left(\phi^{s} \theta_{0}, z_{c}(s)\right. \\
& \left.+\psi\left(\phi^{s} \theta_{0}, z_{c}(s)\right)\right) d s, \tag{5.11}
\end{align*}
$$

then $z_{h}(t)=\psi\left(\phi^{t} \theta_{0}, z_{c}(t)\right)$ satisfies

$$
\begin{aligned}
z_{h}(t)= & P_{h}\left(\phi^{t} \theta_{0}\right) \Phi^{t}\left(\theta_{0}\right) \psi\left(\theta_{0}, \zeta_{c}\right)+\int_{0}^{t} P_{h}\left(\phi^{t} \theta_{0}\right) \Phi^{t-s}\left(\phi^{s} \theta_{0}\right) H_{h}\left(\phi^{s} \theta_{0}, z_{c}(s)\right. \\
& \left.+\psi\left(\phi^{s} \theta_{0}, z_{c}(s)\right)\right) d s .
\end{aligned}
$$

Here, $P_{c, h}(\theta): Z \rightarrow Z_{c, h}(\theta)$ are the projections associated with the Riesz projections $\mathscr{P}_{c, h}: X \rightarrow X_{c, h}$ for $E^{1}$. In particular, we have

$$
\begin{aligned}
\left(\mathscr{P}_{c, h} x\right)(\theta) & =P_{c, h}(\theta) x(\theta), & \text { and } \\
H_{c, h}(\theta, z) & =P_{c, h}(\theta) H(\theta, z), & \theta \in \Theta, \quad z \in Z .
\end{aligned}
$$

Recall that $\mathscr{M}_{\Psi}$, the graph of $\Psi$, is invariant for $\mathscr{E}^{t}$ on $X=C(\Theta ; Z)$. This means that, for each $x_{c}^{0} \in X_{c}$, if the function $x_{c}\left(\cdot ; x_{c}^{0}\right): \mathbb{R}_{+} \rightarrow X_{c}$ solves
equation (5.9), then the function $\Psi\left(x_{c}\left(\cdot, x_{c}^{0}\right)\right): \mathbb{R}_{+} \rightarrow X_{h}$ satisfies the equation

$$
\begin{equation*}
\Psi\left(x_{c}\left(t ; x_{c}^{0}\right)\right)=E_{h}^{t} \Psi\left(x_{c}^{0}\right)+\int_{0}^{t} E_{h}^{t-s} g_{h}\left(x_{c}\left(s, x_{c}^{0}\right)+\Psi\left(x_{c}\left(s, x_{c}^{0}\right)\right)\right) d s \tag{5.13}
\end{equation*}
$$

Choose $x_{c}^{0} \in X_{c}$ such that $x_{c}^{0}\left(\theta_{0}\right)=\zeta_{c}$. If equation (5.9) holds, then for every $\theta \in \Theta$ we have

$$
\begin{align*}
x_{c}\left(t ; x_{c}^{0}\right)(\theta)= & P_{c}(\theta) \Phi^{t}\left(\phi^{-t} \theta\right) x_{c}^{0}\left(\phi^{-t} \theta\right) \\
& +\int_{0}^{t} P_{c}(\theta) \Phi^{t-s}\left(\phi^{s-t} \theta\right) P_{c}\left(\phi^{s-t} \theta\right) H\left(\phi^{s-t} \theta, x_{c}\left(s ; x_{c}^{0}\right)\left(\phi^{s-t} \theta\right)\right. \\
& \left.+\Psi\left(x_{c}\left(s ; x_{c}^{0}\right)\right)\left(\phi^{s-t} \theta\right)\right) d s . \tag{5.14}
\end{align*}
$$

Recall that $\Psi \in \mathscr{L}_{\eta, \text { loc }}$. In particular, for $\theta \in \Theta$ and for $\psi$ as defined in (5.10), we have

$$
\Psi\left(x_{c}\left(s ; x_{c}^{0}\right)\right)\left(\phi^{s} \theta\right)=\psi\left(\phi^{s} \theta, x_{c}\left(s ; x_{c}^{0}\right)\left(\phi^{s} \theta\right)\right) .
$$

Using this fact, the evaluation of equation (5.14) at the point $\theta=\phi^{t} \theta_{0}$ has the following form:

$$
\begin{aligned}
x_{c}\left(t, x_{c}^{0}\right)\left(\phi^{t} \theta_{0}\right)= & \left.P_{c}\left(\phi^{t} \theta_{0}\right) \Phi^{t}\left(\theta_{0}\right) x_{c}^{0}\left(\theta_{0}\right)+\int_{0}^{t} P_{c}\left(\phi^{t} \theta_{0}\right) \Phi^{t-s}\left(\phi^{s} \theta\right)\right) \\
& \times P_{c}\left(\phi^{s} \theta_{0}\right) H\left(\phi^{s} \theta_{0}, x_{c}\left(s ; x_{c}^{0}\right)\left(\phi^{s} \theta_{0}\right)\right. \\
& \left.+\psi\left(\phi^{s} \theta_{0}, x_{c}\left(s ; x_{c}^{0}\right)\left(\phi^{s} \theta_{0}\right)\right)\right) d s .
\end{aligned}
$$

Thus, $z_{c}(t):=x_{c}\left(t ; x_{c}^{0}\right)\left(\phi^{t} \theta_{0}\right)$ satisfies (5.11).
Similarly, in view of equation (5.13), for $\theta \in \Theta$ we have

$$
\begin{align*}
& \Psi\left(x_{c}\left(t ; x_{c}^{0}\right)(\theta)\right. \\
& =P_{h}(\theta) \Phi^{t}\left(\phi^{-t} \theta\right) \Psi\left(x_{c}^{0}\right)\left(\phi^{-t} \theta\right) \\
& \quad+\int_{0}^{t} P_{h}(\theta) \Phi^{t-s}\left(\phi^{s-t} \theta\right) P_{h}\left(\phi^{s-t} \theta\right) H\left(\phi^{s-t} \theta, x_{c}\left(s ; x_{c}^{0}\right)\left(\phi^{s-t} \theta\right)\right. \\
& \left.\quad+\Psi\left(x_{c}\left(s ; x_{c}^{0}\right)\right)\left(\phi^{s-t} \theta\right)\right) d s \tag{5.15}
\end{align*}
$$

Moreover, since $\Psi \in \mathscr{L}_{\eta \text {, loc }}$, we have

$$
\Psi\left(x_{c}\left(t ; x_{c}^{0}\right)\right)\left(\phi^{t} \theta_{0}\right)=\psi\left(\phi^{t} \theta_{0}, x_{c}\left(t, x_{c}^{0}\right)\left(\phi^{t} \theta_{0}\right)\right)=\psi\left(\phi^{t} \theta_{0}, z_{c}(t)\right)=z_{h}(t) .
$$

Using equation (5.15) evaluated at $\theta=\phi^{t} \theta_{0}$, we have that $z_{h}(t)$ indeed satisfies equation (5.12).

Proof of Lemma 5.5. Fix $\Psi \in \mathscr{L}_{\eta \text {, loc }}$ and let the operator $\mathscr{T}$ be defined as in Eq. (5.8). We will first show the following proposition: For each $\theta_{0} \in \Theta$ and every $x_{1}, x_{2} \in C(\Theta, X)$, if $x_{1}\left(\theta_{0}\right)=x_{2}\left(\theta_{0}\right)$, then $\mathscr{T}(\Psi)\left(x_{1}\right)\left(\theta_{0}\right)=$ $\mathscr{T}(\Psi)\left(x_{2}\right)\left(\theta_{0}\right)$.

Since $\Psi: X_{c} \rightarrow X_{h}$ is in $\mathscr{L}_{\eta \text {, loc }}$, we can define the function $\psi$ as in (5.10). Then, $\psi(\theta, \cdot): Z_{c}(\theta) \rightarrow Z_{h}(\theta)$ and, for each $x_{c} \in X_{c}$, we have $\Psi\left(x_{c}\right)(\theta)=$ $\psi\left(\theta, x_{c}(\theta)\right)$.

Fix $\theta_{0} \in \Theta$ and $x_{i}^{0} \in X_{c}, i=1,2$ such that $x_{1}^{0}\left(\theta_{0}\right)=x_{2}^{0}\left(\theta_{0}\right)$. Let $x_{c}\left(\cdot ; x_{i}^{0}\right)$ : $\mathbb{R} \rightarrow X_{c}$ denote the solutions of the equation

$$
\begin{equation*}
x_{c}\left(t ; x_{i}^{0}\right)=E_{c}^{t} x_{i}^{0}+\int_{0}^{t} E_{c}^{t-s} g_{c}\left(x_{c}\left(s ; x_{i}^{0}\right)+\Psi\left(x_{c}\left(s ; x_{i}^{0}\right)\right)\right) d s \tag{5.16}
\end{equation*}
$$

Claim. If $t \in \mathbb{R}$, then $x_{c}\left(t ; x_{1}^{0}\right)\left(\phi^{t} \theta_{0}\right)=x_{c}\left(t ; x_{1}^{0}\right)\left(\phi^{t} \theta_{0}\right)$.
To prove the claim, we remark that using equation (5.16), if $\theta \in \Theta$ and $i=1,2$, then

$$
\begin{align*}
x_{c}\left(t, x_{i}^{0}\right)(\theta)= & P_{c}(\theta) \Phi^{t}\left(\phi^{-t} \theta\right) x_{i}^{0}\left(\phi^{-t} \theta\right) \\
& +\int_{0}^{t} P_{c}(\theta) \Phi^{t-s}\left(\phi^{s-t} \theta\right) H\left(\phi^{s-t} \theta, x_{c}\left(s ; x_{i}^{0}\right)\left(\phi^{s-t} \theta\right)\right. \\
& \left.+\psi\left(\phi^{s-t} \theta, x_{c}\left(s ; x_{i}^{0}\right)\left(\phi^{s-t} \theta\right)\right)\right) d s, \tag{5.17}
\end{align*}
$$

where we have used the fact that $\Psi\left(x_{c}\left(s ; x_{i}^{0}\right)\right)\left(\phi^{s-t} \theta\right)=\psi\left(\phi^{s-t} \theta, x_{c}\left(s, x_{i}^{0}\right)\right.$ ( $\phi^{s-t} \theta$ )) for our function $\psi$ defined by equation (5.10). For $i=1$, 2, if we define $z_{i}(t)=x_{c}\left(t ; x_{i}^{0}\right)\left(\phi^{t} \theta_{0}\right)$ and evaluate equation (5.17) at $\theta=\phi^{t} \theta_{0}$, then we see that $z_{i}(\cdot)$ satisfies the equation

$$
z_{i}(t)=\Phi_{c}^{t}\left(\theta_{0}\right) x_{i}^{0}\left(\theta_{0}\right)+\int_{0}^{t} \Phi_{c}^{t-s}\left(\phi^{s} \theta_{0}\right) H\left(\phi^{s} \theta_{0}, z_{i}(s)+\psi\left(\phi^{s} \theta_{0}, z_{i}(s)\right)\right) d s
$$

Consider

$$
h(t, \zeta)=H\left(\phi^{t} \theta_{0}, \zeta+\psi\left(\phi^{t} \theta_{0}, \zeta\right)\right), \quad t \in \mathbb{R}, \quad \zeta \in Z_{c}\left(\phi^{t} \theta_{0}\right)
$$

and $U(t, \tau)=\Phi_{c}^{t-\tau}\left(\phi^{\tau} \theta_{0}\right)$. Clearly, $h$ is globally Lipschitz and, by the cocycle property, $\{U(t, \tau)\}_{t \geqslant \tau}$ is an evolution family. By the assumption, $x_{1}^{0}\left(\theta_{0}\right)=$ $x_{2}^{0}\left(\theta_{0}\right)=: \zeta$, and $z_{i}$ are the (mild) solutions to the following nonautonomous equation

$$
z(t)=U(t, 0) \zeta+\int_{0}^{t} U(t, s) h(s, z(s)) d s
$$

But, if $h$ is Lipschitz, then this equation has a unique solution. Thus, we conclude that $z_{1}(t)=z_{2}(t)$ for all $t \in \mathbb{R}$, as required.

To finish the proof of the lemma, recall that

$$
\begin{equation*}
\mathscr{T}(\Psi)\left(x_{i}^{0}\right)=\int_{-\infty}^{\infty} \mathscr{K}(-s) g_{h}\left(x_{c}\left(s ; x_{i}^{0}\right)+\Psi\left(x_{c}\left(s ; x_{i}^{0}\right)\right)\right) d s, \quad i=1,2, \tag{5.18}
\end{equation*}
$$

where the Green's function $\mathscr{K}$ for the hyperbolic evolution semigroup $\left\{E_{h}^{t}\right\}_{t \geqslant 0}$ is given (see, e.g., [26, Definition 4.1, Sect. 2], [25, formula (5.2)],) as follows: $\mathscr{K}(s)=E_{+}^{s}$ for $s>0$ and $\mathscr{K}(s)=-E_{-}^{s}$ for $s<0$. Here $E_{ \pm}^{s}=E^{s} \mid \operatorname{Im} \mathscr{P}_{ \pm}$and $\mathscr{P}_{+}$, resp. $\mathscr{P}_{-}$, is the Riesz projection for $E_{h}^{1}$ that corresponds to $\sigma\left(E_{h}^{1}\right) \cap\left\{z:|z|<e^{-\beta_{h}}\right\}$, resp. to $\sigma\left(E_{h}^{1}\right) \cap\left\{z:|z|>e^{\beta_{h}}\right\}$. In other words, for the projections $\left(\mathscr{P}_{ \pm} x\right)(\theta)=P_{ \pm}(\theta) x(\theta)$ one has:

$$
\begin{array}{ll}
\mathscr{K}(s)\left(x_{h}\right)(\theta)=P_{+}(\theta) \Phi_{h}^{s}\left(\phi^{-s} \theta\right) x_{h}\left(\phi^{-s} \theta\right) & \text { for } \quad s>0, \\
\mathscr{K}(s)\left(x_{h}\right)(\theta)=-P_{-}(\theta) \Phi_{h}^{s}\left(\phi^{-s} \theta\right) x_{h}\left(\phi^{-s} \theta\right) & \text { for } \quad s<0, \theta \in \Theta, x_{h} \in X_{h} .
\end{array}
$$

By the claim proved above, we have $x_{c}\left(s ; x_{1}^{0}\right)\left(\phi^{s} \theta_{0}\right)=x_{c}\left(s ; x_{2}^{0}\right)\left(\phi^{s} \theta_{0}\right), s \in \mathbb{R}$. If we evaluate equation (5.18) at $\theta=\theta_{0}$, we obtain

$$
\begin{aligned}
\mathscr{T}(\Psi)\left(x_{i}^{0}\right)\left(\theta_{0}\right)= & -\int_{0}^{\infty} P_{-}\left(\theta_{0}\right) \Phi_{h}^{-s}\left(\phi^{s} \theta_{0}\right) H\left(\phi^{s} \theta_{0}, x_{c}\left(s ; x_{i}^{0}\right)\left(\phi^{s} \theta_{0}\right)\right. \\
& \left.+\psi\left(\phi^{s} \theta_{0}, x_{c}\left(s ; x_{i}^{0}\right)\left(\phi^{s} \theta_{0}\right)\right)\right) d s \\
& +\int_{-\infty}^{0} P_{+}\left(\theta_{0}\right) \Phi_{h}^{-s}\left(\phi^{s} \theta_{0}\right) H\left(\phi^{s} \theta_{0}, x_{c}\left(s ; x_{i}^{0}\right)\left(\phi^{s} \theta_{0}\right)\right. \\
& \left.+\psi\left(\phi^{s} \theta_{0}, x_{c}\left(s ; x_{i}^{0}\right)\left(\phi^{s} \theta_{0}\right)\right)\right) d s .
\end{aligned}
$$

The right-hand side of the last formula remains the same for $i=1$ and $i=2$. Thus, $\mathscr{T}(\Psi)\left(x_{i}^{0}\right)\left(\theta_{0}\right)=\mathscr{T}(\Psi)\left(x_{2}^{0}\right)\left(\theta_{0}\right)$, as required.

Remark 1. We thank Yi for mentioning to us the paper [21] by Johnson where a proof is given for the existence of invariant manifolds for skewproduct flows as in (5.3) in the finite dimensional setting with the base metric space $\Theta$ taken to be the hull of a certain matrix-function. In this paper, Johnson also used the idea of "lifting" the skew-product flow to a space $X$ of functions $f: \Theta \rightarrow Z$. Instead of $X=C(\Theta, Z)$, as we have used, Johnson uses $X=B(\Theta, Z)$, the space of bounded functions. This allows him to use results from [20] concerning the existence and smoothness of invariant manifolds for the iterates of a map to prove the existence of invariant manifolds for the flows that he considers. We note that for maps
one can obtain $\Psi \in B(\Theta, Z)$ and then compute $\psi$ as in (5.10) for the function $x_{c} \in B(\Theta, Z)$ defined so that $x_{c}(\theta)=\zeta_{c}$ and so that $x_{c}$ vanishes elsewhere. Thus, for $X=B(\Theta, Z)$ our "localization" argument used to show that $\Psi \in \mathscr{L}_{\eta \text {, loc }}$ is not needed. However, the advantage of our choice of $X=C(\Theta, Z)$ for the flow case is related to the fact that we obtain a space $X$ where $\left\{E^{t}\right\}$ is a strongly continuous semigroup. Thus, our Theorem 3.4 is directly applicable, and the transition from maps to flows is not needed.

## ACKNOWLEDGMENT

The authors thank Prof. C. Foias for the discussions and suggestions that, in fact, initiated this paper. The paper was completed while the second author was visiting the Georgia Institute of Technology. He thanks L. Bunimovich, S.-N. Chow, J. Hale, W. Liu, and Y. Yi for their hospitality and for many very helpful discussions.

## REFERENCES

1. R. Abraham, J. Marsden, and T. Ratiu, "Manifolds, Tensor Analysis, and Applications," Springer-Verlag, New York, 1988.
2. B. Aulbach and T. Wanner, Integral manifolds for Caratheodory type differential equations in Banach spaces, in "Six Lectures on Dynamical Systems" (B. Aulbach and F. Colonius, Eds.), pp. 45-119, World Scientific, Singapore, 1996.
3. P. Bates and C. Jones, Invariant manifolds for semilinear partial differential equations, Dynam. Report. 2 (1989), 1-38.
4. P. Bates, K. Lu, and C. Zong, Existence and persistence of invariant manifolds for semiflows in Banach spaces, Mem. Amer. Math. Soc., to appear.
5. J. Carr, "Applications of Centre Manifold Theory," Springer-Verlag, New York, 1981.
6. X.-Y. Chen, J. Hale, and Bin Tan, Invariant foliations for $C^{1}$ semigroups in Banach spaces, J. Differential Equations, to appear.
7. C. Chicone and R. Swanson, Spectral theory for linearization of dynamical systems, J. Differential Equations 40 (1981), 155-167.
8. S.-N. Chow, X.-B. Lin, and K. Lu, Smooth invariant foliations in infinite dimensional spaces, J. Differential Equations 94 (1991), 266-291.
9. S.-N. Chow and K. Lu, $C^{k}$ centre unstable manifolds, Proc. Royal Soc. Edinburgh A $\mathbf{1 0 8}$ (1988), 303-320.
10. S.-N. Chow and K. Lu, Invariant manifolds for flows in Banach spaces, J. Differential Equations 74 (1988), 285-317.
11. S. N. Chow, K. Lu, and G. Sell, Smoothness of inertial manifolds, J. Math. Anal. Appl. 169 (1992), 283-312.
12. S. N. Chow and Y. Yi, Center manifold and stability for skew-product flows, J. Dynam. Differential Equations 6 (1994), 543-582.
13. J. Daleckij and M. Krein, "Stability of Differential Equations in Banach Space," Am. Math. Soc., Providence, RI, 1974.
14. G. Da Prato and A. Lunardi, Stability, instability and center manifold theorem for fully nonlinear autonomous parabolic equations in Banach spaces, Arch. Rational Mech. Anal. 101, No. 2 (1988), 115-141.
15. O. Diekmann, S. A. van Gils, S. M. Verduyn Lunel, and H.-O. Walther, "Delay Equations. Functional-, Complex-, and Nonlinear Analysis," Springer-Verlag, New York, 1995.
16. Th. Gallay, A center-stable manifold theorem for differential equations in Banach spaces, Commun. Math. Phys. 152 (1993), 249-268.
17. J. Guckenheimer and P. Holmes, "Nonlinear Oscillations, Dynamical Systems, and Bifurcations of Vector Fields," Springer-Verlag, New York, 1983.
18. J. Hale, "Ordinary Differential Equations," Wiley, New York, 1969.
19. D. Henry, "Geometric Theory of Nonlinear Parabolic Equations," Lecture Notes in Mathematics, Vol. 840, Springer-Verlag, New York, 1981.
20. M. Hirsch, C. Pugh, and M. Shub, "Invariant Manifolds," Lecture Notes in Mathematics, Vol. 583, Springer-Verlag, 1977.
21. R. Johnson, Concerning a theorem of Sell, J. Differential Equations 30 (1978), 324-339.
22. R. Johnson, Analyticity of spectral subbundles, J. Differential Equations 35 (1980), 366-387.
23. U. Kirchgraber and K. Palmer, "Geometry in the Neighborhood of Invariant Manifolds of Maps and Flows and Linearization," Pitman, London, 1991.
24. Y. Latushkin and S. Montgomery-Smith, Evolutionary semigroups and Lyapunov theorems in Banach spaces, J. Funct. Anal. 127 (1995), 173-197.
25. Y. Latushkin, S. Montgomery-Smith, and T. Randolph, Evolutionary semigroups and dichotomy of linear skew-product flows on locally compact spaces with Banach fibers, J. Differential Equations 125 (1996), 73-116.
26. Y. Latushkin and T. Randolph, Dichotomy of differential equations on Banach spaces and an algebra of weighted composition operators, Integral Equations Operator Theory 23 (1995), 472-500.
27. Y. Latushkin, T. Randolph, and R. Schnaubelt, Exponential dichotomy and mild solutions of nonautonomous equations in Banach spaces, J. Dynam. Differential Equations, to appear.
28. J. Massera and J. Schaffer, "Linear Differential Equations and Function Spaces," Academic Press, New York, 1966.
29. R. Nagel (ed.), "One Parameters Semigroups of Positive Operators", Lecture Notes in Mathematics, Vol. 1184, Springer-Verlag, Berlin, 1984.
30. R. Nagel, Semigroup methods for non-autonomous Cauchy problems, evolution equations (Baton Rouge, 1992), in Lecture Notes in Pure and Appl. Math., Vol. 168, pp. 301-316, Dekker, New York, 1995.
31. K. Palmer, Linearization near an integral manifold, J. Math. Anal. Appl. 51 (1975), 243-255.
32. A. Pazy, "Semigroups of Linear Operators and Applications to Partial Differential Equations," Springer-Verlag, New York/Berlin, 1983.
33. R. S. Phillips, Perturbation theory for semigroups of linear operators, Trans. Amer. Math. Soc. 74 (1953), 199-221.
34. F. Räbiger and R. Schnaubelt, The spectral mapping theorem for evolution semigroups on spaces of vector-valued functions, Semigroup Forum 52 (1996), 225-239.
35. F. Räbiger and R. Schnaubelt, A spectral characterization of exponentially dichotomic and hyperbolic evolution families, Tübingen Berichte zur Funktionalanalysis 3 (1994), 204-221.
36. R. Sacker and G. Sell, A spectral theory for linear differential systems, J. Differential Equations 27 (1978), 320-358.
37. R. Sacker and G. Sell, Dichotomies for linear evolutionary equations in Banach spaces, J. Differential Equations 113 (1994), 17-67.
38. B. Scarpellini, Center manifolds of infinite dimensions I: Main results and applications, J. Appl. Math. Phys. (ZAMP) 42 (1991), 1-32.
39. J. Sijbrand, Properties of center manifolds, Trans. Amer. Math. Soc. 289 (1985), 431-469.
40. A. Vanderbauwhede, Center manifolds, normal forms and elementary bifurcations, Dynam. Report. 2 (1989), 89-169.
41. A. Vanderbauwhede and G. Iooss, Center manifold theory in infinite dimensions, Dynam. Report. 1 (new ser.) (1992), 125-163.
42. A. Vanderbauwhede and S. A. Van Gils, Center manifolds and contractions on a scale of Banach spaces, J. Funct. Anal. 72 (1987), 209-224.
43. Zhang Weinian, Generalized exponential dichotomies and invariant manifolds for differential equations, Adv. in Math. 22, No. 1 (1993), 1-44.
44. Y. Yi, A generalized integral manifold theorem, J. Differential Equations 102 (1993), 153-187.

[^0]:    * The first author's research was supported by the National Science Foundation under Grant DMS-9303767; the second author was supported by the National Science Foundation under Grant DMS-9622105 and by the Research Board of the University of Missouri.

