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We show how solutions to practical partial differential equations can be found by
classical symmetry reductions of a larger system of equations including constraints
that result in the enlarged system having a larger symmetry group or an identical
symmetry group compared to the original target equation. Symmetry-enhancing
constraints provide additional similarity solutions beyond those of the standard Lie
algorithm for scalar equations. Symmetry-preserving constraints enable solutions
to be found more easily, after reduction of variables. Examples are given for
the cylindrical boundary layer equations and for a Navier]Stokes formulation of
Schrodinger wave mechanics. Q 1999 Academic Press¨

1. INTRODUCTION

w xLie’s classical algorithm 12 for finding continuous symmetry groups has
w xbeen implemented on several computer algebra systems 10 . Hence there

are advantages in incorporating ad hoc solution methods in the Lie
symmetry algorithm. This has largely been achieved for the method of

w xseparation of variables 14 , for convolution by fundamental solutions of
Ž w x.linear initial value problems see, e.g., 12 , and for nonlinear superposi-

w xtion principles 9 .
Ž .Many solutions of a target partial differential equation PDE , obtained

by ad hoc methods, can in fact be interpreted as classical symmetry
reductions following the addition of symmetry-enhancing constraints. We
define these constraints as equations which when added to a target
equation, result in the enlarged system having at least one additional
symmetry not possessed by the target equation on its own. In Section 2.1,
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we illustrate this concept in terms of the ad hoc method of equation-split-
ting, whereby we ‘‘split’’ single PDEs into a larger system of PDEs that are
chosen so that they have a larger classical Lie symmetry group than the
original single equation. We show that this technique can lead to new
symmetry reductions and new solutions. The cylindrical boundary layer
equations are used as a practical example. In Section 2.2 we consider, as a
further example of potential symmetry-enhancing constraints, the zero-
vorticity condition added to the Navier]Stokes equations in 3 q 1 dimen-
sions. For irrotational flow, the Hopf]Cole transformation achieves a
linear canonical form, just as for the 1 q 1-dimensional Burgers’ equation.
This adds nothing new to fluid mechanics but it provides a new perspective
on the classical formulation of quantum mechanics. If we replace the
viscosity of externally forced, incompressible Navier]Stokes equations by a
pure imaginary quantity, then we see that Schrodinger’s equation follows¨
from an order- " correction to Newton’s second law.

As well, it may be possible to find new solutions to PDEs following the
addition of symmetry-preser̈ ing constraints. We define these constraints as
equations which when added to a target equation, result in the enlarged
system having the same nontrivial symmetry group as that of the target
equation on its own. In Section 3 we show how such constraints can lead to
simpler quotient equations to solve, thus providing solutions that are
otherwise unobtainable.

2. SYMMETRY-ENHANCING CONSTRAINTS

2.1. Equation-Splitting

w xIn 1 , Ames split the boundary layer equation

u u y u u s n u , 2.1Ž .y x y x y y y y y

into the system

u s 0, 2.2aŽ .y y y

u u y u u s 0, 2.2bŽ .y x y x y y

so that at least one of the equations in the system, could be solved in
Ž . Ž Ž ..general. He substituted the solution to 2.2b , namely, u s F y q G x ;

Ž .F, G arbitrary, into 2.2a to find, if possible, a common solution. He thus
found the solution

2u s a y q G x q b y q G x q c,Ž . Ž .Ž . Ž .
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where a, b, c are constants and G is an arbitrary function of x, to the
Ž . Ž .system 2.2 , which is also a solution to 2.1 .

The approach of splitting a single PDE into a system of PDEs may be
regarded as embedding the original equation in a larger system of PDEs by
adding a side condition with a special property. In the general scheme of

Žw x.solution via differential constraints 17, 16 one merely requires the side
condition to be compatible with the original equation. If we choose this
side condition so that the enlarged system of PDEs has a larger Lie
symmetry group than the original PDE, then this can be viewed as adding
a symmetry-enhancing constraint.

As an example, the PDE

u ux
u y u q uu q u s u y 2.3Ž .x x t x x t t ž /u 2

has only the classical translation symmetries generated by the vector fields
­ ­and . However the system­ x ­ t

u s u y uu ,x x t x

u u 2.4Ž .x
u s u yx t t ž /u 2

has the added symmetry with generator

­ ­ ­
G s yx y 2 t q u , 2.5Ž .

­ x ­ t ­ u

with which we find the solutions

4 x 2
u s and u s ,2 xx q 2 t

Ž . Ž .to the system 2.4 and hence also to the PDE 2.3 . We now concentrate
on applying this same method to the axisymmetric boundary layer equa-
tion, and show that by using this method, we can recover the solutions to

w xthis PDE that were found by Burde 6 .
w xIn 6 , Burde outlines a new ad hoc technique for finding explicit

similarity solutions of PDEs. The technique is a variation of the direct
w xmethod developed by Clarkson and Kruskal 8 , whereby a similarity form

of the solution is substituted into the PDE. However, whereas with the
usual direct method, one imposes the requirement that the substitution
leads to an ordinary differential equation, Burde instead imposes the
weaker condition that the substitution of the similarity form be reduced to
an overdetermined system of ODEs which can be solved in closed form
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Ž w x.see also Hood 11 . Using this new technique, Burde finds interesting
new solutions to the boundary layer problem which cannot be recovered by
using the standard Lie group method of infinitesimal transformations or its
nonclassical generalisations. However, we show that Burde’s solutions and
some others, can be recovered by splitting a single PDE into a system of
PDEs with a large Lie classical symmetry group and then using the
classical symmetries of this system.

We also show that two other solutions thus found can again not be
recovered by using the classical and nonclassical methods of group invari-
ant solutions.

The axisymmetric boundary layer equations take the form

­ u ­ u ­ 2 u 1 ­ u
u q ¨ s UU9 q n q ,2ž /­ x ­ r r ­ r­ r

2.6Ž .
­ u ­ ¨ ¨

q q s 0,
­ x ­ r r

Ž .where U s U x .
1 ­c 1 ­c 2 Ž .Defining new variables u s , ¨ s y , and m s r r4, Eq. 2.6r ­ r r ­ x

becomes

c c y c c y 4UU9 s 2n mc q c . 2.7Ž .Ž .m m x x mm mmm mm

Ž . w xA solution to 2.7 given in 6 is

c s 2n 2 x q f x F h , 2.8Ž . Ž . Ž .Ž .

where

m
h s q f9 x ,Ž .2

f xŽ .Ž .
2

F h s ch y ,Ž .
h

and

n c
U x s .Ž .

f xŽ .

w xIn 6 , Burde shows that this similarity solution cannot be obtained by
Ž .considering classical and nonclassical symmetries of 2.7 . The special case

Ž . nof f x s x is used to illustrate this point.
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Ž .Here, we show that the similarity solution 2.8 can be obtained by
considering the classical symmetries of the system

c c y c c y 4UU9 s j x c q h x c ,Ž . Ž .m xm x mm mmm mm

2.9Ž .
2n c q mc s j x c q h x c ,Ž . Ž .Ž .mm mmm mmm mm

with
n c

U x s .Ž .
f xŽ .

Ž . Ž .We note that all the solutions of the system 2.9 are solutions of 2.7 .
Ž .For particular functions j and h of x, the system 2.9 has more classical

Ž .symmetries than those of the original equation 2.7 . Here we list some
Ž .examples and give the corresponding solutions to 2.7 .

Ž . Ž . Ž .Ž Ž ..m Ž .a j x s Af9 x f x and h x s d with A, m, and d nonzero
Ž .constants. The system 2.9 then has the additional symmetry generator,

2c f ­2
G s ž /f9m ­ x

m2 Ac f9f 2ff0 2 ­2q c 1 q m q q 1 y2 2ž /ž /m 2n m ­mf9 mŽ .
2 f ­

q c c q c d x y q a , 2.10Ž .2 2 ž /ž /m f9 ­c

where c and a are constants.2

The corresponding similarity solution is

a
m r2c s ydx y q f x f j , 2.11Ž . Ž . Ž .

c2

where

A
ym r2y1 m r2y1j s f m y f f9.

2n

Ž . Ž .Substitution of 2.11 into 2.9 gives the following ordinary differential
equations for f ,

2 2 22 Af - q mff 0 q 2 f 9 s 8n c , 2.12aŽ . Ž .
d

1 y f 0 q j f - s 0. 2.12bŽ .ž /2n
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Ž .The general solution of 2.12b is

f j s pj d r2nq1 q bj q q ; d / y2n , 2.13aŽ . Ž .
s yplog j q bj q q ; d s y2n , 2.13bŽ .

Ž . Ž .where p, b, q are constants. Substitution of 2.13a into 2.12a gives some
particular restrictions on the constants involved. Using these together with
Ž . Ž . Ž .2.13a and 2.11 , we obtain the following solutions to 2.7 :

Ž .i d s y4n , m s 2, b s "2n c, q s 0, p s 2 A. In this case

a A
c s 4n x y q 2f x " n cj , 2.14Ž . Ž .

c j2

where

m A
j s y f9.2 2nf

Ž . w xWhen A s y2n , then this is the solution 2.8 given in 6 .
Ž . 2 2 2ii d s 2n , m s y4, and b s 4n c q 4 pq. Then we obtain the

solution

a y2
c s y2n x y q f x f j , 2.15Ž . Ž . Ž .Ž .

c2

where

A
y3j s fm y f f9

2n

and

2 2 2'f j s pj q 4n c q 4 pq j q q.Ž .

Ž . 2 2iii d s 4n , m s y3, b s 0, q s 0, and p s 2n c r3 A. In this
case

32 2a 2n c A f9
c s y4n x y q m y . 2.16Ž .3ž /c 3 A 2n f2

Ž .Also, using 2.13b , we obtain the solution

a
m r2 w xc s 2n x y q f x "2n cj q q , 2.17Ž . Ž .

c2
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where

A
ym r2y1 m r2y1j s f m y f f9.

2n

Ž .This is a particular case of the more general solution 2.21 .

Ž . Ž . Ž .Ž Ž ..m Ž .b j x s Af9 x f x and h x s 2n with A and m nonzero
Ž .constants. The system 2.9 then has the additional symmetry generator

2c f ­ 2c ­2 2
G s q c m q m q k xŽ .2ž /ž /f9m ­ x m ­m

2 f ­
q c c q 2c n x y q a , 2.18Ž .2 2 ž /ž /m f9 ­c

where k is an arbitrary function of x.

Ž . Ž .Using 2.18 , we find the following solution to 2.7 ,

a y2
c s y2n x y q f x f j , 2.19Ž . Ž . Ž .Ž .

c2

where

j s fm y q x ,Ž .
2 2 2Ž . 'and f j s pj q 4n c q 4 pd j q d with q an arbitrary function of x,

and with p and d constants.

Ž . Ž . Ž . Ž .c j x arbitrary and h x s 2n . The system 2.9 then has the
additional symmetry generator

­ ­
G s k x q , 2.20Ž . Ž .

­m ­c

where k is an arbitrary function of x.

Ž . Ž .Using 2.20 , we find the solution to 2.7 ,

2'c s " 4 U x q a m q f xŽ . Ž .Ž .ž /
2.21Ž .2 24n c

s " q a m q f x ,Ž .) 2� 0f xŽ .Ž .

where f is an arbitrary function of x.
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Ž . Ž . Ž . Ž .d j x s Af9 x and h x s d with A and d nonzero constants.
Ž .The system 2.9 then has the additional symmetry generator

f ­ c ff0 Af9 ­4
G s c q c m q y c4 4 42ž / ž /ž /f9 ­ x 2n ­mf9Ž .

f ­
q yc d q a . 2.22Ž .4ž /f9 ­c

Ž .However, using 2.22 we simply get a particular case of the more general
Ž .solution 2.21 , namely,

a m A f9
c s 2n x q logf " 2n c y q q , 2.23Ž .ž /c f 2n f4

where q is constant.

Ž .Equation 2.7 can obviously be split in an infinite number of ways. In
Ž .this section we have considered only the particular split of the type 2.9 .

In fact classical and nonclassical symmetry analysis on different splits will
produce different solutions. For example, consider the split

c c y c c y 4UU9 s g x , m c q k x c ,Ž . Ž .x xm x mm mmm mm

2.24Ž .
2n mc q c s g x , m c q k x c ,Ž . Ž .Ž .mmm mm mmm mm

nlŽ . Ž .where U x s x y c .L

We can show that when

2n L
g x , m s 2nm q f9 x ,Ž . Ž .

l

and

k x s 2n q 2nf9 x ,Ž . Ž .

Ž .both equations in 2.24 have the additional symmetry generator

­ c L ­2
G s c x y c q f0 x c y xŽ . Ž . Ž .2 ž /­ x l ­m

­
q c c q 2c n c y x f9 x q f x q a ,Ž . Ž . Ž .Ž .2 2 ­c

Ž .from which we get the solution to 2.7 ,

c s y2nf x q x y c f j ,Ž . Ž . Ž .
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where
m f9 xŽ .

j s q , 2.25Ž .
L l

and
f j s 2n Aeyl j q lj y 3 .Ž . Ž .

w xThis is the second solution found in 6 .

These are Not Classical or Nonclassical Symmetries

w x Ž .In 6 , Burde showed that the new similarity solution 2.14 found for Eq.
Ž . Ž .2.7 , cannot be obtained by considering similarity reductions of 2.7 by
the Lie group method of transformation or by the nonclassical method of

Ž . Ž .group invariant solutions. We now show that the solutions 2.15 , 2.16
Ž .also cannot be found by considering similarity reductions of 2.7 by the

classical and nonclassical method of group-invariant solutions.
Ž .From 2.10 we find the global form of the 1-parameter group of

transformations associated with the similarity reductions of the solutions
Ž . Ž . Ž .2.14 , 2.15 , and 2.16 , namely,

x* s fy1 f x eŽ2 c2 r m.« ,� 4Ž .
A

y1 Ž2 c r m.« m 2 c «2 2m* s f9 f f x e f x eŽ . Ž .� 4Ž .
2n

A
m c Ž1q2r m.«2q m y f9f e ,ž /2n

2.26Ž .

a a
y1 Ž2 c r m.« c «2 2c * s ydf f x e y q c q dx q e .Ž . ž /c c2 2

Ž .Substitution of 2.26 into

c U c U y c U c U y 4U x* U9 x* y 2n m*c U q c U s 0,Ž . Ž . Ž .m* x*m* x* m*m* m*m*m* m*m*

2.27Ž .
where

n c
U x sŽ .

f xŽ .
gives

c c y c c y 4UU9 y 2n mc q cŽ .m xm x mm mmm mm

f9 xŽ . yc «q2 c r m«2 2q 1 y e P s 0, 2.28Ž .y1 Ž2 c r m.«2ž /f9 f f x eŽ .Ž .
Ž Ž Ž ..m Ž .. Ž .where P s c 2nm y A f x f9 x q 2n y d c .mmm mm
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Ž . Ž .For the solution 2.14 , 2.28 becomes

2P s c 2nm q 2n f x f9 x q 6nc 2.29Ž . Ž . Ž .Ž .Ž .mmm mm

Ž w x Ž . n.which agrees with the result in 6 for f x s x .
Ž . Ž .For the solution 2.15 , 2.28 becomes

P s c 2nm y Afy4 x f9 x , 2.30Ž . Ž . Ž .Ž .mmm

Ž . Ž .and for the solution 2.16 , 2.28 becomes

P s c 2nm y Afy3 x f9 x y 2nc . 2.31Ž . Ž . Ž .Ž .mmm mm

Ž . Ž .Thus the group 2.26 does not map solutions of 2.7 to itself and so the
Ž . Ž . Ž .similarity reduction in 2.14 , 2.15 , and 2.16 cannot be obtained by the

classical Lie group method of transformations.
It is also obvious that the auxiliary equation P s 0 cannot be obtained

from the invariant surface condition, i.e.,

m2c f 2 Ac f9f 2ff0 22 2
c q c m 1 q q q 1 y cx 2 m2ž /½ 5f9m m 2n mf9 mŽ .

2 f
s c c q c d x y q a , 2.32Ž .2 2 ž /m f9

Ž .where for the solution 2.14 , we have m s 2, d s y4n , A s y2n ; for
Ž . Ž .the solution 2.15 , m s y4, d s 2n , and for the solution 2.16 , m s y3,

d s 4n .
w xThus our solutions are unobtainable by the nonclassical method 3 or by

w xthe direct method 8 whose solutions are a subset of the nonclassical
Ž w x. w xsolutions see 15, 2, 18 . In a subsequent paper 7 , Burde gave a group

theoretic interpretation of his new solutions, that is more complicated than
that given here.

2.2. Na¨ier]Stokes and Schrodinger Equations¨
As a further example, consider the equation

­ ¨ i ­ ¨ i 1 ­U i"
j 2 iq ¨ s y q = ¨ for i s 1, 2, 3. 2.33Ž .j i­ t m 2m­ x ­ x

This equation is analogous to the incompressible Navier]Stokes mo-
mentum equation, except that the ‘‘viscosity’’ is replaced here by a pure

i"imaginary number , with m and " positive constants. Hence, its sym-2m
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metries are in one-to-one correspondence with those of the standard
Navier]Stokes equation. The symmetry group is infinite dimensional,

Ž w x.including a free function of t see Boisvert, Ames, and Srivastava 5 .
However, if we add the constraint of irrotational flow,

­
i jk k« ¨ s 0 or = = v s 0, 2.34Ž .j­ x

then the Lie group of potential symmetries is, in a sense, even larger,
because it now includes a general solution of the linear heat equation in
3 q 1 dimensions. In order to see this, we explicitly write the linearising
transformation

"
v s yi = lnc r, t , 2.35Ž . Ž .

m

which is valid only for irrotational flow. This is essentially a three-dimen-
sional extension of the Hopf]Cole transformation that relates Burgers’
equation to the linear heat equation. Since the Navier]Stokes equations
are inherently nonlinear, they cannot in general be linearised. However,

Ž .when the irrotational flow constraint is assumed, so that 2.35 is valid, we
obtain, up to a gauge transformation, the factorisation

­c ­ i" i
y2 y1 2c y c c y = c q Uc s 0. 2.36Ž .tl l 2m "­ x ­ x

Ž .If we define a complex-valued vector field p s mv, with v as in 2.35 , then
Ž . Ž2.33 may be viewed as a quantum mechanical order-" with " identified

.as Planck’s constant divided by 2p extension of Newton’s second law,

Dp i"
2s f q = p. 2.37Ž .

Dt 2m

D ­Here, ' q v ? = and f s y=U, having the physical interpretation ofDt ­ t

a conservative force field.
Ž .We now see that this quantum continuum extension 2.37 of Newton’s

Ž .second law follows directly, via 2.36 , from the linear Schrodinger equa-¨
tion

i" i
2c s = c y Uc . 2.38Ž .t 2m "

The possibility of extending the Hopf]Cole transformation to three-
dimensional irrotational incompressible fluid flow ws mentioned by Ames
Ž w x.p. 24 of 1 . However this possibility is not widely known because such
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classical fluids are readily analysed by conventional methods of potential
Ž w x.theory e.g., see Rutherford 19 .

In a related classical reformulation of Schrodinger’s wave mechanics by¨
w x Ž .Bohm 4 , the classical velocity field v r, t is represented by

"
v s Im= lnc .

m

3. SYMMETRY-PRESERVING CONSTRAINTS

Some PDEs may have nontrivial symmetries, which although reduce the
PDE, result in a quotient PDE or ODE that is still difficult to solve. We
now consider some examples of such PDEs of two independent variables
possessing a nontrivial symmetry generator G. We split the quotient ODE

a T z , f , f9, f0 , . . . s 0, 2.39Ž . Ž .Ý i i
i

where z and f are the invariants corresponding to G, into the system

b T z , f , f9, f0 , . . . s 0,Ž .Ý i i
i

2.40Ž .
a y b T z , f , f9, f0 , . . . s 0,Ž . Ž .Ý i i i

i

where b is not a multiple of a , and T are linearly independent functionsi
Ž .e.g., monomials .

w xWe then use the package DIFFGROB2 13 , to determine constants bi
Ž .such that the system 2.40 is compatible and also to give the integrability

and compatibility conditions of the system.
Note that this procedure is equivalent to splitting the original PDE into

a compatible system which maintains a symmetry that was present in the
original target PDE; i.e., it is equivalent to adding a symmetry-preserving
constraint to the original PDE.

EXAMPLE. Consider the boundary layer equation

u u y u u s u , 2.41Ž .y x y x y y y y y

which admits the classical symmetry generator

­ ­
G s u q x . 2.42Ž .

­ u ­ x
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Ž . Ž .Using 2.42 the PDE 2.41 has a similarity solution

u s xf y , 2.43Ž . Ž .
where f satisfies

2
f - y s f9 y y f y f0 y . 2.44Ž . Ž . Ž . Ž . Ž .Ž .

Ž .We now look for a compatible split of 2.44 of the type

2af - y q b f9 y q kf y f0 y s 0,Ž . Ž . Ž . Ž .Ž .
2 2.45Ž .1 y a f - y q y1 y b f9 yŽ . Ž . Ž . Ž .Ž .

q 1 y k f y f0 y s 0,Ž . Ž . Ž .

where a, b, and k are constants.
Use of DIFFGROB2 indicates compatibility for

a s 1, b s y3 and k s 2, 2.46Ž .
and for this choice of constants gives the further conditions

2 32yf f9 y 6 f9 s 0,Ž . Ž .
22 f9 y ff0 s 0, 2.47Ž . Ž .

2
f - q f9 s 0.Ž .

Ž . Ž . Ž . Ž .Solving 2.47 we find f y s 6r y q g , and hence from 2.43 we find
the solution

6 x
u s 2.48Ž .

y q g

Ž .to 2.41 .
Ž . Ž .We note that the system 2.45 , with choice of constants as in 2.46 ,

Ž .corresponds to a split of the PDE 2.41 , which might, for example, have
been

u y 3u u q 2u u s 0,y y y y x y x y y

2u u y u u s 0.y x y x y y

DIFFGROB2 also indicated that the choice of constants a s 2, k s 1,
Ž .b s 0 leads to a compatible system 2.45 . However this choice of con-

Ž .stants leads to the same solution 2.48 .

EXAMPLE. The PDE

u ux t2u s u y u q 2.49Ž .x x t ž /u 2t
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has a classical symmetry with generator

­ ­ ­
G s yx y 2 t q u , 2.50 ,Ž .

­ x ­ t ­ u

and thus a similarity solution

1 x
u s f z ; z s , 2.51Ž . Ž .' 't t

Ž .where f z satisfies

z 2 f 2
2 2 2ff0 q zf9f0 q f9 q zf9f q q 2f f9 q zf f0Ž .

2 2

z f 4
3q f f9 q s0. 2.52Ž .

2 2

Ž .We look for a compatible split of 2.52 of the type

22 2 2c ff0 q c zf9f0 q c z f9 q c zf9f q c f q c f f9Ž .1 2 3 4 5 6

qc zf 2f0 q c zf 3f9 q c f 4s0,7 8 9

21 21 y c ff0 q 1 y c zf9f0 q y c z f9Ž . Ž . Ž .Ž .1 2 32 2.53Ž .
1 2q 1 y c zf9f q y c fŽ . Ž .4 52

12 2 3q 2 y c f f9 q 1 y c zf f0 q y c zf f9Ž . Ž . Ž .6 7 82

1 4q y c f s0,Ž .92

where c , i s 1 ??? 9 are constants.i
Use of DIFFGROB2 indicates compatibility when

c s 2, c s 0, c s 0, c s 1, c s 1,1 2 3 4 5
2.54Ž .

c s 2, c s 0, c s 0 and c s 0,6 7 8 9

i.e., the system

2ff0 q zf9f q f 2 q 2f 2f9s0,

z 2 f 2
2yff0 q zf9f0 q f9 yŽ .

2 2 2.55Ž .

zf 3 f 4
2qzf f0 q f9 q s0.

2 2
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For this system, DIFFGROB2 gives the extra compatibility condition

2 z q z 3 f 2 y 6 z 2 q 4 f q 8 z s 0. 2.56Ž . Ž . Ž .

Ž .Solving 2.56 we find

4 z 2
f z s , . 2.57Ž . Ž .2 zz q 2

Ž . Ž . Ž .Hence from 2.51 and 2.57 a solution to 2.49 , with u / 0, ist

4 x
u s .2x q 2 t

Ž . Ž .The system 2.55 corresponds to a split of the PDE 2.49 which among
other possibilities includes

2 t u2

u y u s uu q ,x x t tx x

u u3 2 t u2
x t2y u y s uu q .tu 2 x xt

4. CONCLUSION

We have shown that solutions to practical PDEs can be found by
classical symmetry reductions of a larger system of equations by the
addition of symmetry-enhancing or symmetry-preserving constraints. These
constraints are chosen so that the system has a larger symmetry group or
an identical symmetry group compared to that of the original single
equation. Obviously, this method could be applied to solve many other
nonlinear partial differential equations.

Of course not all similarity solutions can be obtained by standard
symmetry techniques. The possibility of new reductions by differential

w xconstraints remains open 17 . However, by the simple device of adding
symmetry-enhancing constraints, we can obtain new solutions that were
previously thought to be unrelated to classical symmetries.

We have also demonstrated how the addition of symmetry-preserving
constraints can enable us to find new solutions to PDEs by leading to
simpler quotient equations.

Naturally, the techniques of symmetry-enhancing and symmetry-preserv-
ing constraints may be broadened by expanding the class of allowable
symmetries to contact symmetries and nonlocal symmetries.
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