The effect of downstream curved edge on local scouring at 60 degree open channel junction using SSIIM1 model
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Abstract Despite a large amount of research carried out on flow patterns in river confluences, only a few researches have focused on sediment transport. This research used 3D program (SSIIM 1) for calculating of local scouring and sedimentation at a 60 degree channel confluence. The model was tested by comparing with flow and sediment results of physical model. The results showed that the ability of model is relatively good to predict flow structure and position of the erosion and sedimentation pattern. The model was then applied to investigate the effect of downstream edge curvature with non-dimensional radius (r/w; r = radius of curvature, w = width of tributary channel) 0.25, 0.5, 0.75 and 1 with discharge ratio 0.5 and 0.66 on local scouring. The results showed that the reduction of scouring depth and sedimentation bar height for r/w = 1 comparing with sharp edge junction for discharge ratio 0.5 were 51% and 41% and for discharge ratio 0.66 were 28% and 19%.

1. Introduction
Confluences are important elements of every drainage network. As water moves through a drainage network, it is forced to converge at confluences (Rhoads) [1]. Flow pattern at channel confluence which was first presented by Best [2] is shown in Fig. 1. Due to increasing of water discharge and collision of converging flows a complex three-dimensional and most highly turbulent location is occurred in the vicinity of the junction. Therefore a deep scour hole and point bar have developed in this area that cause the change in rivers morphology.

The use of numerical models for simulating the flow pattern in channel confluence has recently attracted the researcher's attention. Weerakoon and Tamia [3] focused on simple (rectangular and trapezoidal) channel. For simulation of flow structure they imposed a rigid lid solution, adopted a two-equation turbulence model and used a parabolic treatment. Weerakoon et al. [4] used a fully elliptic treatment in study of a 60 degree asymmetrical confluence. They found the predicted recirculation zone length in downstream direction was approximately
30% too short. Bradbrook et al. [5,6] using of a modified form of \( K - \varepsilon \) type turbulence model based upon RNG\(^1\) theory investigated the influence of velocity ratio, confluence angle, level of confluence asymmetry and the degree of discordance on the magnitude of streamline curvature and the degree of topographic forcing. Their results on parallel confluence showed the negligible secondary circulation resulted with a depth ratio of 1 (concordance confluence). Also the results showed an asymmetry in secondary circulation may result in a symmetrical confluence due to velocity ratio effects. Lane et al. [7] with application of the model to the confluence of Kaskaskia River and Copper Slough, studied by Rhoads and Kenworthy [9,10] confirmed the helical circulation that formed resembled two back-to-back meanders. Bradbrook et al. [8] in order to explore the role of topography on flow structure compared model predictions for Kaskaskia River and Copper Slough confluence with the true bed topography and with the scour hole artificially filled in. They showed that above the scour hole there was a zone of negative dynamic pressure (i.e. where the pressure was lower than would be expected due to hydrostatic effect alone) even though the scour hole slope was too shallow for there to be flow separation. This was coincident with the zone of maximum down welling into the scour hole.

Biron et al. [11] used a three-dimensional model to examine mixing processes immediately downstream of confluence as well as further downstream in the mainstream. Simulations are presented for concordant and discordant laboratory junction and a field confluence for low and high flow conditions. Result showed that the effect of bed discordance is very apparent at a cross-section of a tracer over a distance of 5 channel widths is 30% for discordant bed but only 10% for concordant bed in laboratory simulation. Additionally, flow rate ratio does not affect the general trend described above. At natural confluence (confluence of Boyonne and Berthier rivers, Quebec, Canada) effect of bed discordance on flow mixing is more important at the low flow than at the high flow with corresponding decreases in the standard deviation of 31% and 18% over 3.5 channel widths.

Huang et al. [12] validated a three-dimensional model using the experimental data of a 90\(^\circ\) junction flow under two conditions. In the first condition (RUN2) the discharges in upstream main channel and lateral channel were 0.043 and 0.127 m\(^3\)/s, respectively. For second condition (RUN5) they were 0.127 and 0.043 m\(^3\)/s, respectively. The total discharge was 0.17 m\(^3\)/s and downstream tail water was fixed at 0.296 m for both conditions. Good agreement was obtained between the model simulation and experimental measurement. Also, the effect of changing in junction angle (from 30\(^\circ\) to 90\(^\circ\)) on flow characteristics was investigated. It was founded that the size of separation zone and strength of secondary flow increase with junction angle. Ghobadian [13] carried out extensive studies on scour hole at river confluence. All of his tests were conducted for sharp edge confluence. His results showed that as the downstream Froude number, discharge ratio and the angle of river confluence increase, the scouring depth increases too. Also, as the channel width ratio increases or the sediment sizes increase, the scouring depth was reduced. Borghesi and Sahebbari [14] conducted an experimental study on the scour patterns at open channels confluence. They studied the effect of the angle between the two channel, discharge and width ratio of the tributary to the downstream channel branches on maximum scour hole depth. They found that the position of the maximum scouring depth moves to the outer wall and upstream to the main channel as effect of the dimensionless variables. They presented an equation for predicting scour depth. Bahramjovein and MandAkhtari [15] studied on flow structure in strongly curved bends at open channel 90-degree bends. Their experiments were conducted in a flume, 6 m long, 0.4 m wide, 0.45 m high and 0.6 m radius of center line of bend, made up of compacted plastic materials and different depths of flow (4.5, 6, 9, 12, 15 cm). Their results showed that the transverse slope of water surface in bends was not linear. Their aim was to predict depth of flow, position of maximum velocity and the place which must be protected from erosion in strongly curved bends. Liu et al. [16] carried out an experimental study on flow pattern and sediment transportation at a 90 degree open-channel confluence with different discharge ratios of the tributary flow to the total flow. Mohamadi et al. [17] conducted an experimental study on local scour at curved edge of open-channel junctions. Their results showed that as the radius of curvature increases, the maximum local scour decreases significantly and the location of maximum scouring depth shifted downstream and toward the center of the main channel. They provide an equation for predicting the maximum scour depth.

Despite a large amount of experimental and numerical researches carried out on flow patterns at river confluences, only a few researches have focused on sediment transport. Most notably very little attention has been given to numerical simulation of the scour hole and point bar formation at river confluences. Therefore this paper uses a numerical simulation approach to predict the local scouring and sedimentation pattern at laboratory 60 degree channel confluences. Then the model was applied to investigate the effect of downstream curved edge with different non-dimensional radius \((r/w)\) and discharge ratios on local scouring.

2. Method

2.1. Numerical model: theory and assumption

The current study used a finite volume CFD model (SSIIM1) to compute scouring depth and point bar height at 60 degree channel confluence. SSIIM1 program uses a finite volume method for discretization, together with the power-law scheme or the second order upwind scheme. The SIMPLE method is used for pressure coupling. An implicit solver is used to

\(^1\) Re-Normalization Group.
produce velocity field in the geometry with a structured grid. The velocities are used when solving the convection-diffusion equations for different sediment size. This gives sediment erosion and deposition pattern.

The Navier-Stokes equations for turbulent flow in a general three-dimensional geometry are solved to obtain the water velocity:

$$\frac{\partial u_i}{\partial t} + U_j \frac{\partial u_i}{\partial x_j} = - \frac{1}{\rho} \frac{\partial P}{\partial x_i} + \frac{1}{\rho} \frac{\partial}{\partial x_j} \left( - \rho \delta_{ij} - \rho \eta \frac{\partial \sigma_{ij}}{\partial x_j} \right), \quad i, j = 1, 2, 3$$

(1)

where $U$ is the average velocity, $\rho$ is the density of water, $P$ is pressure, $\delta_{ij}$ is the Kronecker delta, which is 1 if $i = j$ and 0 otherwise and $x$ is general space dimension. The last term is Reynolds stress term, often modeled with the Boussinesq approximation:

$$\rho \eta \sigma_{ij} = \rho v_t \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{2}{3} \rho K \delta_{ij}$$

(2)

where $v_t$ is eddy viscosity and $K$ is turbulent kinetic energy. Eddy viscosity is not a fluid property and depends strongly on the state of turbulence. Eddy viscosity can be determined by several model such as: zero-equation models, one-equation models and two-equation models as described in Rodi [18]. In two-equation models the eddy viscosity is a function of turbulent kinetic energy $K$ and turbulent dissipation $\varepsilon$ as described by Kolmogorov-Prandtl equation:

$$v_t = C_{\mu} \frac{k^2}{\varepsilon}$$

(3)

Transport equation for $K$, that is similar for standard and RNG type of $K - \varepsilon$ turbulence model, is described as:

$$u_i \frac{\partial K}{\partial x_i} = \frac{\partial}{\partial x_i} \left( \frac{\partial u_i}{\partial x_i} \frac{\partial u_i}{\partial x_i} + \partial u_i \frac{\partial u_i}{\partial x_j} - \varepsilon \delta_{ij} \right)$$

(4)

Similarly, the transport equation for $\varepsilon$ is described by the following equation. In this equation there is an extra term representing the mean strain rates that accelerate the turbulent dissipation:

$$u_i \frac{\partial \varepsilon}{\partial x_i} = \frac{\partial}{\partial x_i} \left( \frac{\partial u_i}{\partial x_i} \frac{\partial u_i}{\partial x_i} + \partial u_i \frac{\partial u_i}{\partial x_j} - \varepsilon \delta_{ij} \right) - C_{\mu} \frac{\varepsilon^2}{K} - P \frac{\partial x^2}{K} - \rho a$$

(5)

The constants $C_{\mu}, \sigma_x, \sigma_y, C_{\mu1}$ and $C_{\mu2}$ are 0.09, 1, 1.3, 1.44 and 1.92 respectively. These are the default values in the SSIM1M for $K - \varepsilon$ turbulence model. The extra term depends on a parameter $x$, which is determined by $\eta$, the ratio of time scales of turbulent strain to mean strain

$$x = C_{\varepsilon} \frac{\eta^*(1 - \eta/\eta_a)}{1 + (\eta/\eta_a)}$$

(6)

where $\eta_a$, fixed point for homogeneously strain turbulent flows (=4.8) and $\beta = 0.12$. When the mean strain is weak ($\eta \to 0$) the extra production term is small, but when the mean strain rate is strong (large $\eta$) the extra production term leads to an increase in turbulent dissipation. This results a decrease in eddy viscosity and therefore reduces momentum in the mean flow. The outcome of the accelerated turbulent dissipation is a computed recirculation zone which its size is comparable with those observed in the laboratory measurements.

Coupling of pressure and momentum equation is achieved by SIMPLE method (Patankar [19]) to find the pressure.

The suspended sediment transport was computed by solving the transient convection–diffusion equation for sediment concentration $c$:

$$\frac{\partial c}{\partial t} + U_j \frac{\partial c}{\partial x_j} + w \frac{\partial c}{\partial z} = \frac{\partial}{\partial x_j} \left( \Gamma \frac{\partial c}{\partial x_j} \right)$$

(7)

where $c$ is concentration of sediment, $w$ is fall velocity of the sediment particle, $z$ is dimension in vertical direction, $\Gamma$ is diffusion coefficient that was set to the eddy-viscosity taken from $K - \varepsilon$ model. The equation describes the transport of sediment, and includes the effect of the turbulence on reducing the setting velocity of the sediment and was solved on all cells except the cell close to the bed, where the concentration in equilibrium situation was specified by Van Rijn’s [20] equation:

$$c_{bed} = 0.015 \frac{d}{a} \left( \frac{h - z}{z} \right)^{1.5}$$

(8)

In which $d$ is sediment particle diameter, $a$ is Reference level, $\tau$ is bed shear stress, $\tau_c$ is critical bed shear stress for movement of sediment according to Shields curve, $\rho_w$ and $\rho_s$ are density of water and sediment, $v$ is viscosity of water and $g$ is acceleration of gravity. After recommendation from Van Rijn’s [20], $a$ was set equal to the maximum value of half the bed-form height and the grain roughness of the bed. The sediment concentration was interpolated/extrapolated to the cell closest to the bed by using the Rouse [22] equation:

$$c_i = \frac{c_{bed} (h - z)}{z} \left( \frac{h - z}{h - a} \right)^{1.5}$$

(9)

In which $h$ is water depth; $z$ is distance from the bed to the center of the bed cell; $c_i$ is sediment concentration at $z$; $c_{bed}$ is concentration of bed load; $w$ is particle fall velocity of suspended sediment; $\beta = \text{coefficient related to diffusion of sediment particles}; K = \text{constant of Von Karman};$ and $u^* = \text{overall bed-shear velocity}$.

In addition to the suspended load, the bed load $q_b$ was calculated. Van Rijn’s [21] formula for bed load was used:

$$\frac{q_b}{\sqrt{\rho_s - \rho_w} g} = 0.053 \left( \frac{\beta}{\varepsilon} \right)^{1.5}$$

(10)

The bed level changes were computed by using the sediment continuity equation for the cells closest to the bed, called the bed cells. The total sediment continuity defect $M$ (kg/s) in a bed cell was the sum of the sediment changes from the following processes: concentration changes over time, suspended sediment convection, particle fall velocity, suspended sediment diffusion and changes in bed load. The defect could be included into a continuity equation derived from Eq. (12) where also the bed load is added.

$$\rho_s \frac{\partial c}{\partial t} + \rho_s U_j \frac{\partial c}{\partial x_j} + \rho_s w \frac{\partial c}{\partial z} + \frac{\partial q_{bs}}{\partial x_j} + \frac{\partial q_{bs}}{\partial x_j} = \rho_s \frac{\partial}{\partial x_j} \left( \frac{\partial c}{\partial x_j} \right) + \frac{\partial m}{\partial x_j}, \quad j = 1, 2, 3$$

(11)
The bed load is here decomposed in two directions, x and y. To find \( m \), the equation was integrated over each bed cell using the control volume method. The value of \( m \) was divided by the density of the sediments of the bed to find the volume of the deposits for each time step. This was then transformed into bed level changes for the grid. Both the sedimentation and the erosion processes were modeled using the same approach.

2.2. Boundary condition

2.2.1. Flow boundary condition

Boundary conditions for the Navier-Stokes equation are in many ways similar to the diffusion-convection equation, included boundary condition for inflow; outflow; water surface and bed/wall.

2.2.1.1. Inflow. Dirichlet boundary conditions have to be given at the inflow boundary. This is relatively straightforward to velocity. Usually it is more difficult to specify the turbulence. It is then possible to use a simple turbulence model \( \left( u_t = 0.11 \frac{u^* h}{K} \right) \) (Keefer [23]) or \( u_t = 0.067 \frac{u^* h}{K} \) (depth average) to specify the eddy viscosity. Given the velocity, it is also possible to estimate the shear stress \( \tau \) at the entrance bed. Then the turbulent kinetic energy \( K \) at the inflow bed is determined by the following equation:

\[
K = \frac{\tau}{\rho \sqrt{C_f}}
\]

(12)

Given the eddy viscosity and \( K \) at the bed equation \( \left( u_t = C'_{\mu} \frac{u^* h}{K} \right) \) gives the value of \( \varepsilon \) at the bed. If \( K \) is assumed to vary linearly from the bed to the surface then Eq. (12) together with the profile of the eddy viscosity to calculate the vertical distribution of \( \varepsilon \) can be used.

2.2.1.2. Water surface. The free surface is computed using a fixed-lid approach, with zero gradients for all variables. The location of fixed lid and its movement as a function of time and the water flow field are computed by pressure and Bernoulli algorithm. The algorithm is based on pressure field. It uses the Bernoulli equation along the water surface to compute the water surface location based on fixed point that does not move (in this study downstream of confluence).

2.2.1.3. Bed/wall. The wall law for rough boundaries (Schlichting [24]) was used as a boundary condition for bed and wall:

\[
\frac{U}{u^*} = \frac{1}{k} \ln \left( \frac{30 \nu}{k} \right)
\]

Here, the roughness is denoted \( k_r \) and in this study for the bed effective roughness according to Van Rijn equation is used, \( U \) and \( u^* \) = velocity and shear velocity, respectively, \( k \) is a coefficient equal to 0.4 and \( y = \) distance from the wall to the center of the cell.

2.2.2. Sediment boundary condition

The sediment concentration in equilibrium situation (Eq. (8)) for the cell closet to the bed was specified as bed boundary condition.

The other boundary conditions for the sediment concentration were a specified value at the upstream boundary and zero gradients for the water surface, the outlet, and the sides. However in this study only simulation of local scouring and sedimentation at confluence area is considered therefore no sediment feeding has done.

2.3. Experimental model

The experimental setup consists of a main flume 9 m long with 75 cm deep for the first 2 m and 45 cm for remaining 7 m and 35 cm wide, and a lateral flume 3 m long, 45 cm deep and 25 wide. Both flumes had a horizontal slope. At the upstream end of flumes stilling boxes were installed to reduce the kinetic energy of the entrance flow. A head tank provides a constant discharge to both stilling boxes. Discharge was measured by an electronic flow meter with an accuracy of 0.01 l/s. At the end of the main flume, a sluice gate controls the downstream water depth. Downstream water depth was measured at a location which has 0.5 m distance from the end gate. The lateral flume was connected to the main flume at 60 degree angle. Fig. 2 shows a plan view of the experimental setup.

An 11-cm layer of uniform sediment \( (D_{50} = 1.95 \text{ mm}) \) was laid on both channel beds. There was no sediment feeding or recirculation in these experiments. At the start of each run the flumes were filled slowly, keeping the tailwater gate closed. When the flow depth was high enough to avoid initial disturbances on the bed, the flow discharges were increased to the desired values and the tailwater gate was gradually opened until the desired flow depth was achieved. This situation was kept unchanged until the scour hole dimensions remained constant (5 hours for this case). At the end of the run the pump was shut down, the water was drained and the bed topography was measured using surveying equipment (point gauge). In order to measure the flow velocity, the bed of channel after scouring and sedimentation was fixed by a very thin layer of powder cement so that has not effect on bed roughness. Then the flow situation same before has established again. Table 1 shows the range of the relevant variables covered by the experiments. The Velocity vectors in vertical and main channel flow directions have measured by Laser Doppler Velocimeter (LDV) in several cross sections from 0.4 m upstream of downstream junction corner to 0.8 m downstream of it in a 10 × 2.5 × 2.5 cm network (10 cm is in main channel flow direction).

2.4. Model application to channel confluence

Model application focused upon generation of an appropriate grid, and incorporation of the water surface, topography, sediment and inflow data. Grids have been shown to have a major effect upon model prediction and ideal grid would produce a flow field which is independent of grid dimensions, with as low as possible to save computational time and space. SSIM 1 uses a structured method to generation of grid. In this study the mesh size in main channel is 131 × 31 × 12 and lateral channel mesh size is 50 × 21 × 12 longitudinal, transverse and vertical grid line. Grid independency test was informed and the mesh for main and lateral channel was the finest mesh. Then variation of maximum and minimum velocity, pressure, turbulent kinetic energy, scouring and sedimentation was
compared. The small grids are near the bed. The experimental flow and sediment conditions (Table 1) were used as inlet condition for both the main and lateral channels. Total discharge (20 l/s) was used as outlet condition in the end of main channel where the water surface fixed in 12.76 cm from the bed. In experimental test the tailwater depth was measured at 0.5 m distance from the end gate. Finally 11 cm sediment thickness with $D_{50} = 1.95$ mm on bed of both the main and the lateral channel was defined as same as experimental test. Finally a time step 10 s was used. Also a power low scheme was used for the discretization of the convection terms. However the second order upwind method is also available in the model but use of this scheme for discretization of the convection terms causes divergence in solution even with changing at relaxation coefficient, reducing time step use of block-correction and changing the height of grid near the bed. The computation was stopped after 800 min because the significant change in scour hole dimension, sedimentation bar point dimension and also flow characteristic have not occurred. On the other hand experimental test also showed that bed level change was stopped after 5 h test running.

The mentioned model uses structured grid and with solving of Navier-Stokes and the standard turbulence model at the same time, simulates the flow and sediment at a junction of channels. A computer program to provide the required mesh was prepared. Fig. 3 shows the generated mesh for sharp and downstream curved edge junctions by mesh maker program.

3. Results

3.1. Calibration of model for flow

Before sediment pattern simulation, the model was first validated by comparing and analyzing the numerical simulation results of the flow pattern and the results of the experimental tests in a 60° junction of two straight channels were carried out by Ghobadian [13]. Longitudinal velocity profiles at different distances from the bed ($z$) in different cross sections of main channel were compared with the laboratory data in Fig. 4. It is indicated that the numerical model can simulate
the longitudinal velocities profiles with good accuracy. The main difference is in the area downstream of channel junction in vicinity of the separation zone. This difference could be due to the weakness of the $K - \varepsilon$ model of the simulation of flow in rotational zone. Weerakoon et al. [4] pointed that the $K - \varepsilon$ model had a weakness in predicted separation zone size less than the actual value. For quantitative evaluation the accuracy of the model the calculated longitudinal velocities values have

![Fig. 3 View of sharp and curved downstream edge mesh.](image)

![Fig. 4 Cross section longitudinal velocity profile at different distances from the bottom at different sections (points for experimental data and lines for simulation); $u_x$: longitudinal velocity, $b$: width of main channel, $z$: distance from the bottom.](image)
been plotted against the measured values and the results are presented in Fig. 5. As it can be seen from this figure most of data are between the 10% error bands. Several points that are below –10% they are in separation zone, where because of recirculation flow and weakness of the $K - c$ model maximum error of flow pattern prediction occurred. Also the Root Mean Square Error was 0.061 m/s for longitudinal velocity. The coefficient of determination and slope of regression line were 0.864 and 1.027 respectively. This means that model can be applied for the prediction of flow pattern in river confluences.

3.2. Calibration of model for sedimentation

Scouring and sedimentation at river confluences is a recognized phenomenon that has reported by several researchers. Previous study showed that scouring and sedimentation pattern at river confluence is affected by discharge ratio, depth ratio, width ratio, confluence angle and also downstream demismetric Froude number (Ghobadian [13]). The model was calibrated using a set of experimental data on sedimentation adjacent to a 60$^\circ$ junction carried out by Ghobadian [13].

Scouring depth is a time related parameter and as it can be seen from Fig. 6 at the beginning of the simulation scour depth increases very fast and in continue the rate of increasing reduces to zero when the scour hole takes an equilibrium situation. No significant change in sedimentation and scouring pattern has been occurred during increasing the simulation time from 800 to 1000 min. It must be noted that for plotting Fig. 6 maximum scour depths calculated by the model have been used.

Fig. 7 shows the final scouring and sedimentation patterns calculated by the model and in the experimental test. It can be seen from this figure that the ability of model is relatively good to predict the position of the erosion and sedimentation patterns. However the values of maximum scour depth and
sedimentation bar height have a little difference with the measured values. The values of maximum scour depth for experimental test and simulation are 0.052 and 0.047 m respectively. This difference could be due to the weakness of Van Rijn’s equation to sediment transport and probably measured error. It must be noted that SSIIM1 only used the Van Rijn’s equation for bed load transport. Also the result of simulation showed, similar to the experimental test no sediment transport occurred in tributary and main channel before the confluence.

In order to quantitative evaluation of the model accuracy, the calculated bed change values have been plotted against the measured values and the results are presented in Fig. 8. The coefficient of determination and slope of regression line were 0.738 and 0.878 respectively, which shows that the model is relatively good to predict bed change.

![Image](https://example.com/image.png)

**Fig. 9** The effect of curvature radius on scouring for discharge ratio 0.5 (a) sharp edge, (b) \( r/w = 0.25 \), (c) \( r/w = 0.5 \), (d) \( r/w = 0.75 \) and (e) \( r/w = 1 \).

<table>
<thead>
<tr>
<th>Coordinate</th>
<th>Non-dimensional curvature radius</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( r/w = 0 )</td>
</tr>
<tr>
<td>Maximum scouring depth</td>
<td>( X ) (m)</td>
</tr>
<tr>
<td></td>
<td>( Y ) (m)</td>
</tr>
<tr>
<td>Maximum deposition height</td>
<td>( X ) (m)</td>
</tr>
<tr>
<td></td>
<td>( Y ) (m)</td>
</tr>
</tbody>
</table>

Table 2  Position of points with maximum scouring depth and maximum sedimentation height.
3.3. The effect of curvature radius on scouring

After calibrating the model, the effect of curvature of downstream edge on scouring and sedimentation pattern which was the main subject of the present research was investigated. The effect of non-dimensional curvature radius ($r/w$) 0.25, 0.5, 0.75 and 1 for discharge ratio 0.5 on scouring and sedimentation pattern is presented in Fig. 9, where it can be observed that with increasing curvature radius of junction, scouring depths and volume of scour hole decreases. As the scour hole becomes smaller, less sediment material is washed out and deposited further downstream creating the point bar therefore the sedimentation bar height and its volume reduce too. It should be defined that scouring depth and point bar height are directly related to separation zone dimension that limit the effective wide of main channel to pass combined flow. With increasing curvature radius of downstream edge of the junction, dimensions of flow separation zone which is created at downstream junction corner reduces. This is because as curvature radius of downstream edge increases, penetration of tributary channel flow into the main channel is reduced. Also as it can be observed from Fig. 9 values of maximum scouring depth for non-dimensional curvature radius ($r/w$) 0.25, 0.5, 0.75 and 1 are 0.032, 0.03, 0.027 and 0.023 m respectively. Comparing with the sharp edge, the reduction of maximum scouring depth was 51% for $r/w = 1$.

Table 2 shows the locations of the maximum scouring depth and sedimentation height for the discharge ratio of 0.5 and for various curvature radii. This table shows that, compared with those in sharp edge junctions, the longitudinal distance of the maximum scouring depth in the curved edge junctions has increased while, the width has remained almost constant. This means the location of the maximum scouring depth in the main channel has moved further downstream with not much change in its transverse direction. This table also shows the longitudinal distance of the maximum sedimentation height in curved edge junctions has decreased compared with those in sharp edge junctions. As a result, the longitudinal distance between the maximum scouring depth and sedimentation height has decreased in curved edge junctions compared with that in sharp edge junctions.

The variation of the scouring depth and sedimentation bar height for discharge ratio 0.5 and 0.66 with curvature radius is presented in Fig. 10, showing a decrease of bar height and scour depth with $r/w$. This can be explained again by the size of the separation zone, which is minimal for large curvature radius.

As it can be observed from Fig. 10a, for a certain $r/w$, scouring depth increases with discharge ratio. For example for $r/w = 1$ reduction of scouring depths for discharge ratios 0.5 and 0.66 was 51% and 28% respectively in comparison with the sharp edge junction. Also the maximum and minimum difference between scouring depths for discharge ratios 0.5 and 0.66 happened in $r/w = 1$ and $r/w = 0$ respectively. For discharge ratio 0.5, scouring depth decreases with increasing curvature radius with approximately uniform slope while for discharge ratio 0.66 from $r/w = 0$ to $r/w = 0.5$ scouring depth decrease then it remains relatively constant. This means for discharge ratio 0.5 and 0.66 optimum curvature radius are $r/w = 1$ and $r/w = 0.5$ respectively.

Fig. 10-b shows in comparison with the sharp edge junction, reduction of sedimentation bar height for $r/w = 1$ for discharge ratios 0.5 and 0.66 were 41% and 19% respectively. The minimum difference between sedimentation bar height for discharge ratio 0.5 and 0.66 happened in $r/w = 0$. However the difference between sedimentation bar height for discharge ratio 0.5 and 0.66 for the rest of non-dimensional curvature radius was almost equal.

4. Conclusions

In this paper using CFD model SSIIM1 flow and local scouring and sedimentation patterns at a 60 degree channel confluence were simulated and the model was calibrated. The result of model calibration showed that the model can be applied for the prediction of flow and scouring pattern in open channel junction. However the model accuracy for flow pattern simulation is higher than sediment pattern simulation. Then the model is applied to investigate the effect of curvature radius of downstream edge of the confluence with non-dimensional radius ($r/w$) 0.25, 0.5, 0.75 and 1 and discharge ratios 0.5 and 0.66 on local scouring. The results showed that with increasing radius of curvature scour depth and sedimentation bar height decreases. Reduction of scour depth for $r/w = 1$ and for discharge ratios 0.5 and 0.66 was 51% and 28% respectively in comparison with the sharp edge junction and reduction of sedimentation bar height was 41% and 19% respectively.
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